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## CHAPTER 1 - INTRODUCTION

For athletes and populations interested in training and performance, it is valuable to have ways of quantifying their athletic abilities. Without any way to quantify their speed, power, or strength, it would be very difficult to determine whether or not they are ever improving. Such measures allow athletes to track their progress over time and/or determine appropriate workloads - or training stimuli - to be used when creating training programs. The identification of the appropriate training stimulus is important because an insufficient training stimulus can lead to a lack of progress or a detraining effect, while too great of an stimulus can result in an overtraining effect (Kenttä \& Hassmén, 1998).

There are specific measures of fitness associated with each of the fitness categories of muscular strength, flexibility, muscular endurance, aerobic fitness, and body composition (Caspersen \& Christenson, 1985). Aerobic fitness, or cardiovascular endurance, can be defined as the capacity to sustain a given velocity for the longest possible time (Jones \& Carter, 2000). Representing cardiovascular endurance can be done by a velocity-time curve, also represented as a power-duration relationship in other fitness domains (Jones \& Carter, 2000). The power-duration relationship describes exercise tolerance within the severe- and extreme-intensity domains and is comprised of the parameters critical power and a work constant (W') (Hill, 1993).

When considering cardiovascular endurance during running, the same parameters are referred to as critical speed and a distance constant ( $\mathrm{D}^{\prime}$ ) which is determined by the boundaries of the severe-intensity domain (Solomonson et al., 2016). Critical speed is determined by the highest rate of oxygen utilization matched by oxygen delivery (Skiba et
al., 2012), and distinguishes the threshold above which $\dot{\mathrm{V}} \mathrm{O}_{2}$, blood flow and intramuscular concentrations of phosphocreatine, inorganic phosphate and hydrogen ions are no longer able to achieve steady-state values and exercise tolerance is predictably limited (Vanhatalo et al., 2010). Therefore, critical speed marks the boundary between the heavy- and severeintensity domains and has important implications for exercise testing and prescription by helping identify the workload and training stimulus necessary for an optimal training effect (Broxterman et al., 2014).

Traditionally, the testing to determine a person's critical speed required multiple separate bouts to exhaustion conducted across the span of multiple days. To determine a person's critical speed in running, participants would first complete a laboratory-based test for determining their $\mathrm{VO}_{2}$ max, then they would complete runs to exhaustion at speeds of $90 \%, 100 \%, 120 \%$, and $140 \%$ of the speed that elicited their initially measured $\mathrm{VO}_{2}$ max (Di Prampero, 1999). These types of test designs may elicit valid results, but they require a lot of time, and a lot of energy expenditure from the participants.

To address the issue of the test structure taking up too much time, it was determined that an all-out 3-minute running test conducted during a single session could accurately determine a person's critical speed. It was proposed that the 3-minute length is just long enough to yield a stable power output, but short enough such that the subjects could complete the test (Burnley, 2009). Several studies have conducted the 3-minute test on running models and have shown that it is a valid testing method (Broxterman et al., 2013);(Pettitt et al., 2012);(Clark et al., 2013). However, these studies required the use of expensive equipment such as GPS (Pettitt et al., 2012), accelerometers (Broxterman et al., 2013), and camera systems (Clark et al., 2013) to record their measurements.

Recently, Maryn et al. (n.d.) demonstrated the validity of an all-out 3-minute field test for determining critical speed with the use of cones and a stopwatch instead of highcost testing equipment. However, while these results provide initial evidence in support of a cost and time efficient method to determine critical speed, the reliability of this testing protocol is unknown. If reliable, the Maryn 3-minute test would provide an accurate and consistent test that could significantly alter the way in which exercise intensities are determined and prescribed leading to better training effects and results. It would also add to the practicality of the test if the protocols of the test were shown to be replicable by any practitioner, coach, staff member, or even a fellow athlete. If the test can be conducted by anyone with minimal training, it could potentially lead to more widespread use of the test.

## Problem Statement

The objective of this study was to examine the reliability of the Maryn 3-minute test (Maryn et al., 2017). The central hypothesis was that critical speed as determined using the Maryn 3-minute test would demonstrate adequate reliability for clinical use (intraclass correlation coefficient (ICC>0.7)) in aerobically trained, college-aged men and women.

## Specific Aims and Hypotheses

## Aim \#1. To assess the between-day test-retest reliability of the Maryn 3-minute test.

We hypothesized that critical speed as determined using the Maryn 3-minute test would be consistent (ICC > 0.7) when performed on two different occasions separated by 3-14 days. Aim \#2. To assess the inter-rater reliability of the Maryn 3-minute test.

We hypothesized that there would be agreement (ICC >0.7) in the critical speed values obtained by different raters assessing the same trial of the Maryn 3-minute test.

## Assumptions and Limitations

For the Maryn 3-minute test, participants needed to run with maximal effort from start to finish. It would present a limitation within our test if participants paced, or did not run at full speed and maximal effort at any point throughout the 3-minute duration of the test. It was assumed that participants did not participate in strenuous physical activity 24 hours prior to testing, and that there was no effect from diet or training during the duration of the study. We also assumed that there would be no difference in responses to the verbal encouragement between sessions.

## Significance

Critical speed precisely predicts exercise performance, determines the feasibility of an athletic feat, and can model optimal performance tactics for a team, or group of athletes, that has different critical speed or D' values (Poole et al., 2016). Testing for critical speed used to be inconvenient in that it required multiple testing sessions (Di Prampero, 1999). This challenge was addressed with the development of the 3-minute test. However, even though the 3-minute test was shown to be a valid way of determining a person's critical speed, the feasibility of using this test was limited by the need for expensive equipment. This limitation was addressed when Maryn modified the 3-minute test so that it could be conducted with the use of low-cost cones and a stopwatch (Maryn et al., n.d.). However, while a valid measure of critical speed, the reliability of the Maryn 3-minute test remains unknown.

## CHAPTER 2 - LITERATURE REVIEW

## Purpose and Scope

The purpose of this literature review is to provide background knowledge relevant to the study that was performed. This review addresses: 1) the importance of measuring fitness, 2) different measures of cardiovascular fitness, 3) critical speed, 4) critical speed fitness tests, 5) the 3-minute all-out critical speed test, 6) the application of critical speed for prescribing exercise intensities, and 7) the gap in the knowledge.

## Importance of Measuring Physical Fitness

Physical fitness can be thought of as an integrated measure of nearly all of the body's functions utilized throughout the execution of daily activities and/or physical exercise and therefore is considered as an important health marker both in the early years and later in life (Ortega et al., 2008). Being physically active has many health benefits and a lack of physical activity is a modifiable risk factor for cardiovascular disease and a wide variety of other chronic diseases, including but not limited to obesity, hypertension, and depression (Warburton et al., 2006).

In the domain of physical fitness there are five separate components: muscular endurance, muscular strength, cardiovascular fitness, flexibility, and body composition (Caspersen \& Christenson, 1985). Each of these components has specific measures that accurately represent them along with varying methods to achieve those measures. Having the measures and methods to represent a person's level of fitness is important for many reasons. These reasons are mostly applicable to athletes and training populations that are interested in enhancing performance and improving from their baseline measures,
whether for health or sport purposes. For individuals interested in performance, these measures provide a starting point that allows them to set reasonable goals and to track their progress. Such measures can also aid in selecting appropriate work and training loads, and in some cases these measures can also assist in the detection of potential injury (June et al., 2011). The focus of this review is on cardiovascular fitness which can be understood as "the ability of the circulatory and respiratory systems to supply fuel during sustained physical activity and to eliminate fatigue products after supplying fuel" (Caspersen \& Christenson, 1985).

## Different Measures of Cardiovascular Fitness

In measuring a person's cardiovascular endurance fitness, the parameters most commonly used include $\mathrm{VO}_{2}$ max, exercise economy, and blood lactate threshold (Jones \& Carter, 2000). $\mathrm{VO}_{2}$ max represents a person's highest rate of oxygen consumption attainable during maximal exercise. $\mathrm{VO}_{2}$ max is widely regarded as the gold standard of measuring a person's maximal oxygen uptake. It refers to the maximum capacity to transport and utilize oxygen during exercise done at increasing intensity. While $\mathrm{VO}_{2}$ max is regarded as the gold standard for aerobic fitness measurements, the translation of the $\mathrm{VO}_{2}$ max measure to real-life application can be complicated given that $\mathrm{VO}_{2}$ max is expressed in units of liters or milliliters per minute (Shete, 2014) and that is not how athletes or fitness professionals typically describe exercise intensities.

Exercise economy is known as "the oxygen uptake required at a given absolute exercise intensity" (Jones \& Carter, 2000). An endurance athlete with good economy uses less oxygen than an endurance athlete with poor economy at the same steady-state speed (Thomas et al., 1999). Exercise economy is really a complex and multifactorial concept that
incorporates metabolic, biomechanical, neuromuscular, and cardiorespiratory factors (Barnes \& Kilding, 2015). Lab testing for exercise economy is performed on a treadmill while gas-exchange is determined. However the results on the treadmill are typically under-estimations of the true energy demands required and field testing is impractical due to the influence of changes in environmental conditions (Barnes \& Kilding, 2015). With so many factors to consider, the testing requirements for exercise economy create quite the hurdle for real-world application.

Blood lactate concentration is another parameter often used to measure a person's cardiovascular endurance. In testing, blood lactate concentration measurements are acquired while exercise work rate increases. At first, the blood lactate concentration increases gradually, but as the exercise becomes more intense the concentration rises more rapidly. The training intensities associated with the increase in blood lactate above resting levels is an accurate predictor of endurance performance (Jones \& Carter, 2000). However, blood lactate concentrations require invasive methods that involve drawing blood from the participant, which can be a turn-off for some people.

Critical speed is another indicator of a person's aerobic fitness. It is expressed in units of meters per second and can potentially only require a single-visit running test (Di Prampero, 1999). What separates critical speed from the previously mentioned measures of cardiovascular endurance is how well it translates to training and exercise and how it can be a more accessible measure to acquire through field testing (Weir, 1997).

## Critical Speed

In regards to cardiovascular exercise, there are three intensity domains: moderate, heavy, and severe (Gaesser \& Poole, 1996). The boundary between the heavy and severe
domains is marked by critical speed. Critical speed is defined as "the tolerable duration of severe intensity exercise", and "the greatest metabolic rate that results in the rate of lactate production being matched by the rate of clearance" (Poole et al., 2016). Critical speed is one of two parameters that make up the hyperbolic relationship between speed and duration. There is a curvilinear relationship of time to the limit of tolerance plotted against constant speed outputs (Poole et al., 2016).

Critical speed represents the highest sustainable work rate, and the curvature constant ( $\mathrm{D}^{\prime}$ ), represents the maximum distance that can be covered above critical speed (Vanhatalo et al., 2007). The speed-duration relationship that critical speed represents has many uses in helping to understand fatigue and mechanisms of fatigue across the lifespan in healthy individuals and patient populations. It takes into account the effects of environmental challenges on exercise tolerance, and evaluates the effectiveness of therapeutic countermeasures (Poole et al., 2016). It also precisely predicts exercise performance, determines the feasibility of an athletic feat, and can model optimal performance tactics for a team, or group of athletes, that has different critical speed or $\mathrm{D}^{\prime}$ values (Poole et al., 2016).

## Critical Speed Fitness Tests

Traditionally, critical speed and D' were determined through a series of different runs to exhaustion at various intensities. The participants would first go through a $\mathrm{VO}_{2}$ max test to determine the speed that elicits their $\mathrm{VO}_{2}$ max. Following that test, the participants would complete runs to exhaustion at speeds of $90 \%, 100 \%, 120 \%$, and $140 \%$ of the speed that elicited their $\mathrm{VO}_{2}$ max (Di Prampero, 1999). Other test models to determine critical speed have been seen in cycling ergometers and swimming. In the cycle ergometer model,
participants performed constant-intensity tests to exhaustion on the ergometer. They were instructed to perform as much work as possible during trials that lasted 4, 9, and 14 minutes with initial work rates ranging from $85-95 \%$ of their maximum power (Dekerle \& Paterson, 2016). In the swimming model, participants were required to complete three timed maximal-effort swims at distances of 200, 400, and 1000 meters. The three tests were completed on successive days (Barden \& Kell, 2009).

Reliability studies have been conducted on these traditional models of determining a person's critical speed. A study conducted by Galbraith et al. (2014), found that a test consisting of multiple maximal runs to exhaustion to determine critical speed was reliable across repeated tests. A similar study confirmed the reliability of critical speed testing for swimming models that required three different races over distances of 200-, 400-, and 800meters to determine critical speed (Dekerle \& Paterson, 2016).

While a reliable and valid method of determining a person's critical speed, these types of tests are time consuming, have been found to be problematic for certain study designs, and as a result an all-out exercise test that can be completed in a single testing session was developed (Burnley et al., 2006). This all-out exercise test for determining critical speed had a duration of 3 minutes as this is long enough to yield a stable power output at the end of the test, but not so long that subjects fail to complete the test (Burnley et al., 2006).

Vanhatalo et al. (2007), found that the single 3-minute test performed on a cycle ergometer could produce accurate critical power and W' values (Vanhatalo et al., 2007). Pettitt et al. (2012) confirmed the validity of conducting a running 3-minute test through GPS data compared to the graded exercise test with verification for $\mathrm{VO}_{2}$ max (Pettitt et al.,
2012), and Broxterman et al. (2013) confirmed the validity of determining critical speed using the 3-minute running test with use of an accelerometer compared to the traditional incremental test method (Broxterman et al., 2013). Then, in 2013, Clark et al. assessed the use of critical speed to prescribe appropriate training loads to female soccer players and conducted the 3-minute test with the use of a camera recording system to achieve accurate critical speed and D' measures (Clark, 2013).

## 3-Minute All-Out Critical Speed Test

For the purpose of this study, the focus will be on application of the 3-minute all-out running test for determining critical speed. Participants perform the 3-minute running test on a track, starting in a stationary standing position. At the start, participants immediately work into their top sprint speed and seek to maintain that level of speed throughout the duration of the 3 minutes. Eventually, participants will see decreases in their speed, but they continue to run as hard and fast as they can. While the procedures for completing the test are generally consistent, previous studies utilizing the 3-minute test for running have differed with respect to the measurement tools used (GPS, camera system, accelerometer) to quantify time and/or distance.

Pettitt et al. (2012) conducted their test on a level outdoor 400-m track with minimal wind conditions and a clear sky. The subjects wore a GPS wrist watch, which was used to track their displacements covered at 150 and 180 seconds (Pettitt et al., 2012). Broxterman et al. (2013) performed their test on an outdoor 400-m track, and recorded their subjects' speed using an accelerometer placed on their right foot (Broxterman et al., 2013). In both tests, subjects were provided with strong verbal encouragement throughout and were unaware of elapsed time nor time remaining to prevent pacing. Despite using
different measurement tools, the investigations conducted by Pettitt et al. (2012) and Broxterman et al. (2013) found no significant differences in the attained critical speed and D' values and the values obtained using the traditional method - multiple graded exercise treadmill runs to exhaustion.

These 3-minute tests help to address the issue of practicality in regards to time. As the 3-minute test is conducted during a single session, it eliminates the need for multiple test bouts across numerous occasions. However, there are still some challenges present preventing it from becoming more widely accepted and more suitable for the populations that would be most likely to use it, such as coaches, personal trainers, and athletes. While GPS, accelerometers, and cameras provide detailed and accurate position data, these materials are costly and therefore limit the accessibility of the test. However, the calculation of critical speed and $D^{\prime}$ is only dependent upon two variables collected from testing: distance and time. As long as distance and time are tracked, critical speed and D' can be determined. Accordingly, Maryn et al. recently evaluated the validity of conducting the test using just cones and a stopwatch instead of expensive equipment. By placing cones at 50 meters intervals around a 400-meter track, it is possible for a tester to conduct the 3minute all-out test using just a stopwatch to record the split times at each passed cone covered by the subject from the start to the end of the test. Conducting the 3-minute test in this manner is feasible with respect to access to resources. Maryn et al., confirmed the validity of the 3-minute test using cones and a stopwatch by comparing their results to laboratory test measures of critical speed (Maryn et al., n.d.). However, they did not assess the consistency of this test across days and testers. Therefore, the purpose of this study is
to examine the test-retest and inter-rater reliability of the 3-minute test as conducted by Maryn et al.

## Application

The availability of a critical speed fitness test that is practical with respect to both time and required resources could lead to greater widespread application of the test. If we are able to confirm that critical speed determined using the Maryn 3-minute test is consistent across different testing sessions, it will indicate that any changes in critical speed identified in people are likely due to changes in cardiovascular fitness and not due to practice effects from completing the test multiple times. The identification of high interrater reliability will indicate that the test can be conducted by anyone with minimal training, and that it does not require someone with extensive training in order to obtain a valid result. If we are successfully able to demonstrate that the Maryn 3-minute test can produce reliable estimates of critical speed independent of testing day and rater then that would eliminate one of the major hurdles preventing critical speed testing from becoming a more common form of cardiovascular fitness testing. Moreover, one of the advantages of critical speed and more specifically $D^{\prime}$ is that the test result can be used to directly inform exercise prescription.

One example of critical speed and $D^{\prime}$ being utilized to inform exercise prescription was researched by Clark et al. (2013) when he examined the effectiveness of using the critical speed derived from the 3-minute test to prescribe high-intensity interval training amongst female college soccer players. Based on the subjects' initial critical speed and D' values, they were assigned to either a low critical speed or a low D' group relative to the teams mean speed velocity and D'. The four-week training programs prescribed were
designed to make the team more homogenous for both critical speed and $\mathrm{D}^{\prime}$. At the conclusion of the four-week training protocol, both groups remained significantly different from each other at pretesting and post-testing for critical speed and for $\mathrm{D}^{\prime}$, but the team as a whole experienced an increase in critical velocity by $0.22 \mathrm{~m} / \mathrm{s}$ (Clark et al., 2013). This is just one of the experimentally tested ways that the 3-minute all-out test can provide critical speed measures that can be used for exercise prescription.

## Gap in Knowledge

It is evident that the determination of critical speed is a useful indicator of cardiovascular fitness that can be used to directly inform exercise prescription. However, while Maryn et al. has demonstrated the validity of a practical field test for determining critical speed, it is unknown if this test is reliable across days and across raters. If the Maryn 3-minute running test were shown to be reliable, then the results would support the use of this test to determine critical speed in a time efficient manner and without the need for expensive test materials. This test, which only requires: 3 minutes of testing time, a stopwatch, cones, and one individual to administer the test is very practical for coaches, fitness professionals, and even athletes themselves to use. Additionally, critical speed provides a better "understanding of the limitations to human performance and the fatigue processes that underpin them" and with the use of a person's critical speed, practitioners will be able to develop effective training programs to optimize performance and minimize risk of injury (Poole et al., 2016). Accordingly, the 3-minute all-out test could become a more popular and common choice of fitness test to measure a person's cardiovascular fitness. This has the potential to revolutionize the way that cardiovascular fitness testing is conducted saving teams and businesses time and money. At the same time, it could also
provide them with a parameter that reveals more to them about their level of fitness and is easier to translate to their training loads and prescriptions. In the end, we could expect to see more athletes that are healthier and better trained consequently leading to better performances.

## CHAPTER 3 - METHODS

## Participants

Data was collected from 16 participants ranging in age from 18-35 years old. An $a$ priori power analysis indicated a minimal sample size of $\mathrm{n}=9$ would be required to detect an ICC of 0.7 with $80 \%$ statistical power with a significance level of alpha $\leq 0.05$ (Adam \& Baharum, 2017). Participants were volunteers from nearby regions. The study performed by Maryn et al., found that the 3-minute test provided valid measures of critical speed in healthy, recreationally active individuals (Maryn et al., n.d.). As a result, we only recruited individuals that reported regularly participating in cardiovascular training a minimum of three times a week and that they could complete a run of at least three miles at a pace faster than 10 minutes per mile. Ideally, this meant that our participants were at the very least recreationally fit and active, and that they would be similar to the individuals that produced valid measures of critical speed in the study conducted by Maryn et al. Participants who reported currently having any injury or illness that restricted their physical activity or that any medical provider had recommended restrictions on their physical activity that would include not running as fast as possible for three minutes were excluded from participation. We also screened potential participants for risk factors for cardiovascular disease using exclusion criteria that were drawn from the American College of Sports Medicine's "Risk Stratification Screening Questionnaire" (ACSM, n.d.). All participants provided written informed consent and were asked to avoid strenuous exercise that was outside of their normal training for 24 hours before each test session.

## Experimental Design

A test-retest design was implemented to establish reliability across days. In addition to completing the 3-minute all-out test themselves, participants in this study served as raters as other participants performed the test. The results obtained by these raters were compared with the results obtained by the principal investigator (L.A.) to determine whether the CS could be accurately assessed by raters with a limited amount of training.

Participants completed an eligibility screening and familiarization session and two testing sessions that were separated by a minimum of 3 days ( 72 hours) and a maximum of 14 days. This was done to ensure that the participant was able to perform to the best of their ability. It has been shown that delayed onset muscle soreness can negatively affect athletic performance (Cheung et al., 2003), and therefore, a minimum time of 72 hours was selected between test sessions as that is when delayed onset muscle soreness is reported to subside (Armstrong, 1984). The maximum time between sessions of 14 days was selected as a range of time that allowed for convenience in scheduling a second session with the participant as well as being a short enough period of time to minimize the potential that any between-day differences in critical speed that may be observed would be due to changes in maximal aerobic variables associated with a training effect (Pollock et al., 2015) rather than measurement error associated with the Maryn 3-minute test. During the days in-between test sessions, participants were encouraged to maintain their regular physical activities to avoid a detraining effect.

In addition, due to the fact that athletic performance can be affected by time of day (Teo et al., 2011) and environmental conditions, each participant performed both of their test sessions in the same period of the day and under the following environmental
conditions. For temperature, several studies have shown that aerobic performance decreases as ambient heat nears temperatures of $\geq 30^{\circ} \mathrm{C}$ (Tyler, 2008); (Morris et al., 2017);(Altareki et al., 2009). Therefore, we did not conduct tests in temperatures over $25^{\circ} \mathrm{C}$ ( $77^{\circ} \mathrm{F}$ ) to avoid our participants' performance being negatively affected by the heat. Similarly, performance can be negatively affected in severely cold weather where a person is unable to keep their core temperature at $35^{\circ} \mathrm{C}$ (Faulkner et al., 1981);(Castellani et al., 2012). Data from the Winter Olympic Games reveal that a person's core temperature can be maintained at levels safe from hypothermia in $4^{\circ} \mathrm{C}$ weather as long as they sustain a working intensity of at least $60 \% \mathrm{VO}_{2}$ max for a duration around 3 minutes (Castellani et al., 2012). Therefore, we did not conduct tests in temperatures below $4^{\circ} \mathrm{C}\left(39^{\circ} \mathrm{F}\right)$. Moreover, a study that analyzed the effects of temperature on marathon running performance found that every increase of $1^{\circ} \mathrm{C}$ from an optimal temperature of $9.9^{\circ} \mathrm{C}$ will result in a speed loss of $0.03 \%$ (Helou et al., 2012). Therefore, within our set testing range of $4-25^{\circ} \mathrm{C}$ the maximum change we could expect to see in an individual's performance due to temperature would be $0.63 \%$.

For wind, we took into consideration the fact that according to the International Association of Athletics Federations rules, if the average wind velocity measures to be greater than $2 \mathrm{~m} / \mathrm{s}$, performance results could be considered invalid if it is determined that the results were affected unfairly due to wind assistance (IAAF, 2017). However, we also wanted to maintain the practicality of being able to conduct this as a field test and felt that it was unrealistic to only be able to test when wind speeds were less than $2 \mathrm{~m} / \mathrm{s}$, which translates to 4.47 mph . According to the Beaufort wind scale, wind speeds between 13-18 mph are considered a moderate breeze and wind speeds up to 24 mph are considered light
winds (Beaufort, 1805). As a compromise, we chose to conduct tests only when the sustained wind at the testing site was between $0-10 \mathrm{mph}$. Finally, testing was conducted regardless of whether there was precipitation, so long as there was no standing water on the track.

## Procedures

Participants completed a single eligibility and familiarization session (Session 1) and two testing sessions (Sessions 2 and 3) on the Oregon State University campus. Session 1: Eligibility and familiarization

All study participants completed an eligibility screening in the Women's Building on the Oregon State University campus after informed consent was obtained. First, the individual completed the first two pages of the participant screening questionnaire (see Appendix One) by themselves. A research team member then reviewed their answers to confirm that he/she met the general criteria for enrollment as defined by being 18-35 years of age; answering YES to questions 3 and 5; and NO to questions 6-16. Participants that met all of these criteria then had their height and weight measured and their body mass index (BMI) calculated. Participants with a $\mathrm{BMI}<30.0 \mathrm{~kg} / \mathrm{m}^{2}$ were eligible for continued participation and immediately completed a familiarization session. No participants were determined to be ineligible by the screening process.

After eligibility had been confirmed, a member of the research team described to the participant that the 3-minute running tests would be conducted on a $400-\mathrm{m}$ track with cones placed 50 m apart (Figure 1). They were told that the role of the rater for this test is to record the split time as the participant passes by each cone for the duration of the test. They were familiarized with the data collection sheet and where they would write down
the split times when serving as the rater. Participants were also familiarized with the stopwatch that they would use at the testing sessions to measure split times and were provided with time to practice using the stopwatch.


Figure 1: Test outline of the set-up for the Maryn 3 -minute test. Participant is ready to begin the test at the starting point, running around the 400 m track with cones placed every 50 m .

## Sessions 2 and 3: Running test sessions

Prior to arriving at the testing site, the research team evaluated temperature and wind speed using the online national weather service report AccuWeather: www.accuweather.com. This information was used to make an initial determination as to whether or not the environmental conditions would meet the previously described requirements.

After confirming that the weather conditions were likely appropriate for testing, the research team arrived at the testing site. Testing was performed on an outdoor, 400-meter synthetic track (Whyte Track and Field Center at Oregon State University) to replicate the surface used by Maryn et al. In preparation for testing, the principal investigator would
confirm that the weather conditions at the site met the requirements using an anemometer (Benetech, Palo Alto, CA) and placed cones around the track at every 50 meters. Starting at the 0 meter point, using a measuring wheel (Keson, Aurora, IL), the test conductor placed one orange cone down every 50 meters, on the infield just inside of Lane 1, until they returned to the starting point.

On the day of each testing session, participants met with the research team at the testing site. Participants completed one trial of the 3-minute all-out running test and served as a test rater for one other participant during each testing session. The actual wind speed (mph) and temperature $\left({ }^{\circ} \mathrm{F}\right)$ prior to each trial was measured using the anemometer and recorded by the principal investigator.

3-minute Running Test: Prior to completing the all-out running test, participants were taken through a standard 15-minute dynamic warm-up that was intended to prepare the participants to perform the 3-minute test, but should not have elicited any fatigue (Table 1) (Maryn et al., n.d.).

Table 1. Dynamic Warm-up Protocol

| Light jog | Once around track |
| :--- | :--- |
| High Knees |  |
| Butt Kicks |  |
| Side Shuffles (both sides) | $1 \times 20$ yards each |
| Karaokes (both sides) |  |


| Knee Pulls to Chest |  |
| :--- | :--- |
| Quad Stretch |  |
| Toe-Touches | 10 times each side |
| Lunge with Twist |  |
| Side Lunges |  |
| Arm Scissors |  |
| Arm Circles |  |
| Leg Swings |  |

To complete the running test, participants were instructed to start in a stationary upright standing position on the inside lane of the track at the starting mark. Once instructed to begin running, they were to quickly work up to running at their maximal sprint speed and continue to run at maximal effort in the inside lane of the track for the duration of the test (3 minutes). Once these instructions were made clear, participants then performed a single 3-minute test. Strong verbal encouragement was provided throughout the test by a research team member, although participants were not made aware of the elapsed time nor time remaining in an effort to prevent pacing. During the test, both a research team member and one other participant recorded the runner's performance as described below. At the completion of the test, participants were instructed to walk around the outside lane of the track and monitored until they recovered from their effort.

Test Rating: When serving as a rater for a running test trial, participants positioned themselves along with a research team member on the middle of the field at the center of the track to best view the runner completing the test. Test raters for each trial measured
the total time and time splits at each 50 m interval using a stopwatch and recorded the information on the data collection form (Appendix Two).

## Data Reduction

Using the average of the time splits recorded over the last two cones passed in the 3minute test, we calculated the participant's critical speed using the following formula: CS=50m/time (Maryn et al., n.d.). As an example, if the last two recorded time splits for a participant were 13 seconds and 14 seconds, respectively, the calculated average is 13.5 seconds. Critical speed in this example would equal 50 meters divided by 13.5 seconds, or $3.70 \mathrm{~m} / \mathrm{s}$.

## Statistics

Test-retest reliability (Specific Aim 1) was determined using an ICC model (2,1). The strength of agreement for the ICC ranges was interpreted as follows: 0.00 to 0.20 , slight; 0.21 to 0.40 , fair; 0.41 to 0.60 , moderate; 0.61 to 0.80 , substantial; and 0.81 to 1.00 , almost perfect (Landis \& Koch, 2008). The critical speed test measures as determined by the research team member for the 11 participants that completed the two test sessions on different days were included in the analysis for Aim 1.

Inter-rater reliability (Specific Aim 2) was assessed using an ICC model $(1,1)$ to account for random rater effects (i.e., potential for different pairs of raters for each observation) using the critical speed values determined from only the first testing session of all 16 participants. The strength of inter-rater agreement as assessed by the ICC model was interpreted using the same ranges.

Finally, to examine the differences in CS between test sessions (Aim 1) or raters of the same test (Aim 2), we generated Bland-Altman plots to show systematic and/or random error differences for test-retest reliability between days and for inter-rater reliability during testing session 1 (Bland \& Altman, 2010). In addition, 1 -sample t-tests were used to determine whether the differences in CS between days and between raters, respectively, was significantly different than zero. All data was analyzed using SPSS (Version 23; Chicago, IL) and Microsoft Excel (Version 2016; Redmond, WA).

## CHAPTER 4 - RESULTS

The descriptive characteristics of the participants are presented in Table 2.
Table 2. Mean descriptive characteristics of participants.

| n | Age (y) | Height (m) | Mass (kg) | BMI |
| :---: | :---: | :---: | :---: | :---: |
| 16 | $25.75 \pm 4.89$ | $1.73 \pm 0.10$ | $70.58 \pm 15.03$ | $23.4 \pm 3.34$ |

$\mathrm{n}=13$ males and 3 females, $\mathrm{BMI}=$ body mass index.

The environmental conditions recorded, differences between sessions, and ranges for the wind speed, temperature, and time are presented in Table 3. There was no precipitation during any of the testing sessions.

Table 3. Test-retest controlled conditions.

| Wind Speed (mph) |  |  | Temp ( ${ }^{\circ} \mathrm{F}$ ) |  |  | Time Between (hrs) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AVG $\pm$ SD | AVG | RANGE | AVG $\pm$ SD | AVG | RANGE | AVG $\pm$ SD | RANGE |
|  | DIFF |  |  | DIFF |  |  |  |
| $2.6 \pm 1.5$ | 1.38 | 0.7-6.7 | $68.4 \pm 5.2$ | 5.45 | 59-76 | $93.8 \pm 19.7$ | 72-120 |

$\mathrm{AVG} \pm \mathrm{SD}=$ average from all test sessions plus/minus the standard deviation, AVG DIFF $=$ average of the differences between test sessions 1 and 2 , RANGE = minimum and maximum values.

Critical speed measures recorded from all test sessions are presented in Table 4.

Table 4. Maryn 3-minute test results.

| Subject | Test 1 CS $(\mathrm{m} / \mathrm{s})$ |  |  | Test 2 CS <br> $(\mathrm{m} / \mathrm{s})$ | INTER- <br> RATER DIFF <br> $(\mathrm{m} / \mathrm{s})$ |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | ER | PR | BETWEEN- <br> DAY DIFF <br> $(\mathrm{m} / \mathrm{s})$ |  |  |
| 1 | 3.16 | 3.14 | 3.68 | 0.024 | -0.521 |
| 2 | 3.92 | 3.90 | 4.13 | 0.017 | -0.212 |
| 3 | 4.02 | 4.02 | 4.51 | 0.002 | -0.487 |
| 4 | 3.43 | 3.38 |  | 0.048 |  |
| 5 | 3.00 | 3.02 | 3.84 | -0.017 | -0.839 |
| 6 | 4.10 | 4.09 | 4.58 | 0.013 | -0.480 |
| 7 | 3.35 | 3.36 | 3.49 | -0.010 | -0.143 |
| 8 | 3.36 | 3.36 | 3.85 | 0.007 | -0.490 |
| 9 | 5.26 | 5.25 | 5.32 | 0.017 | -0.062 |
| 10 | 3.38 | 3.39 | 3.87 | -0.010 | -0.486 |
| 11 | 4.84 | 4.94 |  | -0.094 |  |
| 12 | 3.41 | 3.39 |  | 0.019 |  |
| 13 | 4.88 | 4.87 |  |  | 0.014 |
| 14 | 3.03 | 3.07 |  |  | -0.378 |
| 15 | 2.73 | 2.73 |  |  | 0.045 |
| 16 | 4.03 | 4.03 |  | -0.437 |  |

CS = critical speed, ER = expert rater, PR = participant rater, INTER-RATER DIFF = difference between ER and PR for Test 1, BETWEEN-DAY DIFF = difference between ER Test 1 and Test 2.

For Aim 1, which assessed the test-retest reliability of the test, the ICC $(2,1)=0.82$ with a standard error of the measure (SEM) of $0.32 \mathrm{~m} / \mathrm{s}$. For Aim 2, which evaluated the inter-rater reliability of the test, the $\operatorname{ICC}(1,1)=0.99$ with a $\operatorname{SEM}=0.02 \mathrm{~m} / \mathrm{s}$.

Presented below are Bland-Altman plots for test-retest reliability (Figure 2) and inter-rater reliability (Figure 3). As indicated by these plots, we identified a significant difference in the average CS value between sessions (CS difference $=0.042 \pm 0.21 \mathrm{~m} / \mathrm{s}, p<$ 0.001 ), but not between raters (CS difference $=0.001 \pm 0.03 \mathrm{~m} / \mathrm{s}, p=0.909$ ).


Figure 2. Bland-Altman plot for test-retest reliability (Aim 1) with the difference of the critical speed (CS) scores from test session 1 and test session 2 recorded by the expert rater plotted against the average of the same scores. White markers represent female subjects while black markers represent male subjects. The solid, center line demonstrates the average of the differences from the two test sessions. The outer dashed lines mark the $95 \%$ limits of agreement. All units are in m/s.


Figure 3. Bland-Altman plot for inter-rater reliability (Aim 2) with the difference of the critical speed (CS) scores recorded between the expert rater and the participant rater from test session 1 plotted against the average of the same scores. White markers represent female subjects while black markers represent male subjects. The solid, center line demonstrates the average of the differences from the two test sessions. The outer dashed lines mark the $95 \%$ limits of agreement. All units are in $\mathrm{m} / \mathrm{s}$.

## CHAPTER 5 - DISCUSSION

The primary findings of this investigation are that the use of the Maryn 3-minute test as applied in this study requires no specialized training as evidenced by the fact that the CS values obtained by individuals with minimal training were consistent to those obtained by an expert rater. However, while the test-retest reliability of the 3-minute test was strong-excellent (ICC $=0.82$ ), there was a systematic bias detected in which participants exhibited significantly greater CS values during testing session 2 compared to testing session 1 , and the magnitude of this difference ( $0.41 \mathrm{~m} / \mathrm{s}$ ) is likely clinically meaningful.

With respect to the need for trained personnel to administer the test, our results indicate that the CS values obtained by an expert and untrained rater using the Maryn 3minute test exhibited almost perfect consistency (ICC=0.99) and the mean difference in CS between raters was negligible ( $<0.001 \mathrm{~m} / \mathrm{s}$, Figure 3 ). The critical speed measures recorded by the expert and participant raters in this study ( $3.75 \mathrm{~m} / \mathrm{s}$ ) were also comparable to the average values of $3.82 \mathrm{~m} / \mathrm{s}$ (Maryn et al., n.d.), $4.06 \mathrm{~m} / \mathrm{s}$ (Galbraith et al., 2014), and $4.46 \mathrm{~m} / \mathrm{s}$ (Pettitt et al., 2012) reported in previous studies that assessed critical speed during running. Overall, the inter-rater reliability results suggest that this test could be a valuable option for people such as coaches, personal trainers, etc. to assess CS. The testing equipment required for this study was very easily acquired and the set-up for each test took only a few minutes, which is in contrast to the need for the high-cost equipment (Pettitt et al., 2012);(Broxterman et al., 2013) or multiple days of testing (Di Prampero, 1999) of other CS testing protocols. Further, the participant raters in this study received no
formal training on collecting data other than being familiarized with the stopwatch, data collection sheet, and testing procedures. Despite this, the critical speed measures of the expert rater and participant raters were highly consistent for the same trial. This shows that the test does not require a specially-trained rater to conduct the test. For practical application, this can be especially useful for sport teams. Instead of relying on a single, highly trained rater who would need to test each player one-by-one, it is possible coaches and/or strength and conditioning professionals could pair players up and these players could act as raters for each other. Being able to do so could make the application of this test feasible by saving lots of time, and in so doing this test could be an attractive fitness test option for teams with lots of athletes and/or limited resources.

However, while the Maryn 3-minute test can be easily administered and rated by untrained individuals, the results related to the test-retest reliability do not support the use of this test for determining CS when the test is administered as described in this study. Though the test-retest reliability of the test was strong-excellent (ICC $=0.82$ ) and greater than the 0.7 threshold deemed prior to the study as clinically meaningful, we observed a systematic bias whereby participants exhibited an average CS that was $0.41 \mathrm{~m} / \mathrm{s}$ faster during the second testing session compared to the first testing session (Figure 2). To look at these results from a more practical perspective, the average critical speed recorded by the expert rater from the first test session translates to a 7 -minute and 6 -second mile pace while the average critical speed recorded by the expert rater from the second test session translates to a 6-minute and 25 -second mile pace. This suggests that the magnitude of this difference in CS between testing sessions is likely meaningful when making inferences about cardiovascular fitness with this conclusion supported by previous reports.

Nimmerichter et al. (2015) compared CS between trained and untrained participants classified as having a regular training volume of at least $6 \mathrm{hrs} /$ week with the training including participation in a variety of team and individual sports or a regular training volume less than $3 \mathrm{hrs} / \mathrm{week}$, respectively. They found that the average difference in critical speed between the untrained and trained participants was $0.673 \pm 0.107 \mathrm{~m} / \mathrm{s}$ (Nimmerichter et al., 2015). Though this study is limited by the fact that fitness status was determined by self-report, Clark et al. (2013) administered high-intensity interval training programs to a team of female soccer players twice a week for four weeks and examined the change in critical speed. They found that the team average at the start of the study was 3.68 $\pm 0.24 \mathrm{~m} / \mathrm{s}$ and after the four weeks the team average increased to $3.82 \pm 0.21$. Therefore, after a four-week training program, the group increased their critical speed by just 0.22 m/s on average (Clark et al., 2013). Finally, Kramer et al. (2018) used a large sample of normative data from rugby players to generate categorizations to rank critical speed values from extremely low to extremely high with the average difference between ranks being $0.28 \pm 0.17 \mathrm{~m} / \mathrm{s}$ which suggests that the Maryn 3-minute tests as administered in this study is not able to detect small changes in cardiovascular fitness levels. However, though the average difference between the smaller categorizations was $0.28 \mathrm{~m} / \mathrm{s}$, the magnitude of the difference between the broader "low", "average", and "high" categories was larger (0.44 $\mathrm{m} / \mathrm{s})$. Therefore, while the magnitude of the difference we detected between-days may be too large to accurately categorize or detect changes between detailed categories (e.g., from "below average" to "average") the test may be able to discriminate between broader categories such as "average" and "high" (Kramer et al., 2018). While this may be useful for some applications, the fact remains that our participants should not have had any change in
their CV fitness between testing sessions and the relatively large magnitude of the difference in CS value between sessions could incorrectly be interpreted as small, but potentially meaningful changes in fitness rather than due to other factors unrelated to fitness level. Although it is not possible to identify exactly what factor(s) may have driven the improved scores in testing Session 2, there are some potential factors like pacing, motivation, and a test practice effect that should be considered.

The participants could have paced themselves during the second session rather than fully exerting themselves throughout the entire duration of the test, which could have led to better critical speed scores in the second test sessions. The 3-minute test only produces an accurate measure of an individual's critical speed if they follow the procedures correctly by working up to their sprint speed as quickly as they can from the start and continuing to try to maintain maximal speed for the whole three minutes. By running all-out, the participant becomes fully depleted as they near the end of the test and are left running at their critical speed. However, if a participant does not fully deplete themselves during the initial portions of the test, then it is possible for them to finish the test with faster split times resulting in a faster calculated critical speed score. For practitioners to be able to use this test to accurately assess CS, there needs to be a way to prevent or detect pacing without making the test too difficult or complicated for widespread use. While we chose to evaluate the test using minimal controls (i.e., to not include a specific check for pacing in order to mirror the simplest test administration possible), it might be possible to teach coaches how to detect pacing using the data as it was recorded in this study. There should be a continuous increase in the time needed to complete each split. If an individual's split
times towards the end of the test are shorter than they were in the middle of the test, then this is an indication that they were pacing.

However, this would not address a situation where a person could exhibit split times that increase throughout the test, but not be running all-out, which would also result in an inaccurate critical speed measure. Therefore, a better solution to identifying pacing may be to determine a percentage threshold of how much of a drop-off a person should expect to experience from their first couple of splits to their last. Though it is highly likely that there needs to be stricter checks built-in to control for and identify pacing, there also needs to be a balance maintained so that the administration of the test does not become too complicated and challenging to be practical.

It is also possible that participants experienced a motivation effect. Knowing that they would run the same exact test twice within a short span of time, it is possible that the participants felt intrinsically motivated to outperform themselves on their second test trial. Several participants expressed a sense of accomplishment when they were able to finish further around the track compared to their first running trial. This desire to improve on their own previous performance could have possibly led to greater effort and higher critical speed scores. Similarly, a test practice effect could have contributed to the faster critical speed scores on the second test session compared to the first test session. Even though the test was designed to have the participant be unaware of how much time has passed or how much time was remaining during their test, it is possible that they were able to use their experience from the first test to help them on the second test. If a participant remembered that they ended at 750 meters on their first test, as they reached 650 m or 700 m during their second test they would know that they were close to the end of the three minutes.

Using this knowledge, the participants could speed up a little bit more towards the end knowing they are almost done which would reduce their final split times and could possibly explain the increase in critical speed measures for participants on their second test session.

One possible solution to the potential motivation and test practice effects could be to have the participant begin the test at a different 50 m mark on the track for the second test session. This could also throw off any possible connection for the participant between positional-awareness and elapsed time. Future studies should also evaluate if any motivation and/or practice effects only influence CS scores between the first and second administrations of the test by evaluating if there is consistency in the critical speed measures between CS scores obtained between the second and third administration of the test.

As with all investigations, the current study was not without limitations. All participants received the same verbal encouragement for each of their test trials. The verbal encouragement came from the expert rater on both test sessions 1 and 2 and from the expert rater and participant rater on test session 1. The raters shouted words of encouragement at the direction of the runner from the center of the field inside the track. However, it is possible that the verbal encouragement was easier to hear on stretches of the track where the runner was in closer proximity to the raters. It is also possible that participants who were intrinsically motivated to perform well responded to the verbal encouragement differently then those participants who were not motivated. If the participant had no intrinsic desire to perform well on the test, then it is unlikely that the added words of encouragement would result in a greater effort.

In addition, we utilized a relatively broad set of inclusion criteria that resulted in a sample that was slightly different than those of previous investigations. The mean age of our participants was $25.75 \pm 4.89$ years with an average height of $1.73 \pm 0.10 \mathrm{~m}$ and mass of $70.58 \pm 15.03 \mathrm{~kg}$. Of our 16 participants, 13 were male and 3 were female. While a few of our participants were competitive runners, the majority were recreationally active. Similar studies had subject populations that were as follows: 20 NCAA Division II Women's Soccer players with an average age of $19 \pm 1.0$ years, height of $1.68 \pm 0.06 \mathrm{~m}$, and mass of $61 \pm 6.0$ kg (Clark et al., 2013), 14 collegiate women distance runners with an average age of $19 \pm$ 1.0 years (Pettitt et al., 2012), 7 subjects ( 4 males and 3 females) with an average age of $25.3 \pm 3.4$ years, height of $1.74 \pm 0.11 \mathrm{~m}$, and mass of $69.7 \pm 13.7 \mathrm{~kg}$ that ranged from active to highly trained (Broxterman et al., 2013), and 24 subjects (11 males and 14 females) of all fitness levels with an average age of $22.9 \pm 4.65$ years, height of $1.75 \pm 0.08 \mathrm{~m}$, and mass of $72.45 \pm 12.80 \mathrm{~kg}$ (Maryn et al., n.d.). Given these discrepancies in participant characteristics, it is possible that the between-day reliability and magnitude of variability between testing sessions identified in this study may not be the same when the test is used with participants of different ages, fitness status, and/or sport participation.

## CHAPTER 6 - CONCLUSION

As an outcome of this study, we expected to find, in aerobically trained college-aged men and women, consistent critical speed measures from the Maryn 3-minute test across different days and different raters. Though we found the Maryn 3-minute test to have high reliability between raters, the critical speed measures obtained between days were significantly different and the magnitude of this difference was large enough that it may lead to different interpretations of an individual's cardiovascular fitness. However, future research is needed to determine if the $0.41 \mathrm{~m} / \mathrm{s}$ difference is meaningful with respect to differentiating fitness levels of individuals. Therefore, while the test can be conducted consistently by anyone with minimal familiarization with a stopwatch and the data collection methods, the use of this test for determining critical speed by coaches, physical education teachers, or personal trainers without the addition of greater testing controls is not supported. Future research should attempt to address potential issues related to pacing by identifying the minimal amount of added controls needed to produce consistently accurate measures of critical speed.

If future studies succeed in finding that optimal balance in pace-restricting controls and practicality for widespread use, it might facilitate an increase in the use of critical speed as an indicator of aerobic fitness by coaches and fitness professionals due to the convenience of the test being short in time and low in cost. An increased utilization of critical speed in athletic settings can help athletes that are concerned about their aerobic fitness by leading them to more optimized training programs and better athletic performance.
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## APPENDICES

Appendix One
Participant Screening Questionnaire

Subject ID


| 8. Have you ever had any of the following? <br> a. heart attack <br> b. heart failure <br> c. cardiac arrhythmia <br> d. known heart murmur <br> e. congenital heart disease <br> f. any heart surgery <br> g. coronary angioplasty <br> h. heart palpitations | Yes | No |
| :---: | :---: | :---: |
| 9. Have you ever experienced any of the following? <br> a. chest pain with mild exertion <br> b. dizziness, fainting, or blackouts with mild exertion <br> c. unusual fatigue or shortness of breath during usual activities | Yes | No |
| 10. Have you ever been prescribed heart medications? | Yes | No |
| 11. Do you smoke? | Yes | No |
| 12. Have you been diagnosed with a blood pressure greater than 140/90? | Yes | No |
| 13. Do you take blood pressure medication? | Yes | No |
| 14. Are you diabetic or do you take medicine to control your blood sugar? | Yes | No |
| 15. Have you been diagnosed with high cholesterol ( $>200$ )? | Yes | No |
| 16. Do you have a close blood relative who had a heart attack before age 55 (father/brother) or age 65 (mother/sister)? | Yes | No |

Research Team: Review participant's screening questionnaire. Continue on to assessment of BMI only if all of the following apply:Age is 18-35 yearsYES on questions 3 and 5NO on questions 6 through 16
BMI Assessment:

| Height: | $\ldots \ldots \ldots \mathrm{m}$ |
| :--- | :--- |
| Weight: | $\ldots \ldots \mathrm{kg}$ |

Research Team: Calculate BMI= $($ Weight $) /(\text { Height })^{2}=$ $\qquad$

If participant PASSES screening process (BMI $<30.0 \mathrm{~kg} / \mathrm{m}^{2}$ ), have participant complete the following:

1. Please provide your preferred method of communication?

Phone: $\qquad$ OR Email: $\qquad$
2. Please provide your expected availability by providing the best days and time frames for you to complete the testing sessions. (Circle all that apply)

Sunday:
Anytime / Not Available / 8-11 AM / 11-2 PM / 2-5 PM / 5-8 PM / Other: $\qquad$
Monday:
Anytime / Not Available / 8-11 AM / 11-2 PM / 2-5 PM / 5-8 PM / Other: $\qquad$
Tuesday:
Anytime / Not Available / 8-11 AM / 11-2 PM / 2-5 PM / 5-8 PM / Other: $\qquad$
Wednesday:
Anytime / Not Available / 8-11 AM / 11-2 PM / 2-5 PM / 5-8 PM / Other: $\qquad$
Thursday:
Anytime / Not Available / 8-11 AM / 11-2 PM / 2-5 PM / 5-8 PM / Other: $\qquad$
Friday:
Anytime / Not Available / 8-11 AM / 11-2 PM / 2-5 PM / 5-8 PM / Other: $\qquad$
Saturday:
Anytime / Not Available / 8-11 AM / 11-2 PM / 2-5 PM / 5-8 PM / Other: $\qquad$

## Appendix Two

## Data Collection

| $\overline{\text { Rater Code }} \overline{\text { Participant Code }}$ | $\overline{\text { Date }}$ | $\overline{\text { Session \# }}$ |
| :--- | :--- | :--- | :--- |
| Record each time split at every cone |  |  |


| Split \# | Time (sec) |
| :--- | :--- |
| 1 |  |
| 2 |  |
| 3 |  |
| 4 |  |
| 5 |  |
| 6 |  |
| 7 |  |
| 8 |  |
| 9 |  |
| 10 |  |
| 11 |  |
| 12 |  |
| 13 |  |
| 14 |  |
| 15 |  |
| 16 |  |
| 17 |  |
| 18 |  |
| 19 |  |
| 20 |  |
| 21 |  |
| 22 |  |
| 23 |  |
| 24 |  |
| 25 |  |

Calculating CS:
Input data from last two complete splits
(Split 1 time $\qquad$ + Split 2 time $\qquad$
$=50 \mathrm{~m} /$ $\qquad$ $=$ $\qquad$ CS in m/s

Appendix Three
Test-Retest Environmental Conditions

| Subject | Test 1 |  |  | Test 2 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Wind Speed (mph) | Temp $\left({ }^{\circ} \mathrm{F}\right)$ | Time | Wind Speed (mph) | Temp ( ${ }^{\circ}$ F) | Time | Time Between (hrs) |
| 1 | 6.5 | 76 | 4:00 PM | 2.2 | 75 | 2:00 PM | 118 |
| 2 | 3.0 | 73 | 1:30 PM | 4.4 | 68 | 1:30 PM | 120 |
| 3 | 2.8 | 72 | 1:30 PM | 3.1 | 68 | 1:30 PM | 120 |
| 4 | 6.7 | 76 | 4:00 PM |  |  |  |  |
| 5 | 4.5 | 74 | 3:00 PM | 3.6 | 71 | 3:00 PM | 72 |
| 6 | 2.5 | 59 | 8:00 AM | 1.4 | 65 | 9:00 AM | 97 |
| 7 | 3.5 | 59 | 8:00 AM | 2.2 | 64 | 9:00 AM | 97 |
| 8 | 2.5 | 59 | 8:00 AM | 1.0 | 69 | 8:00 AM | 72 |
| 9 | 3.0 | 60 | 8:00 AM | 1.0 | 69 | 8:00 AM | 72 |
| 10 | 2.2 | 68 | 8:30 AM | 1.0 | 69 | 8:30 AM | 72 |
| 11 | 2.4 | 68 | 8:30 AM |  |  |  |  |
| 12 | 2.2 | 68 | 8:30 AM |  |  |  |  |
| 13 | 1.7 | 64 | 9:30 AM | 0.7 | 72 | 9:30 AM | 96 |
| 14 | 2.2 | 65 | 9:30 AM | 2.0 | 72 | 9:30 AM | 96 |
| 15 | 1.2 | 72 | 8:00 AM |  |  |  |  |
| 16 | 1.6 | 72 | 8:00 AM |  |  |  |  |

