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Abstract

The goal was to determine local mechanical properties inside
of oriented strand board (OSB) based on a realistic mor-
phology-based finite element (FE) model and data acquired
from a physical test performed on the same material. The
spatial information and local grayscale intensity from CT-
scans obtained from small OSB sample was transformed into
a 2D regular morphology-based FE mesh with corresponding
material properties. The model was then used to simulate the
actual compression test performed on the specimen using
simplified boundary conditions. The simulated strain fields
from the model were compared with the actual strain field
measured on the specimen surface during the compression
test by means of a full-field optical method, named digital
image correlation (DIC). Finally, the original set of material
properties was adjusted by an iterative procedure to minimize
the difference between the simulated and the measured strain
data. The results show that the developed procedure is useful
to find local material properties as well as for morphological
modeling without the need of segmentation of the image
data. The achieved results serve as a prerequisite for full 3D
analyses of the complex materials.

Keywords: digital image correlation; finite element method;
inverse problem methodology; morphological modeling; OSB.

Introduction and literature review

The prediction and evaluation of the behavior of complex
heterogeneous materials (e.g., bones, composites, wood) is
still a serious challenge in many research fields. One of the
most effective approaches is to use numerical modeling,
where the problem is approximated by discretization of the

material geometry (finite element method (FEM), material
point method (MPM), lattice models etc.) and application of
simplified boundary conditions. The usefulness of such mod-
els is, however, limited by the quality of the local material
characteristics in the elements. As reliable local properties
are difficult to obtain and not easy to incorporate in a model,
a common practice is to apply homogenized material prop-
erties across the larger material types. This however, may
not be sufficient for materials, which, like wood particles in
wood-based composites, are characterized by wide ranges of
mechanical properties. Another difficulty is an adequate rep-
resentation of the material internal structure. There are two
main approaches to obtain the representative material struc-
ture (Muszynski and Launey 2010).

In the first approach, the somewhat idealized internal
structure of the material is generated by the researcher based
on the general knowledge of its morphological characteris-
tics. These characteristics can be specified deterministically
or randomized to a certain degree to fulfill the statistical and
spatial variability of them within the material. Hence, usually
a set of objects (elements) is obtained, which may be unique
but which exhibit a similar pattern or periodic structure
resulting from the underlying assumptions and the empirical
data on which they are based.

In the second approach, the realistic structure or mor-
phology of the material sample is generated from 2D or 3D
digital images of the material specimen. The images may be
obtained by various imaging techniques including computed
tomography (CT), scanning electron microscopy (SEM),
nuclear magnetic resonance (NMR), and many others (Bucur
2003; Kherlopian et al. 2008; Muszyiniski 2009). This method
does not require an idealization of the internal structure of
the material nor a priori knowledge of its characteristics and
is often called morphological- or anatomy-based modeling.
However, in order to be accurate, the method requires that
the image of the sample is statistically representative for the
material. Problems may arise when the images are difficult
to interpret in the raw state in which they were acquired. For
these reasons, image processing procedures (for instance
noise reduction, image segmentation, etc.) are often needed
before the images can be used as input data in further mod-
eling processes. Segmentation is the subdivision of the image
into its constituent regions or objects according to a selected
level of detail and is one of the most difficult tasks in image
processing (Gonzales et al. 2004; Bache-Wiig and Henden
2005). This operation is crucial because the regions (lines,
areas, volumes) may be the objects needed for transformation
into a computational model. Therefore, the accuracy of mor-
phology-based approach is also dependent upon the tech-
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Figure 1 Work and data flow — inverse problem methodology (based on Lecompte et al. 2005).

niques of image acquisition, image processing, and the
degree of discretization of the segmented data.

Although the first approach is more common, both are
well established and used efficiently for modeling a sizeable
range of complex materials, such as wood and wood based
composites (WBC), but also of other biomaterials, e.g.,
bones (Haitao et al. 2009; Liipke et al. 2010), polycrystalline
materials (Ludwig et al. 2009), and carbon fiber composites
(Feraboli et al. 2010). A review by Mackerle (2005) sum-
marizes the first approach described in more than 260 papers
concerning the application of FEM in wood science between
1995 and 2004. Specifically, the first (FEM) approach is use-
ful at the level of the cell wall or assemblies of cells (Holm-
berg et al. 1999; Javotik 2000, 2002) and at the level of cells
and tree rings with a probabilistic methodology (Konas
2003). It was also applied on wood strands with distin-
guished tree rings (Hindman and Lee 2007). A randomized
structure for creating and analyzing the WBC was the meth-
od of choice in publications of Faessel et al. (2005) or Dai
(2007) and Li et al. (2009), in which the Monte Carlo meth-
ods were used. Problems of fracture mechanics solved by
this approach are reviewed in Smith et al. (2007) and more
recently showed in de Moura et al. (2009) and Dourado et
al. (2010).

The second approach is particularly suitable for MPM
modeling, because of the ease of converting the digital imag-
es into material point mesh (Nairn 2006, 2007) although
FEM is also very common (Badel and Perré 2002, 2003;
Perre 2005; Konas et al. 2009). While reconstruction of the
images is not problematic for fibrous materials like fiber-
board (Faessel et al. 2005; Badel et al. 2008), paper (Axels-
son and Svensson 2010), or wood itself (Trtik et al. 2007),
it is a challenge for materials like orientated stand board
(OSB) (Muszynski 2009).

Both approaches are able to predict the mechanical behav-
ior of materials or their structural elements or assemblies
with certain assumptions regarding the local material prop-

erties. In both methods, the material properties are either
assumed to be uniform, in this case the source of the hetero-
geneity of the material is its morphological structure, or
properties are specifically assigned to groups of elements
(material points based on the a priori knowledge of their
distribution).

One way to overcome this difficulty is the inverse problem
method (IPM). This method takes advantage of recent pro-
gress in full field measurement techniques, e.g., digital image
correlation (DIC) (Pan et al. 2009; Sutton 2008), which
return displacement and strain data equivalent to thousands
of strain gages. Thus, local deformation gradients and strain
concentrations can be captured, either in 2D or 3D (Forsberg
et al. 2008). Their output format is compatible with numer-
ical modeling packages based on FEM or MPM, so the meas-
ured and simulated displacement and strain fields can be
directly compared. This comparison is helpful to find local
material properties of heterogeneous and complex materials
(Grediac and Pierron 1998; Pierron and Grediac 2000; Mus-
zyfiski and Launey 2010). The conceptualization of this
method together with the procedure of our work is shown
on the diagram in Figure 1.

The general goal of this study was to develop a procedure
for using a morphology-based FE model of an OSB sample
and the data acquired from a physical test performed on the
same material to determine the local mechanical properties
of the sample with the assistance of the simplified IPM. The
study was performed in four stages: 1) translation of the
spatial information and local grayscale intensity from
CT-scan of a small OSB sample into regular morphology-
based FE mesh with corresponding material properties; 2)
FE simulation of the actual nondestructive compression test
performed on the specimen after scanning, relying on the
actual boundary conditions; 3) comparison of the simulated
strain fields from the FE model with the actual strain field
measured on the specimen surface during actual compression
test; 4) use an iterative procedure to adjust the original set
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Figure 2 (a) A digital photograph of the WBC side surface, (b) a 2D X-ray image reflecting 3D material organization of the WBC

specimen.

of material properties in a way that the difference between
the simulated and measured strain is minimized. This work
is expected to provide a platform for the development of
novel modeling methods that avoid segmentation, yet pre-
serve material morphology.

Material and methods

The study was divided into two phases: the experimental phase, in
which the sample was scanned by X-CT and physically tested and
the virtual phase, which included numerical modeling and data
analysis.

For the experimental measurements, a specimen of 12.5X12.5X
18 mm?® was cut through the entire thickness of an OSB board (Fig-
ure 2a). The procedure and work flow (Figure 1) can be divided
into four main steps: 1) X-CT scanning of the OSB sample; 2)
optical measurement of the deformations on the sample in a non-
destructive compression test to provide full-field strain data; 3)
numerical modeling — building the FE mesh based on the X-CT
data of the OSB sample and simulating the physical test in the FE
model; 4) iterative procedure for the determination of local material
properties by comparing the simulated and the measured results.

Generation of the X-CT scan

The specimen was scanned in an X-ray CT scanner [ Scanco Medical
(Basserdorf, Switzerland) wCT 40 with 12 wm/voxel resolution]
and 3D X-ray attenuation data set was obtained. The X-ray atten-
uation coefficient () of each voxel in this volume is represented
by an 8 bit grayscale intensity (O for black and 255 for white, Figure
2b). The volumetric intensity data were projected onto the front side
of the specimen resulting in a 2D image equivalent to single X-ray
radiogram of the sample. The full 3D data will be used in a later
stage of the study.

Compression test and optical measurement

After scanning, the specimen was subjected to a compression test
performed on a small scale universal testing machine (Instron 5500

series EM, Norwood, MA, USA) following a slightly modified
ASTM D3501 — 05a. The full-field displacement and strain maps
across the thickness were measured on the side of the specimen by
means of an optical measurement system based on the DIC principle
(Vic-3D by Corelated Solutions Inc., Columbia, SC, USA). The DIC
measurement provided a matrix of strain in the Y-axis direction (e,,)
with a resolution of 231X411 points. This test also provided a
homogenized (average) elastic modulus (E,,) for the sample that was
computed from the linear part of the stress-strain curve. This value
was used as a base in the next steps of work.

Numerical modeling

Generally, a numerical simulation of a compression test requires the
following input information: a) spatial data of elements — FE mesh,
b) a constitutive model and related material properties of the FEs
derived from X-CT data, and c) boundary conditions reflecting the
actual compression test.

Generating FE mesh from CT data

The FE mesh is based on the digital image produced by projecting
the volumetric X-CT data on the front side of the specimen. The
image was converted into a regular FE grid of squares that corre-
sponded to the grid of 4 X4 pixels in the projected image, effec-
tively reducing the resolution from 1024 X 1784 pixels to 256 X446
pixels. The resulting scaling factor f was f=22.36 pixels per | mm.
After that, 3 top pixel rows were removed from the mesh in order
to eliminate pixels of air above the specimen. Pixel coordinates and
material properties derived from pixel intensities were then exported
to FEM software (ANSYS v. 11, ANSYS Inc., Canonsburg, PA,
USA) to serve as spatial information for FE mesh. A detailed
description of the method for deriving material properties is provided
below. This regular FE mesh consisted of 113,408 linear PLANE42
finite elements with 2 degrees of freedom (DOFs). PLANE42 finite
element was chosen because it supports the definition of the multi-
elastic material option (MEM) described in some detail below. The
resulting problem consisted of approximately 228,000 equations to
be solved per iteration. A detail of the image from Figure 2b and
the corresponding FE mesh is shown in Figure 3. It is clear that the
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Figure 3 (a) A detail of CT image of the WBC specimen from Figure 2b in full resolution as acquired by X-ray (to enhance detail a
different color map is used), (b) the corresponding FE model in reduced (computing) resolution with material models distinguished in color

(ANSYS).

morphology of the material is preserved, although with reduced
resolution.

Deriving element properties from CT data

Before the material properties from the X-CT scan were derived,
three simplifying assumptions were made. First, a linear correlation
between intensity (/) and density was assumed based on an exper-
imentally derived linear relationship between the X-ray attenuation
coefficient and density of wood (Lindgren 1985). Consequently, the
pixel intensities are linearly mapped on local densities in the spec-
imen. Second, a linear correlation was supposed between the density
and the elastic modulus (MOE) of wood in the transverse direction
(the direction of loading). This relationship was experimentally
determined by Holz (1974, 1981), Vavrcik et al. (2008) and Forest
Product Laboratory (2010). These two assumptions resulted in a
linear correlation between the intensity and the MOE. Finally, the
third assumption was that the behavior of an OSB sample under
compression perpendicular to the grain could be safely simplified
as being isotropic. Note that in OSB the strands are already some-
what densified during pressing in order to achieve desired compac-
tion ratio. Poisson ratio was supposed to be 0.3.

X 104

The image in Figure 2b was the basis for deriving the elastic
modulus (E;) distribution from local pixel intensities. The histogram
of grayscale intensities of all pixels in the image is shown in Figure
4a. By virtue of the assumed correlation between the intensities and
elastic modulus, this histogram represents both the distribution of
the intensity (X-ray attenuation) within the OSB sample and the
distribution of the elastic modulus for the FE model. The measured
modulus of the bulk sample E,, was identified with the mean value
in the histogram, and the local elastic moduli for FE model were
derived from the following linear function:

E;=E,,+D;(I,+]1,), (D

where E; is the matrix of local elastic moduli for the FE model,
i=(1, 10), E,, is a scalar representing the mean value of E for the
bulk composite given by experimental measurement, b, is the scalar
representing the slope of the linear function, I, is the matrix of pixel
intensities (image) with k£ rows and / columns, /,, is a scalar which
represents the mean intensity of the image (/,,=117).
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(a) The histogram of the image in Figure 2b with sketch of the procedure of deriving particular FE models, (b) boundary

conditions of FE models where u(x) and u(y) mean a node displacement in X- and Y-axis directions.
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Table 1 Overview of material models used in finite element (FE) simulations and computed elastic moduli.

Elastic moduli for particular FE models (MPa)

Ml M2 M3 M4 M5 M6 M7 M8 M9 M10
Min 108.7 103.2 96.3 87.4 75.5 58.9 34.1 1.5 MEM MEM
Max 205.4 210.6 217.1 225.4 236.6 252.2 275.7 314.7 392.8 627.1
Mean 158.5 158.5 158.5 158.5 158.5 158.5 158.5 158.5 158.7 164.0
# of elements with MEM 0 0 0 0 0 0 0 360 9955
(0.32%) (8.78%)
Computed by FE simulation 143.2 143.1 142.9 142.7 142.3 141.6 140.3 137.0 123.5 60.6

Boundary conditions

In Figure 4b the boundary conditions are shown. All the bottom
nodes of the FE model are constrained in the Y direction; however,
the bottom-right node is also constrained in the X direction in order
to avoid rigid body motion of the model. A displacement of 9.016
px (0.4 mm) was applied to the top nodes to simulate a compression
performed on the Instron 5500.

Inverse problem methodology

In order to obtain a set of local elastic moduli for the inverse prob-
lem method algorithm, it was necessary to define a global variable
for the iterations. Because of the assumed linear correlation between
E and I, the most convenient choice was the slope of the linear
function in Equation 1. In the course of the procedure, the variable
was increased in 10 finite increments, resulting in 10 different mate-
rial property sets for FE models (M1-M10). All those sets went
into simulations. A schematic representation of this procedure can
be seen in Figure 4a, where FE model 1 (M1) represents the initial
set of the material properties (E;) and model 10 (M10) represents
the final set (E,q). In order to avoid computational problems in the
FE analyses, the elements with numerically possible ‘‘negative elas-
tic moduli’” were considered voids and were modeled with an MEM
model. MEM is a multi-linear function available in ANSYS defined
through section-wise strain/stress ratios (¢/o’), which are activated
depending on the strain level in the element. In this project, the
e/o values in MEMs representing voids were: 0/0, 0.3/0.3, 0.8/79
and 1/79. PLANE42 finite element was chosen because it supports
the definition of the MEM. In Table 1, the range of MOE for each
iteration and corresponding void contents are presented.

Once all simulations were completed, they were compared with
the DIC results. First, the standard error based on the measured and
simulated values was calculated as follows:

1 mn
Sterror= \/ —— Y~ (DIC;-FEM,)*, @)
m-n

i=1

where DIC; is the eyy of i-element measured by DIC [-], FEM,; is
the eyy of i-element computed in ANSYS [-], m.n is the number of
elements to be compared. Equation 2 is similar to an expression of
the standard deviation, but its computation is not related to the mean
value of the set. Instead, it is performed element-wise and represents
the standard error of one matrix compared to the other. Standard
error values and homogenized elastic moduli for the entire sample
were calculated for all 10 iterations. The homogenized modulus was
computed from reaction forces (RF) at constrained nodes in both
the X-axis and Y-axis directions as:

RF-d

RE ®

where E is the mean modulus of the sample [MPa], RF is the 2D
reaction forces [Npx'], f is the scaling factor (f=22.36 pixels mm™),
d is the depth of the specimen [mm], w is the width of the specimen
[mm] and ¢ is the strain [-]. The computed E was further compared
to the elastic modulus given by experimental measurement — E, .
A visual comparison of the measured and simulated vertical strain
maps on the surface of the specimen was also performed.

Results and discussion

The compression test

The results obtained from the optical measurements (DIC)
during the compression test are shown in a vertical strain
component map in Figure 5a. The strain field is based on
nearly 95,000 reference points arranged in a 231X 441 grid,
reflecting the complicated inner structure of the composite,
i.e., regions with higher and lower density of material (stiff-
ness). Although the strain field is highly non-uniform within
the material, the bottom and top thirds exhibit a more uni-
form strain than the middle section. It is important to note
that the strain field depicted here is on the surface of the
specimen and does not represent the strain state throughout
its 3D volume. The average elastic modulus (Em) of the
sample was computed from the linear part of nominal stress
vs. the average strain curve. Em is 158.5 MPa.

Numerical simulation

Figure 5b,c depicts strain fields computed from two itera-
tions of FE simulations — M8 and M10. These strain fields
visibly differ from the strain field obtained from optical
measurement. One reason is that the strain field from FE
simulation is based on a virtual radiograph reflecting mean
intensities of the 3D volume of the composite in 2D, while
the DIC strain field is computed on the surface and may
differ significantly throughout the material’s thickness. This
means that &, from the FE simulation reflects the 3D struc-
ture (morphology) of the specimen even though it was pro-
jected into a 2D plane. Despite the implicit differences,
certain regions of interest are arranged in a similar pattern
on both FE and DIC images (marked with polygon frames
in Figure 5). These regions represent places where the inter-
nal features of the composite’s organization are large enough
to influence the strain on the surface of the specimen (Figure
5a). While the strain fields of the FEM and DIC are within
the same range for M8, the ranges diverge for M 10, causing
a higher error of computation accordingly. Generally, the
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Figure 5 Graphical results (a) eyy on OSB surface from the DIC measurement, (b) eyy from M8 FE simulation, (c) eyy from M10 FE
simulation. Significant areas of interest from DIC measurement are framed and then copied to corresponding areas from FE analyses results.

strain maps obtained from simulations (M1-M9) can be
divided into three regions where the central one exhibits sig-
nificantly higher strain than the others. This aspect of the
output is similar to the measured results.

The standard error was calculated for consecutive itera-
tions 1 to 10 by Equation 3 to assess the difference between
the simulated and measured strain fields (Figure 6a). The
standard error between M1 and M8 decreases very slowly,
except for the second iteration (M2) where exceptionally
high error occurs. An increasing number of voids (MEMs)
causes the standard error to increase abruptly with iteration
MO9. M10 contains more voids (ca. 9%) than real material
samples (Zombori et al. 2001), and thus it represents a hypo-
thetical scenario of OSB material organization (Figure 6b).
This abundance of voids drives the dramatic increase in stan-
dard error. The minimum standard error is achieved at iter-

ation M8, indicating the best set of local material properties
with respect to DIC measurement. This is achieved for
bg=4.474 (Equation 1) connoting the point at which the
material properties are optimized in the 10-iteration procedure.

The comparison of the homogenized elastic moduli cal-
culated from the simulated reaction forces is summarized in
Table 1. The homogenized modulus E decreases very grad-
ually from 143 to 140 MPa for the first 7 iterations
(M1-M7), and then decreases rapidly from 137 to 60.6 MPa
in the last 3 iterations (M8—M10). This occurs because more
elements are classified as voids which do not contribute to
the stiffness of the sample within each iteration. It is impor-
tant to note that the magnitude of this effect depends on the
material organization or the location of voids in the material.
For instance, the total void content in iteration M10 was ca.
9%, but the homogenized modulus E was about 56% lower

0.04

0.035

0.03

0.025

0.02

Standard error of strain (-)

.\

0.01

0 2 4 6 8
FE model no. (-)

Figure 6 Standard error of FEM strain field in comparison to DIC measurement, (b) content of voids (dark areas, ca. 9%) in the FE

model (M10 variant) of the WBC specimen.
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than that calculated in iteration M8, the last simulation with-
out MEM-voids. The difference between the E given by the
M8 simulation and the value measured experimentally by
Instron 5500 is ca. 21.5 MPa. Perfect agreement would be
achieved if all finite elements had the same elastic moduli;
this would be the case if the linear function in Figure 4 was
a horizontal line (a constant) and the strain field would be
uniform as in a homogeneous material.

Some of the differences between experimental and numer-
ical results may be partly attributed to the simplifying
assumptions (i.e., the linear correlation between X-ray atten-
uation and the elastic modulus, and isotropic response of the
composite to the transverse load). Resolving the orthotropic
properties of each strand included in the sample would
require identification of the orientation of individual strands
in 3D and 3D simulation of the actual test. Characterizing
strand orientation from CT data is a challenging task outside
the scope of this study, in which we sought for developing
the inverse problem procedure for identification of local
material properties. Here, the voids were modeled as FEs
with the help of MEM to avoid considering the contact
around the void when collapse would occur. The sheer quan-
tity of contact pairs, such as in the cases of M9 and M10,
exhibiting highly nonlinear behavior could generally lead to
a divergent solution. Hence, MEM was utilized to integrate
attributes of the FE “‘birth and death’” technique that is com-
mon in the field of numerical simulations.

The accuracy of our model depends on the resolution of
X-CT scan data as the FE model is derived from the image.
Higher resolution images provide more material morphology
data that may improve the FE models to a certain degree,
however, the consequent increase of DOFs produces addi-
tional equations to be solved. If the same simulation was
considered in 3D for a 256X446X256 voxel image with 3
DOFs per node, the problem would increase from 228 thou-
sand equations in 2D to approximately 87 million equations.
FE analysis of such a size is still considered as a problem
due to computational limitations (parallelization and clusters
must be used). It is noteworthy, that mesh density in FE
models seems to have negligible impact on the computed
homogenized elastic modulus. After meshing each pixel area
by 4 FEs, the E,, value was the same for all iterations. This
result agreed with the findings of Feraboli et al. (2010)
among others, where authors investigated the influence of 3
different mesh densities on calculation of strain in particular
areas. Those areas did not correspond to the pixels (as in our
case), but to randomly produced representative volume
elements.

Conclusions

Here, a procedure that combines a morphology-based FE
model of a heterogeneous sample and the data acquired from
a physical test performed on the same material, to determine
the local mechanical properties of the sample with the assis-
tance of the simplified inverse problem method, has been
developed. The utility of this approach was demonstrated on

data recorded from an OSB sample. The best match between
the strain fields generated from FE simulations and optical
measurement (DIC) of surface strains was optimized through
10 iterations of the procedure. The quality of the match,
measured as the standard error between the measured and
simulated strain field for each point of measurement was best
for iteration M8. Although visual inspection of the strain
maps reveals obvious differences, some common significant
features were recognized. The homogenized elastic modulus
for bulk composite deviated somewhat from the measured
modulus used as the initial guess for the simulation proce-
dure at iteration M8.

The study has shown that morphology-based modeling of
complex materials can be performed with reasonable accu-
racy without rigorous image segmentation. It offers a rela-
tively easy way to model complex heterogeneous materials
like OSB and other bio-based composites. In future work,
we hope to extend the 2D FE model of the composite to 3D
and consider strand orientation in order to determine full
orthotropic material properties.
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