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Abstract. This paper presents a series of observing system simulation experiments 
(OSSEs) which are intended as a design study for a proposed array of instrumented 
moorings in the tropical Atlantic Ocean. Fields of TOPEX/Poseidon sea surface height 
anomalies are subsampled with the goal being reconstruction of the original fields through 
the use of reduced-space Kalman filter data assimilation at a restricted number of 
locations. Our approach differs from typical identical and fraternal twin experiments in 
that real observed data (i.e., TOPEX/Poseidon data) are subsampled and used in place of 
synthetic data in all phases of the OSSEs. In this way the question of how closely a 
particular model-generated data set resembles nature is avoided. Several data assimilation 
runs are performed in order to optimize the location of a limited number of moorings for 
the proposed Pilot Research Moored Array in the Tropical Atlantic (PIRATA). Results of 
experiments in which data are assimilated at 2øN, 2øS and the equator and the longitude is 
systematically varied by 5 ø show that the greatest impact of the assimilated data occurs 
when the observations are taken between 15øW and 30øW. Next, a more systematic 
technique is presented which allows us to determine optimal points in an objective fashion 
by applying a least squares regression approach to reconstruct the errors on a dense array 
of points from the data misfits at any three selected points. The forecast error structure 
from the Kalman filter is used in a novel way to assess the optimality of mooring 
locations. From a large sample of triads of points, the optimal mooring locations are 
found to be along the equator at 35øW, 20øW, and 10øW. Additional experiments are 
performed to demonstrate the efficacy of the initial and final PIRATA configurations and 
the added value that can be expected from PIRATA observations beyond existing 
expendable bathythermograph observations. 

1. Introduction 

A valuable legacy of the Tropical Ocean-Global Atmo- 
sphere (TOGA) program is the extensive ocean observing sys- 
tem developed for the tropical Pacific Ocean. The backbone 
for this monitoring system is the approximately 70 Tropical 
Atmosphere-Ocean (TAO) surface moorings [Hayes et al., 
1991] that measure surface meteorological variables and upper 
ocean thermal structure across the full width of the tropical 
Pacific within 8 ø of latitude from the equator. In addition, the 
TAO observations are supplemented with oceanic observa- 
tions from a variety of other measurement platforms including 
volunteer observing ships (VOS) expendable bathythermo- 
graphs (XBT), a network of tide gauge stations, and drifting 
buoys. At the conclusion of TOGA, it was envisioned [National 
Academy of Sciences, 1994] that the extension of TAO-like 
arrays to higher latitudes and other tropical oceans would 
proceed as the need arises and as sufficiently justified in sup- 
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port of long-term monitoring and climate prediction require- 
ments. 

Recently, a joint Brazil-France-United States program was 
proposed to begin the deployment of moored measurement 
platforms in the tropical Atlantic in order to enhance the 
existing observational database and subsequent understanding 
of the processes by which the ocean and atmosphere couple in 
key regions of the tropical Atlantic Ocean. Empirical studies 
have suggested that there are strong relationships between 
tropical Atlantic upper ocean variability, sea surface tempera- 
ture (SST), ocean-atmosphere coupling, and regional climate 
variability. During the early 1980s a coordinated set of surface 
wind, subsurface thermal structure, and subsurface current 
observations were obtained as part of the United States-France 
Seasonal Response of the Equatorial Atlantic-Programme 
Franc/ais Oc6an et Climat dans l'Atlantique Equatorial (SE- 
QUAL-FOCAL) process experiment designed to observe the 
seasonal response of the tropical Atlantic Ocean to surface 
forcing. Since that time, however, the observational database 
for the tropical Atlantic Ocean has been reduced to a few XBT 
lines and a small collection of tide gauge stations. (For a 
comparison of Atlantic and Pacific TOGA data coverage, see 
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McPhaden et al. 1998). Arguments are now being made that a 
more comprehensive set of observations, modeling and empir- 
ical studies are needed to make progress on understanding the 
climate variability in regions bordering the tropical Atlantic 
Ocean. 

The proposed PIRATA (Pilot Research Moored Array in 
the Tropical Atlantic) program will use mooring platforms 
similar to those of the tropical Pacific TAO [Hayes et al., 1991] 
array to measure surface fluxes of momentum and heat and the 
corresponding changes in the upper ocean thermal structure. It 
is anticipated that the oceanic data from this monitoring array 
will also be used in a predictive mode for initialization studies 
of regional coupled climate models. Of particular interest are 
modes of ocean-atmosphere variability within the tropical At- 
lantic basin that have significant impacts on the regional cli- 
mate of the adjacent continents. The zonal mode of variability 
is similar to the E1 Nifio-Southern Oscillation (ENSO) phe- 
nomenon in the Pacific and is situated in the zonal equatorial 
band [Zebiak, 1993]. The warm phase of this equatorial mode 
is characterized by weak trade winds in the western equatorial 
Atlantic and an anomalously deep thermocline with higher 
SST, east along the equator in the Gulf of Guinea. The sce- 
nario reverses during the cold phase with an intensification of 
the equatorial easterlies in the western portion of the basin, 
and a shoaling thermocline accompanied by anomalously low 
SST in the east. The meridional mode of variability can be 
described in terms of a north-south interhemispheric oscilla- 
tion in SST that has been referred to in the literature as an 

Atlantic dipole [Moura and Shukla, 1981; Servain, 1991]. The 
SST anomalies associated with this oscillating meridional 
mode (spatially coherent in each hemisphere between 5øN and 
25øN and between 5øS and 25øS) are linked with the position 
and intensity of the Intertropical Convergence Zone (ITCZ). 
Such displacements in the ITCZ induce precipitation anomalies 
over northeast Brazil and the African Sahel [Hastenrath, 1985]. 

The purpose of this paper is to describe a series of observing 
system simulation experiments (OSSEs) to help guide and 
assess the effectiveness of various configurations of a tropical 
Atlantic moored array. In the past, most OSSEs which were 
based on data assimilation were performed after the experi- 
mental design had been implemented and the instruments 
were in the water [e.g., Miller, 1990; Bennett, 1990]. However, 
planning for other observational programs has been guided by 
model studies, and some work has been specifically directed 
toward the principles of array design. 

Perhaps the most important distinction among array design 
studies is the criterion used to decide which array is best. One 
obvious criterion is minimization of expected error where sim- 
ple statistical error estimates can be derived from objective 
analysis schemes. Bretherton et al. [1976] used an objective 
analysis technique to assess the accuracy of analysis based on 
the Mid-Ocean Dynamics Experiment (MODE) array. Brether- 
ton et al. [1984] used objective analysis to find the most eco- 
nomical sampling strategy for measurement of changes in heat 
storage in the North Atlantic. In that study, proposed ship 
tracks and sampling frequencies were varied until the esti- 
mated error in the heat storage was within acceptable limits. 
The error estimates were based on the statistics underlying 
their objective analysis. They presented a novel Bayesian tech- 
nique for estimating the sensitivity of their results to their 
particular choice of error statistics. Along a similar line, McPh- 
aden et al. [1984] used ship drift data from the tropical Atlantic 
Ocean and a stochastic model of drifter trajectories to estimate 

the accuracy for mapping large-scale seasonal variations of the 
depth of the 20 ø isotherm that would result from a number of 
different deployment strategies. Estimates of errors in the re- 
sulting objectively analyzed fields were then formed, based on 
prior error estimates, and used to help guide the deployment 
of drifters during FOCAL. 

Another possible criterion for optimality of an array is 
model sensitivity. SchrOter and Wunsch [1986] proposed sensi- 
tivity of model output to changes in forcing, model parameters 
or measurements of the state of the ocean as a criterion for an 

optimal array. They used concepts from linear and nonlinear 
programming to find the type and location of data which would 
have the greatest impact on the result of a model run. Rather 
than making assumptions about the moments of the distribu- 
tions of errors, they imposed limits on data misfits, parameter 
uncertainties, and the residuals of a set of equations which 
included the defining equations for the wind-driven circulation 
in a simple midlatitude gyre. Similarly, Harrison et al. [1989] 
studied the sensitivity of a model of the tropical Pacific Ocean 
to changes in the forcing fields by comparing runs driven by 
different wind products. This study, along with that of Harrison 
[1989], was influential in determining the range of latitudes 
over which wind data would be needed for accurate represen- 
tation of SST in wind-forced models and helped define where 
the TAO mooring array should expand. Harrison [1989] con- 
cluded with recommendations about required coverage of 
wind measurements, and noted the necessity of including me- 
ridional winds in model studies aimed toward simulation of 

tropical SST. 
Yet another criterion one might use is stability of the inver- 

sion process within the context of the "inverse methods" cal- 
culation. In the process of performing such inversions, re- 
searchers wish to obtain the best resolution available without 

paying too high a price in sensitivity to measurement error. In 
practice, this amounts to maximizing the amount of indepen- 
dent information available from an array. Barth [1992] opti- 
mized placement of tomographic array sites in the midlatitude 
ocean by using simulated annealing and genetic algorithms to 
choose the locations of sites which give rise to the best condi- 
tioned inversion problem. Barth's work was based on statisti- 
cally optimized interpolation, and involved no explicit dynam- 
ical model. Mcintosh [1987] used a weak constraint variational 
method to assimilate tide gauge data into a shallow water 
model of the tides in the Bass Strait. He used the properties of 
a matrix derived from his method to decide how many inde- 
pendent degrees of freedom were present in the data from the 
in situ array of 24 tide gauges, and the most efficient way to use 
a minimum number of measurements. Bennett [1990] per- 
formed an OSSE of the tropical Pacific in which he examined 
hydrographic data from ship tracks from a point of view similar 
to that of Mcintosh. 

The methods presented in this paper are most like those of 
Mcintosh [1987] and Bennett [1990]; see also Bennett [1992, 
chap. 6]. Like these studies, the current paper presents a data 
assimilation scheme which is optimized with respect to a model 
and a set of prior error estimates. The methods within this 
paper differ slightly in that a Kalman filter is used instead of 
weak constraint smoothing schemes. However, all three meth- 
ods involve similar matrix analyses. The major difference that 
sets our paper apart from previous work is that it focuses on 
the errors in the output of the data assimilation system. One 
reason for this is that since TOPEX/Poseidon data are used, 
the real sea level signal can be accurately identified. In other 
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words, well-resolved fields of the exact quantity that should be 
coming out of the data assimilation system have been ob- 
served. The other driving force behind using the data assimi- 
lation output error is that the number of moorings in the 
proposed array will be far too few to fully reproduce the vari- 
ability of the sea level signal in the tropical Atlantic. Therefore, 
we must look to the output error to fully optimize the limited 
number of mooring locations. 

In this paper we use a numerical model to determine the 
influence of different data-gathering strategies; we evaluate 
the quality of the analyses resulting from specific instrument 
deployment strategies and make specific recommendations. 
Our study is distinguished by use of statistically optimized data 
assimilation, in which the virtues of previous studies are com- 
bined and extended, and by the use of TOPEX/Poseidon data 
for verification. Here, the primary concern is with an optimal 
sampling strategy for observing low-latitude changes in verti- 
cally integrated quantities such as dynamic topography, upper 
ocean heat content, and sea level which can be considered as 
proxies for changes to the upper tropical Atlantic Ocean ther- 
mal structure and thermocline depth. OSSEs for the surface 
fluxes and SST are beyond the scope of the present paper, but 
are envisioned as a necessary next step. 

The structure of the paper is as follows: Section 2 contains a 
description of the data used for assimilation and the forcing 
fields. The model and Kalman filter scheme are described in 

section 3 and section 4, respectively. Results of the various data 
assimilation runs and a description of how the optimal sites for 
data assimilation are determined are presented in section 5. 
Section 6 contains information on how data from the PIRATA 

array will "add value" to other sources of data for the tropical 
Atlantic. Section 7 summarizes the results of this paper. 

2. Data Used for Assimilation 

2.1. TOPEX/Poseidon Altimetric Data 

The processing of the TOPEX/Poseidon data is similar to 
that described by Busalacchi et al. [1994]. Enhanced TOPEX/ 
Poseidon geophysical data records (GDRs) are first produced 
by the NASA Ocean Altimeter Pathfinder Project group at 
Goddard (C. Koblinsky, personal communication, 1996). The 1 
Hz data are averaged along track to 6 km resolution and are 
interpolated in space to the cycle 17 ground track. Each 
TOPEX and Poseidon track within the area 30øN-30øS and 

50øW-10øE is corrected using standard geophysical corrections 
including the tide model ofRay et al. [1994]. For each track, the 
long-period average is removed to eliminate the error in the 
geoid. Poseidon data are merged with TOPEX data by assum- 
ing a 13.6 cm bias [Nerem et al., 1994]. The anomalies are then 
collected into 1 ø x 1 ø x 10 day bins. The resulting data are 
optimally interpolated in space onto 1 ø x 1 ø grids. These 10 
day grids are averaged monthly and then interpolated to the 
model grid to provide both the verification data and the source 
for the assimilation data. 

The period of the study, October 1992 to December 1995, 
encompasses enough years to estimate the variability in the 
tropical Atlantic. A contour map of the standard deviation of 
the gridded TOPEX/Poseidon surface height anomaly data is 
presented in Plate 1. Note that there are areas of high vari- 
ability in the Gulf of Guinea in the far eastern portion of the 
basin near the equator corresponding to regions where the 
seasonal cycle has large amplitude and the interannual vari- 
ability is large. A region of high variability is also found in the 

region of the North Equatorial Countercurrent ridge system 
between the equator and 5øN stretching from 45øW out into 
the Atlantic to about 20øW. These results match those of Merle 

[1980] and Busalacchi and Picaut [1983], who found similar 
patterns in the annual variability when using hydrographic data 
and model simulations, respectively. The broad regions of low 
variability (i.e., 1-3 cm) south of the equator are at levels 
comparable to the errors in the data. The regions of high 
variability at the equator west of 45øW and the area off the 
west coast of Africa, near the Cape Verde Islands (20øW - 
15øW, 10øN-20øN), are artifacts of the tide model which per- 
forms poorly in shallow water areas (R. Ray, personal commu- 
nication, 1997). Intercomparison of all available tide models 
[Andersen et al., 1995] shows that the Ray et al. tide model 
performs as well as any other available tide model in these 
regions. 

2.2. Wind Forcing 

The wind product of Servain et al. [1996] for the period 
extending from January 1987 to December 1995 is used to 
provide forcing for the experiments. The data are converted 
from pseudostress to wind stress by multiplying the 
pseudostress by the drag coefficient (1.25 x 10 -3) and the air 
density (1.2 kg/m3). Since the winds do not cover the model 
domain completely (i.e., no data south of 20øS), the wind stress 
climatology of Hellerman and Rosenstein [1983] is used to fill 
the missing areas. First, the two wind products are combined 
onto a common grid; then this grid is smoothed using a five- 
point weighted filter. The original Servain et al. and Hellerman 
and Rosenstein data are replaced north of 17øS and south of 
23øS, respectively. The smoothed merged product is left be- 
tween 17øS and 23øS. The Hellerman and Rosenstein wind 

stress is reduced by 25% in order to match the drag coefficient 
chosen for the study. Other investigators have found the 
Hellerman and Rosenstein wind product to be too strong. 
Chelton et al. [1990] estimated that these winds were 19% 
stronger than the corresponding winds measured by the Seasat 
scatterometer. The combined wind stress was interpolated to 
the model grid. Anomalies are formed using the mean wind 
stress from October 1992 to December 1995, to match the 
processing of the TOPEX/Poseidon data. 

3. The Model 

In the present study, the Kalman filter is incorporated into 
the linear model of Cane and Patton [1984]. The model state 
variables include normalized height anomaly (h), zonal cur- 
rent (U) and the Kelvin wave amplitude (AK) for each ba- 
roclinic mode. The first two baroclinic modes are retained for 

each of the state variables. The model is set up using roughly 
realistic coastlines for the tropical Atlantic with the domain 
extending from 50øW to 10øE and from 30øN to 30øS and a 
resolution of approximately 1 ø in longitude and 0.5 ø latitude. 
For the experiments the model is forced using the combined 
Servain et al./Hellerman and Rosenstein monthly wind product 
interpolated to the model 5 day time step. 

The model uses linear shallow water equations on the equa- 
torial /3 i•lane subject to the long-wave approximation and 
finite differences in the horizontal directions to describe the 

evolution of each baroclinic mode. Linear damping is imposed 
by Rayleigh friction with decay times of 60 months and 20.5 
months for the first and second baroclinic modes, respectively. 
Kelvin wave speeds correspond to 2.36 and 1.38 m/s, e-folding 
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Plate 1. Standard deviation (in centimeters) of the gridded TOPEX/Poseidon sea surface height anomaly 
product for the period extending from October 1992 until December 1995. 

length scales (L • (c//3) u2) = 2.9 ø and 2.22 ø, and the time- 
scales (T • (c/3) -u2) are equal to 1.58 and 2.06 days, for the 
two baroclinic modes, respectively. Model wave speeds, length 
scales, and timescales are derived from a density profile cre- 
ated using temperature and salinity profiles from a conductiv- 
ity-temperature-depth (CTD) cast done on February 10, 1983 
at 28øW and the equator. For each experiment the model is 
spun up over the period January 1987 to October 1992 using 
the wind stress described in section 2.2. Model runs are carried 

out for the period extending from October 1992 to December 
1995 (i.e., the TOPEX/Poseidon period). 

The model geometry is shown in Figure 1. South America 
and Africa are represented schematically as rectangles re- 
moved from the larger domain at the southwest and northeast 
corners, respectively. The model grid on which the predictions 
are carried out is shown by the fine mesh. 

4. The Kalman Filter 

The full Kalman filter [e.g., Bennett, 1992; Ghil and Mal- 
anotte-Rizzoli, 1991] has been applied to this model in the past 
[Miller et al., 1995], but its demands on computing resources 
are so severe that its use is restricted to low resolution cases. 

The reduced-space Kalman filter technique i.s an efficient tool 
which allows a high-resolution model to be incorporated into a 
nearly optimal data assimilation scheme. Fukumori [1995] 

showed that using a reduced-space Kalman filter (his term was 
quasi-optimal) provides good results for the example of 
TOPEX data assimilation in the Pacific. Cohn and Todling 
[ 1996] compared three suboptimal approximations to the Kal- 
man filter for a linearized shallow water model in a periodic 
channel, including a reduced state space filter, which they 
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Figure 1. Schematic diagram of the model grid (fine mesh) 
and error grid (solid circles). Note the higher resolution of the 
model grid with respect to the error grid. 
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called a "reduced resolution filter" (RRF), and two others 
based on representations of the state space in terms of char- 
acteristic vectors of the evolution operator and of the covari- 
ance matrix. They found that the RRF performed well as long 
as unstable structures were well resolved, which is not a con- 
sideration here. Cane et al. [1996] found that the results of a 
standard Kalman filter could be faithfully reproduced by re- 
duction of the error matrices by the use of multivariate empir- 
ical orthogonal functions. 

In this study, TOPEX/Poseidon data are assimilated into the 
linear model using the technique of a reduced-space Kalman 
filter similar to the method used by Fukumori [1995]. This 
alternative approach is found to reduce the size of the error 
covariance matrix and thus reduce the number of times the 

prognostic equations are advanced. (For each row and column 
of the error covariance matrix the model is advanced to cal- 

culate the error covariance). In the current approach, the num- 
ber of model executions is drastically reduced since the fore- 
cast error covariance matrix Pf and the analysis error 
covariance matrix pa are maintained on a grid which is much 
coarser than that used in the prognostic model. 

A 12 x 19 grid for the error covariance calculations in the 
Kalman filter is the optimal choice following a series of sensi- 
tivity tests. The Kalman filter error grid resolution is 5 ø longi- 
tude, stretched in latitude from 2 ø at the equator to 5 ø at the 
boundaries (matching the meridional resolution of TOGA 
TAO in Pacific). The density of the error grid is shown as solid 
circles in Figure 1, and the model resolution is represented as 
the fine mesh. Although the Kalman filter has reduced reso- 
lution with respect to the model grid (the model grid is 61 x 
116), interest lies only in the large-scale features of the error 
field. Therefore this stretched grid is adequate for this data 
assimilation study. 

The initial forecast error covariance (Pf) is approximated 
using 20 times the system noise covariance Q [Chan et al., 
1996]. In the present case, Q is estimated by a Monte Carlo 
technique based on prior assumptions about the errors in the 
wind-forcing data. Q is calculated by running the model with a 
5 day time step for 150 one-month samples forced by random 
winds. The random winds are created with the assumed error 

statistics of the forcing winds, that is, a spatially homogeneous 
error covariance function of Gaussian form with zonal decor- 

relation scale of 10 ø and meridional scale of 4 ø. Models of 

covariance statistics of this form have been used successfully in 
data assimilation studies of the tropical Pacific. While we have 
less experience with models of the tropical Atlantic, there is 
strong evidence that error in the wind is the major source of 
error in model output. As in earlier studies of the tropical 
Pacific, the error covariance function is used as a device for 
generating structure for errors due to all sources. The assump- 
tion of spatial homogeneity of the system noise is questionable, 
but experiments with models of the Pacific have shown that 
relaxation of this assumption has little effect on the analysis or 
on the calculated estimates of forecast errors. For further 

discussion of error covariance models for assimilation of data 

into models of the tropical oceans, see Miller and Cane [1996] 
and references therein. 

The assimilation data are the gridded TOPEX/Poseidon 
anomalies subsampled at model grid locations. Assimilation 
and update of Pf takes place on the fifteenth day of each 
month. When assimilation locations are consistent from month 

to month, Pf is stable after 1 year. This result matches the work 
of Fukumori et al. [1993]. In that work, Fukumori et al. applied 

a specialized algorithm to compute the asymptotic value of Pf 
as t -• •. Application of that algorithm might have saved us 
some amount of computer resources over the process of simply 
computing the evolution of Pf until it stabilized, but we did not 
feel that the savings realized would have justified the effort 
involved in implementation. 

The observation error variance is assumed to be 9 cm 2 ev- 

erywhere, with errors at different locations assumed to be 
uncorrelated. The observation error covariance matrix R is 

therefore a multiple of the identity. Although it is understood 
that altimeters measure sea surface topography and not exactly 
dynamic height, which is calculated through density profiles 
and measured by moorings with thermistor chains and salinity 
sensors, we assume here that the TOPEX/Poseidon data are 
equivalent to mooring dynamic height. Picaut et al. [1995] 
showed the strong relationship between TOPEX/Poseidon sea 
level and dynamic height from moorings in the tropical Pacific. 
By assuming dynamic height and sea level are the same, prob- 
lems with dynamic height from mooring data such as water 
mass variability and reference level issues are circumvented. 

5. Results 

The question of optimal mooring placement is examined by 
choosing a sample array of mooring sites, assimilating TOPEX/ 
Poseidon data at each site on the sample array, and comparing 
the result of the assimilation of this restricted data set to the 

actual TOPEX/Poseidon data. This differs from the usual twin 

experiment approach, in which a synthetic data set is sub- 
sampled according to the plan of the observing system under 
study, and the sampled information, possibly contaminated 
with noise, is used to reconstruct the original data set. The 
advantage of such OSSEs is that the error characteristics of the 
model are supposedly known better than observations, and the 
performance of the array can be evaluated in more detail. The 
difficulty with such studies is the necessity of proving that the 
synthetic ocean resembles the real ocean. The proposed ob- 
serving system resulting from the typical class of OSSE must 
always be interpreted within the context of the limitations of 
the simulation skill of the synthetic data set. On the other 
hand, the accuracy and extensive coverage of the TOPEX/ 
Poseidon data set allow us to avoid the question of relevance, 
which is never fully resolved in studies based on synthetic data 
sets. The loss of some detail in the ability to assess errors is 
more than offset by the advantage of knowing that the refer- 
ence data duplicate observations exactly for our new class of 
OSSE. 

5.1. No Assimilation 

The performance of the model without assimilation ("NO 
ASSIM") is shown in Plate 2. This is the baseline for compar- 
ison to the data assimilation results. The top panel of Plate 2 
shows the results of the correlation of the model alone versus 

the TOPEX/Poseidon gridded product. Attention is focused in 
the region between +_20 ø of the equator to reduce the influence 
of spurious boundary effects. This plate shows that the regions 
of highest correlation correspond to the areas with the highest 
variability in the TOPEX/Poseidon gridded product (see Plate 
1). This is indicated by the high correlation in the region of the 
South Equatorial trough and Equatorial Countercurrent ridge 
system in the west (defined by the area 45øW-30øW, 3øS-5øN) 
and in the Gulf of Guinea, in the east. In the west the model 
and data are highly correlated, with coefficients sometimes 
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Plate 2. Comparison between model sea level results without assimilation ("NO ASSIM") and the gridded 
TOPEX/Poseidon product: (top) correlation value in tenths; (bottom) RMS difference in centimeters. 

exceeding the +0.8 correlation level. The correlation drops 
west of 45øW due to deficiencies in the tide model in the 

TOPEX/Poseidon data. In summary, the model does a good 
job of reproducing the large temporal signal in the western and 
eastern parts of the equatorial waveguide, but does poorly in 
the central equatorial part of the basin between 30øW and 
15øW. 

Although the relatively high correlations show that the 
model does a good job in reproducing the temporal signal, the 

relatively large RMS differences between the model output 
and the data indicate that the amplitude of the signal is poorly 
represented by the model. Plate 2 (bottom panel) shows the 
RMS difference between the sea level from the raw model 

results ("NO ASSIM") and the gridded TOPEX/Poseidon 
product. The plate shows that there are large differences in the 
magnitude of the signal in the region of the Equatorial Coun- 
tercurrent ridge. These differences often exceed 5 cm RMS. In 
the eastern part of the basin at the equator and throughout the 
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waveguide, the RMS differences usually exceed 3 cm. In gen- 
eral, the field of deviations of the model output from the 
TOPEX/Poseidon data in the northern hemisphere has higher 
RMS amplitude than that found in the southern hemisphere. 
This matches the fact that the TOPEX/Poseidon data exhibit 

higher variability in the north than in the south. Varying the 
drag coefficient by +20% and using other wind products (such 
as the special sensor microwave imager (SSM/I) wind product 
ofAtlas et al. [1991]) does not eliminate these basic patterns of 
high RMS errors. The map of expected RMS errors generated 
from the evolution of the model error covariance matrix (not 
shown) indicates that the predicted RMS errors are of similar 
magnitude to those observed, with similar pattern. The major 
discrepancy is that the predicted map of RMS errors shows less 
difference between the RMS errors in the northern and south- 

ern hemispheres. In this case the prior estimate of the RMS 
errors is an overestimate through most of the region south of 
the equator. 

5.2. High-Density Data Assimilation 

A high-density assimilation experiment is performed to as- 
sess the impact of data assimilation using a very dense obser- 
vational network consistent with the resolution of the error 

grid, and also to provide a basis for the statistical experiments 
which are described in section 5.3.2. Plate 3 shows the results 

of an experiment in which TOPEX/Poseidon data were assim- 
ilated at the 66 locations marked with solid circles for the 

period extending from October 1992 to December 1995. These 
data assimilation points are located at 8øN, 5øN, 2øN, 0 ø, 2øS, 
5øS, 8øS in latitude and every 5 ø in longitude except when these 
points fall over land. These locations correspond to the same 
latitudes as the TOGA TAO grid in the Pacific. The zonal 
resolution corresponds to the resolution of the error grid. This 
run is referred to as the "HIGH DEN" data assimilation run. 

It is recognized that such a dense array may not be logistically 
feasible for a pilot monitoring array. Nonetheless, this is a best 
case scenario with which to assess the effectiveness of a less 

dense mooring configuration. 
The top panel of Plate 3 shows the correlation between the 

sea level from the "HIGH DEN" data assimilation run and the 

TOPEX/Poseidon gridded product. The results show a uni- 
formly high correlation throughout the equatorial waveguide, 
with values exceeding +0.9 in the region between 5øN and 5øS. 
Exceptions occur at the western boundary and the eastern 
boundary and off the northeast coast of South America. The 
low values at the western and eastern boundaries can be at- 

tributed to the fact that the model treats the boundaries in a 

very simple manner. The negative correlation at the equatorial 
western boundary may also be associated with the quality of 
the TOPEX/Poseidon data affected by the poor performance 
of the tide model in the shallow seas off the Amazon basin. 

The narrow region of low correlation near 3øS stretching from 
about 32øW to about 22øW is a region of low signal amplitude 
(see Plate 1), where the magnitude of the TOPEX/Poseidon 
sea level variability falls below the observational error. The 
corresponding region in the lower panel shows that the RMS 
difference between the output of the assimilation run and the 
data was less than the observation error in this region. 

The bottom panel of Plate 3 shows a map of the RMS 
differences between sea level from the "HIGH DEN" data 

assimilation run and the TOPEX/Poseidon gridded product. 
Between 5øN and 5øS the RMS difference generally is less than 
2 cm. It is interesting to note that the observational error for 

the Kalman filter process was assigned to be 3 cm. If the model 
results were simply replaced with TOPEX/Poseidon observa- 
tions, the RMS error would be greater than or equal to 3 cm 
(the prescribed observational error). The fact that the RMS is 
less than 2 cm shows that the model is adjusting the dynamics 
of the system to fit the observations. On the other hand, errors 
are still high in the region of the Countercurrent ridge system 
(45øW-30øW, 3øN-7øN). Some of the dynamics of the system 
cannot be adequately handled given the resolution of the data 
assimilation scheme or the restrictive assumptions in the error 
model. Amplitude problems persist in the far eastern and west- 
ern part of the basin due to failures in the model boundary 
scheme and problems with the TOPEX/Poseidon data near the 
Amazon basin. 

The next question to be addressed is, What are the conse- 
quences of decreasing the number of moorings. To address this 
question, a series of experiments was performed in which data 
from a successively smaller number of synthetic mooring lines 
were assimilated. These mooring lines were equally spaced in 
the zonal direction. Each mooring line consisted of seven 
moorings at a fixed longitude. For example, a data assimilation 
experiment was completed where the basin was divided into 12 
equal portions (i.e., the "HIGH DEN" run: 5 ø zonal resolution 
and 11 moorings lines). Then the basin was divided into 11 
equal parts (i.e., 5.45 ø zonal resolution) by placing simulated 
mooring lines at 45øW, 39øW, 34øW, 28øW, 23øW, 17øW, 12øW, 
6øW, iøE, and 5øE. This process continued until only one line 
was centered at 20øW, the center of the model basin. 

For each of these runs, correlation coefficients of the model 
run with the TOPEX/Poseidon data and RMS differences be- 

tween the model output and the TOPEX/Poseidon data are 
calculated. Area-averaged correlation for each of these exper- 
iments versus the TOPEX/Poseidon gridded product are pre- 
sented in the top panel of Figure 2 along with the zero- 
mooring line case (i.e., the "NO ASSIM" run). The three lines 
in this figure correspond to the average of all the correlation 
coefficients for the area encompassing all longitudes between 
_+3 ø, +6 ø and +9 ø for the dotted, dashed and solid curves, 
respectively. As expected, assimilating more data improves the 
correlation to a certain extent. For the +3 ø area average this 
improvement rises steeply at first from +0.45 for no lines to 
+0.63 for one line. This trend increases steadily until the im- 
provement levels off at between five (correlation, +0.79) and 
nine (correlation, +0.83) mooring lines. The distance between 
mooring lines corresponds to roughly 10 ø to 6 ø separation, 
which matches one half the expected decorrelation scale at the 
equator in the Pacific [Kessler et al., 1996; Meyers et al., 1979] as 
determined from TOGA TAO and XBT observations, respec- 
tively. 

The bottom panel in Figure 2 is similar to the top panel, 
except that the quantity is the area-averaged RMS difference 
between the model runs and the TOPEX/Poseidon product. As 
the number of mooring lines increases, the RMS difference 
drops. For the "NO ASSIM" case, the area-averaged RMS for 
the area encompassed by +_3 ø is 3.9 cm. This value decreased 
to a minimum of 2.2 cm for the 11-mooring case (i.e., the 
"HIGH DEN" run). 

5.3. Assimilation of Data From Groups of Three Moorings 

The planning process for the PIRATA program envisioned 
resource and logistical limitations permitting an initial deploy- 
ment of only five moorings during the first year. Two of these 
moorings were earmarked to measure the interhemispheric 
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Plate 3. Model sea level from the "HIGH DEN" data assimilation run versus the gridded TOPEX/Poseidon 
product: (top) correlation coefficient; (bottom) RMS difference in centimeters. Solid circles represent the 66 
data assimilation locations. 

oscillations in SST well away from the equatorial waveguide. 
This paper seeks to determine the optimal configuration of the 
three remaining moorings intended to measure fluctuations in 
the subsurface thermal field of the equatorial Atlantic Ocean. 
It is expected that this initial deployment would evolve into a 
pilot array of 14 moorings in year 3 of the PIRATA plan. Initial 
emphasis would be placed on monitoring the equatorial 
waveguide with subsequent enhancements to include addi- 

tional sections to observe the off-equatorial meridional dipole 
variability. 

5.3.1. Three-mooring deployments along a meridian. A 
suite of experiments is performed beginning with a triad of 
simulated moorings in the equatorial Atlantic. This allows an 
examination of the question of optimal placement by choosing 
groups of three moorings at a time, assimilating data at each 
group of three, and comparing the result of the assimilation of 
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this restricted data set to the actual TOPEX/Poseidon data. In 

this suite of experiments, three moorings are placed in a north- 
south oriented line spanning the equatorial waveguide, one on 
the equator and the others at ___2 ø . The assumption was made 
from the beginning that resolving the equatorial meridional 
structure was desirable, and that logistically it would be easier 
to deploy a mooring along a single line of longitude. The 
results of placing a group of three moorings at successively 
different longitudes from 45øW to 5øE are shown in Table 1. 
The experiments with no assimilation ("NO ASSIM") and the 
high-density experiment ("HIGH DEN") are included for 
comparison. While the differences in correlations and RMS 
errors between any two choices of longitudes are certainly not 
significant, the consistent trends are unmistakable. Note that in 
the three-mooring experiments, the average correlation in- 
creases eastward from 45øW to 20øW (or 15øW depending on 
the domain over which the average is calculated), and then 
decreases as the array is moved toward the eastern boundary. 
The correlation for the +_3 ø area average rises from +0.47 for 
assimilation at 45øW to +0.66 at 20øW, while RMS error drops 
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Figure 2. Area-averaged statistics as a function of data den- 
sity in assimilation experiments. The abscissa corresponds to 
the number of equidistant meridional mooring lines assimi- 
lated across the model basin, decreasing to the right. The 
ordinate corresponds to (top) the average correlation and 
(bottom) RMS for the area between the latitudes indicated by 
the dotted line (+-3ø), the dashed line (+-6ø), and the solid line 
(+-9ø). The moorings were assimilated along meridians at +-8 ø, 
+-5 ø, +-2 ø and 0 ø. The zonal spacing between mooring lines and 
model boundaries corresponds to 5 ø for 11 lines ("HIGH 
DEN" run), 5.45 ø for 10, 6 ø for 9, 6.67 ø for 8, 7.5 ø for 7, 8.57 ø 
for 6, 10 ø for 5, 12 ø for 4, 15 ø for 3, 20 ø for 2, and 30 ø for 1. The 
zero line case corresponds to the results for the "NO ASSIM" 
run. 

Table 1. Area-averaged Correlation and RMS Values for 
the Gridded TOPEX/Poseidon Product Versus Each of the 

Suite of Experiments in Which Three Moorings (Located at 
2øN, 0 ø, 2øS) Are Assimilated Along Indicated Longitudes. 

Correlation (x 100) RMS, cm 
Longitude of 
Assimilation _+ 10 ø _+6 ø ___3 ø _ 10 ø _+6 ø _+3 ø 

45øW * 38. 42. 47. 3.7 3.8 3.7 
40øW * 40. 45. 53. 3.7 3.8 3.6 

35øW * 40. 46. 57. 3.7 3.7 3.5 

30øW * 42. 50. 63. 3.6? 3.6? 3.3? 
25øW * 43. 51. 66.? 3.6? 3.6? 3.3? 
20øW * 44. 52.? 66.? 3.6? 3.6? 3.4 
15øW * 45.? 52.I' 64. 3.6? 3.6? 3.4 
10øW * 43. 50. 58. 3.6? 3.7 3.5 
5øW * 42. 47. 54. 3.61. 3.7 3.6 
0øW * 42. 47. 54. 3.6? 3.7 3.6 
5øE * 41. 46. 50. 3.6? 3.7 3.7 
NO ASSIM 36. 40. 45. 3.8 3.9 3.9 
HIGH DEN 77. 81. 84. 2.4 2.3 2.2 

The results of the model without data assimilation ("NO ASSIM") 
and the "HIGH DEN" data assimilation runs are included for com- 

parison. 
* Assimilation at 2øN, equator, and 2øS. 
? Highest correlation/lowest RMS in column (excluding "NO AS- 

SIM" and "HIGH DEN" runs). 

from 3.7 cm to 3.4 cm. The correlation drops to +0.50 as the 
mooring lines are moved to the east to 5øE. 

Plate 4 shows the comparison of the TOPEX/Poseidon grid- 
ded product with the results of the best run in which data are 
assimilated at 2øN, 0 ø, 2øS and 20øW. (This run is referred to as 
the "3@20W" run). The top panel of Plate 4 indicates that 
correlation is high in the region where the data are assimilated. 
However, it is interesting to note that the high correlation 
(areas where correlation exceeds +0.8) extends downstream to 
the west within the Rossby waveguide. The Kelvin wave mech- 
anism carries information to the east, as is evident by the large 
correlation directly to the east of the moorings and by the high 
correlation between 20øW and 5øW. Compare the correlations 
of the "NO ASSIM" run (Plate 2) with those of the "3@20W" 
run. The entire region of poor correlation (i.e., correlation less 
than +0.2 in Plate 2) is eliminated by assimilating just three 
points at 20øW. The area-averaged correlation for the 3øN to 
3øS region improves dramatically from +0.45 for "NO ASSIM" 
run to +0.66 for "3@20W" run (see Table 1). In other 
words, the temporal signal within 3 ø of the equator is cor- 
rectly adjusted by assimilating at these three points. 

A map of the RMS differences between the "3@20W" run 
and the TOPEX/Poseidon gridded product is shown in the 
bottom panel of Plate 4. These results imply that the RMS 
error is greatly reduced at the assimilation site, but it cannot be 
concluded that significant amplitude information is passed far 
downstream. Areas of relatively high RMS error (i.e., RMS 
greater than 2 cm) exist throughout the equatorial band en- 
compassed by +3 ø except near the assimilation site. To sum- 
marize, assimilation of three simulated moorings at 20øW im- 
proves the temporal signal for most longitudes along the 
equator, but the amplitude of the signal is not significantly 
improved (3.9 cm for "NO ASSIM"; 3.4 cm for "3@20W") by 
assimilating at these limited number of sites. 

5.3.2. Three-mooring deployment anywhere in the tropical 
Atlantic. In the previous section an OSSE was performed by 
assuming that only three moorings would be deployed and that 
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Plate 4. Model sea level from the "3@20W" run (2øN, 0 ø, 2øS, and 20øW) versus the gridded TOPEX/ 
Poseidon product: (top) correlation value in tenths; (bottom) RMS difference in centimeters. Solid circles 
represent data assimilation locations. 

all moorings would be along a single meridian. Because of the 
limited number of experiments (11), each of the array config- 
urations could be tested individually. The OSSE proceeded by 
cycling through 11 successive placements of the mooring lines 
at 5 ø zonal spacings, and the utility of each set was judged 
through the use of average correlation and RMS values. Now 
the requirement that all three moorings lie along a single 
meridian is discarded, and any three points within the set 

defined by the "HIGH DEN" array can be chosen as the 
optimal set. Because of the large number of possible combi- 
nations (13,244), a theoretical approach to choosing the opti- 
mal mooring locations must be sought. 

In earlier work, Bennett [1990, 1992] addressed a similar 
problem in the tropical Pacific by attempting to determine the 
location of optimal ship tracks. Although his method employed 
a different type of data assimilation technique (namely, 
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smoother-representer), we attempted to duplicate his method- 
ology to determine the optimal points. First, an attempt was 
made to eliminate superfluous points by using singular value 
decomposition (SVD) analysis, and then a perspective plot was 
created which showed each observation's contribution to each 

eigenvector [see Bennett, 1990, Figure 7]. This technique did 
not implicate any observation as being superfluous. 

For the current problem the SVD analysis showed that there 
were 17 independent degrees of freedom in the data. This 
means that only the first 17 of the eigenvalues of the matrix 
HPrH r (H is the linear transformation which relates the state 
variables to the observed sea level at the 66 "HIGH DEN" 

sites; see also notation of Cane et al. [1996]) indicated model 
errors with greater variance than the assumed observation 
noise variance of 9 cm 2. In this case, however, there is no 
systematic way of choosing 17 observations and discarding the 
rest from the dense array. Mcintosh [1987] tried a similar 
strategy and found that there were 4 independent degrees of 
freedom out of an array of 24 tide gauges. He chose an array 
of four instruments by "determining which 4 x 4 matrix com- 
prising four rows and the corresponding columns" of the ma- 
trix in question had the smallest condition number. He con- 
cluded that there is no guarantee that any four-element subset 
of the original array exists which contains all of the information 
in the full array. Perhaps the particular situation addressed in 
this paper would have allowed a reasonably clear choice of a 
17-element subset of the original dense observation array, but 
since an array of only three measurements is sought, it is 
unlikely that this exact procedure could distinguish the best 
three among all of the possibilities. Therefore a linear least 
squares regression technique was decided upon to choose the 
best three locations from the candidates which make up the 
original high-density array ("HIGH DEN"). 

The assumption is made that part of the initial PIRATA 
deployment will consist of three moorings to be deployed at 
any of the 44 points within ___5 ø and between 40øW and 0øW at 
the locations defined by the "HIGH DEN" array (known as 
inner points). In order to choose which three moorings from 
the original simulation are the best choice, a multivariate least 
squares regression based on the assumption that the innova- 
tions (i.e., the components of the vector of observed minus 
modeled sea level) are linear functions of the error at any three 
selected points. From the fundamental Kalman filter equa- 
tions, innovations are random variables with mean zero and a 
covariance of HPfH r + R. Therefore HPfH r contains all the 

information necessary for regression analysis. Specifically, the 
method is performed in the following way: The forecast error 
covariances for all 66 points that make up the "HIGH DEN" 
array are saved into a 66 x 66 square matrix. This error matrix 
is subsampled for three points out of the inner 44 points, 
leaving a 3 x 3 submatrix of HPfH r. Using this submatrix, we 
systematically predicted the values for each of the remaining 
63 moorings (i.e., 66 total moorings minus three points) using 
ordinary multivariate least squares liner regression. The coef- 
ficients which define the linear functions are saved, and an 
average value for the explained variance is calculated from all 
of the 63 realizations. Next, this process is repeated for all 
possible combinations of three points out of the 44 inner 
points. This leaves a total of 13,244 values of average explained 
variance. Once this process is completed, the three points 
which correspond to the highest average explained variance 
are the points which are considered to be optimal. The validity 
of this process depends on the assumption that HP•'H r is a 
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Figure 3. Contour plot of explained variance for "NO AS- 
SIM" run. At each of the locations marked by open circles, the 
percentage of explained variance is defined by least squares 
regression using the points at 35øW, 20øW, 10øW, and the 
equator as a basis (solid circles). Quantity contoured is 100 
times the percentage of explained variance. The error covari- 
ance is the equilibrium forecast error covariance for the case 
with no assimilation. 

good estimate of the covariance of the difference between the 
model estimate of the observed quantities and the observed 
quantities themselves. With this relatively short time series, 
detailed agreement between the variances of the differences 
between the model output, the TOPEX observations and the 
prior estimates of those variances would not be expected, even 
if all of our statistical models were perfect. In this case the 
comparisons between the bottom panels of Plates 2 and 3 and 
the maps generated from the corresponding prior estimates 
(not shown) indicate a close resemblance. 

After systematically applying this linear least squares regres- 
sion approach to all 13,422 combinations of three points out of 
the inner 44 locations, we found that the best choice is to place 
three moorings on the equator at 35øW, 20øW, and 10øW. The 
result that these points are located on the equator is not sur- 
prising because of the efficiency of propagation of information 
by equatorial waves. The zonal spacing between points is also 
not surprising, since this configuration effectively "spans" the 
equatorial waveguide. The method of determining optimal 
points serves the current purpose since the basin-scale features 
are precisely the phenomena of greatest interest in this study. 
The optimal points are located at 35øW, 20øW and 10øW at the 
equator, are chosen in an objective manner, and correspond to 
the locations that have the highest area-averaged explained 
variance. 

A map of the percentages of the error variance explained by 
moorings at these three locations is shown in Figure 3. This 
figure shows that the errors at the three optimal mooring sites 
explain more than 60% of the error variance over much of the 
waveguide from 40øW to 5øW, within 2 ø of the equator. The 
efficiency of transmission of information along the waveguide 
is indicated by the zonally oriented isolines of explained vari- 
ance. Performance outside the waveguide is relatively poor due 
to the decreased efficiency of transmission of information by 
equatorial waves, with the consequence of increasing the rel- 
ative importance of local forcing and hence decreasing of deco- 
rrelation scales away from the equator. 

A data assimilation experiment is carried out using the three 
optimal points determined by the linear regression process 
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Plate 5. Model sea level results from the "3OPT" run (35øW, 20øW, 10øW, and equator) versus the gridded 
TOPEX/Poseidon product: (top) correlation value in tenths; (bottom) RMS difference in centimeters. Solid 
circles represent data assimilation locations. Area averaged correlations correspond to +0.67, +0.53, +0.45 
and RMS error averages equal to 3.3 cm, 3.6 cm and 3.6 cm for the areas between _+3 ø, +_6 ø, and _+10 ø, 
respectively. (These numbers can be directly compared to those found in Table 1.) 

described above. This run is designated as the "3OPT" run. 
The results of the correlation of sea level from this data as- 

similation run with the TOPEX/Poseidon gridded product is 
presented in Plate 5. This experiment indicates an overall in- 
creased correlation in the equatorial waveguide with respect to 
the "NO ASSIM" run (see Plate 2). Generally, correlations 
exceed +0.7 within _+2 ø of the equator except in the far west- 

ern part of the basin, where the tide model is known to have 
problems. Values exceed +0.9 near the assimilation points at 
35øW and 10øW. Even though correlations are higher near the 
20øW assimilation point than in the "NO ASSIM" run, the 
meridional influence of assimilation is not as extensive as at the 

other two points. The off-equatorial signal does not appear to 
be modified to a great extent, since correlations drop below 
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+0.4 at points 3 ø from the equator. When compared with the 
results of the "3@20W" run (Plate 4), assimilation of two 
points off the equator (i.e., 2øN and 2øS) causes a clear mod- 
ification of the signal contained in the Rossby waveguide (i.e., 
poleward of the range of influence of the Kelvin waves) at 
20øW and to the west. In the case of the "3OPT" run, no data 
are assimilated off the equator, and there is little evidence of 
Rossby wave modification. Therefore a mooring array would 
need off-equatorial moorings to establish the Rossby wave 
signal. 

The high correlation along the equatorial waveguide indi- 
cates improvement in the temporal signal using the "3OPT" 
assimilation points. However, unlike the "3@20W" run, the 
bottom panel of Plate 5 shows a reduction in the RMS differ- 
ence between the TOPEX data and the reconstructed sea level 

to the west and east away from the data assimilation points. 
The RMS error is not only smaller at the assimilation locations 
(as was the case for the "3@20W" run), but it is smaller 
throughout the waveguide (not true for the "3@20W" run) 
since the three equatorial observations and the corresponding 
decorrelation "box" surrounding each point cover more of the 
equatorial band. The RMS differences between the recon- 
structed and observed surface height fields are smaller than 2.5 
cm along the equator for most of the basin, excluding only the 
areas which are tainted by boundary effects. Thus this data 
assimilation run validates the work done with the linear regres- 
sion optimization. The "3OPT" run is better than the 
"3@20W" for the purpose of this paper due to the improve- 
ment in the RMS deviation of the reconstructed field versus 

the observed surface height anomaly field. 

5.4. Assimilation of Data at Proposed PIRATA Mooring Sites 

With the results of the "3OPT" run in hand, the PIRATA 
Science Working Group adopted three equatorial sites (30øW, 
20øW and 10øW) for part of their proposed initial configuration 
of the mooring array. Additional off-equatorial sites at 15øN, 
30øW and 8øS, 10øW complete the initial array configuration. 
The off-equatorial points were added in the PIRATA plan to 
observe the north-south interhemispheric oscillation in SST, 
which is so important for Brazilian Nordeste rainfall predic- 
tion, for example. The experiment which assimilates the sea 
level data from the five locations of the initial PIRATA array 
is known as the "PIRATA BEG" run. 

Maps of the correlation and RMS error fields from the 
"PIRATA BEG" run are shown in Plate 6. Close examination 

of this plate and the corresponding plate for the "3OPT" run 
(Plate 5) shows little difference between the two. However, 
some differences are worth noting. The effect of the additional 
points at 15øN, 30øW and at 8øS, 10øW mostly shows up in the 
two RMS error plots. Regions of reduced RMS error (less than 
2 cm) stretch from the southern point in the PIRATA run, 
whereas this feature is missing from the "3OPT" run. The 
differences between the two runs near the northern assimila- 

tion point are less evident. This may be due to the weak signal 
amplitude in the TOPEX/Poseidon data in this region (see 
Plate 1). 

The final proposed configuration of the PIRATA array will 
include 14 moorings. In addition to the equatorial moorings 
and the mooring at 15øN, the mooring line along 30øW will be 
filled in with moorings at 2øS, 2øN, 5øN and 10øN. The mooring 
line along 10øW will also be expanded from the initial moorings 
at the equator and at 8øS. Moorings will be placed at 2øS, 2øN, 
and 5øS. Additional moorings will be located along the equator 

at 35øW and 0øW to help define the temporal and spatial 
signals and to measure large-scale ocean dynamics. The point 
at 35øW corresponds to the westernmost optimal point from 
the analysis described in section 5.3.2 and also corresponds to 
a maximum in the interannual variability in the wind stress (J. 
Servain, personal communication, 1996). The locations of the 
proposed ending PIRATA array moorings sites are defined by 
the solid circles in Plate 7. 

The results of data assimilation of TOPEX/Poseidon data at 

the final PIRATA sites are presented in Plate 7. This run is 
known as the "PIRATA FIN" run. The top panel shows the 
correlation with the TOPEX/Poseidon data. The improvement 
over the "PIRATA BEG" (Plate 6) is dramatic. The areas of 
highest correlation (i.e., areas that exceed +0.90) expand in 
both the zonal and meridional directions with respect to the 
"PIRATA BEG" run due to the increased number of data 

assimilation sites. The average correlation for the region en- 
compassed by _+3 ø increases from +0.69 to +0.76. Throughout 
the entire waveguide the correlation exceeds +0.70 (with the 
continuing exception of the area west of 45øW due to known 
problems with the tide models). Assimilation at the northern 
moorings along the 30øW line contributes slightly to increasing 
the correlation to the west of the mooring sites where Rossby 
waves carry the temporal signal. The same is true for the 
southern moorings at 10øW. 

The RMS differences between TOPEX/Poseidon and the 

"PIRATA FIN" run are presented in the bottom panel of Plate 
7. Increasing the number of data assimilation points in the 
"PIRATA FIN" run results in smaller RMS deviations from 

the observed field than those found in the "PIRATA BEG" 

run. In particular, the average RMS deviation from observa- 
tion drops from 3.3 cm to 2.9 cm for the region encompassed 
by _+3 ø. Plate 7 shows that the entire area along the equator 
between the east and west mooring sites has RMS error less 
than 2 cm. Adding assimilated data at 5øN, 10øN, and 30øW 
improves the RMS to the west somewhat, but the effect of 
assimilating data at these mooring locations does little to re- 
duce the high RMS error found between 0øN and 10øN and 
between 50øW and 35øW. 

6. Estimates of Added Value of Data 

From the Proposed Moored Array 
Over Existing Observations 

Any proper approach to performing an OSSE for a pro- 
posed monitoring system should take into account relevant 
existing observations. In order to assess the contribution of the 
PIRATA array over and above that obtained from other data 
sources, two additional data assimilation runs are compared. In 
the first run, the influence of XBT observations is simulated by 
assimilating TOPEX/Poseidon data at actual XBT locations. 
Actual XBT locations are derived using the quality-controlled 
XBT data set from the Coupled Model Project at the National 
Centers for Environmental Prediction. The number of actual 

XBT locations used for assimilation varies from a high of 106 
points in January 1995 to a low of 18 points in June 1993. In 
contrast to other experiments discussed so far in this paper, the 
TOPEX/Poseidon data are subsampled for the middle 10 day 
period for a month. This is done to add a higher-frequency 
signal to the solution and is representative of the time it takes 
a ship of opportunity to transit the tropical Atlantic Ocean. 
The XBT locations that are included fall between the tenth 

and twentieth of each month. This experiment is known as the 
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Plate 6. Model sea level results for assimilation at the initial proposed PIRATA array ("PIRATA BEG") 
versus the gridded TOPEX/Poseidon product: (top) correlation value in tenths; (bottom) RMS difference in 
centimeters. Solid circles represent data assimilation locations. Area-averaged correlations correspond to 
+0.69, +0.54, and +0.48, and RMS error averages equal 3.3 cm, 3.6 cm and 3.5 cm for the areas encompassed 
by _+3 ø, _+6 ø, and _+10 ø, respectively. (These numbers can be directly compared to those found in Table 1.) 

"XBT" run. Another difference with these runs is that the 

forecast error covariance is left to evolve beyond the first year 
throughout the run. This is necessary because XBT coverage is 
episodic in nature. In other words, a ship may travel through a 
region and the data assimilation scheme adjusts the dynamics 
at that location. However, as soon as the ship leaves the area, 
the error grows relatively rapidly until it reaches the level of 

error that would result from having no observations in that 
region. In this way, the model can be said to "forget" the effect 
of data assimilation. In the second run, TOPEX/Poseidon data 
subsampled at XBT locations are assimilated as in the "XBT" 
run, and, in addition to these data, the monthly mean TOPEX/ 
Poseidon data are assimilated at the locations corresponding 
to the final PIRATA array locations, as in the "PIRATA FIN" 
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Plate 7. Model sea level results for assimilation at the final proposed PIRATA array ("PIRATA FIN") 
versus the gridded TOPEX/Poseidon product: (top) correlation value in tenths; (bottom) RMS difference in 
centimeters. Solid circles represent data assimilation locations. Area-averaged correlations correspond to 
+0.76, +0.61, and +0.53 and RMS error averages equal to 2.9 cm, 3.3 cm and 3.3 cm for the areas 
encompassed by _+3 ø, _+6 ø, and _+ 10 ø, respectively. (These numbers can be directly compared to those found 
in Table 1.) 

run. This run is known as the "XBT+PIRATA FIN" run. 

Correlation and RMS differences between the "XBT" and 

"XBT+PIRATA FIN" are presented in Plate 8 in order to 
show how the PIRATA array might contribute to observing the 
oceanic structure over and above existing in situ observations. 

Any relatively large differences between the "XBT" and the 

"XBT+ PIRATA FIN" runs can be explained by the contribu- 
tion of the "PIRATA FIN" points. The only difference be- 
tween these two runs is assimilation of data at the 14 PIRATA 

mooring locations. Plate 8 shows the relationship between the 
"XBT" run and the "XBT+ PIRATA FIN" run. A correlation 

of + 1.0 would indicate no contribution of the "PIRATA FIN" 
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Plate 8. Model sea level results for assimilation at the XBT locations ("XBT") versus the run where both 
XBT locations and also the final PIRATA array locations are assimilated ("XBT+PIRATA FIN"): (top) 
correlation value with contours of +0.02; (bottom) RMS difference in tenths of centimeters. Note that the 
color scales for these plots go from +0.7 to + 1.0 for the correlation panel and 0.0 to 1.6 cm for the RMS panel, 
unlike previous plots. Black circles represent data assimilation locations for the PIRATA final array config- 
uration. Size and location of the white dots define XBT data coverage. Smallest white dot denotes a model grid 
point which assimilates data for 4 months; the largest white dot corresponds to a point where 13 months of 
data are assimilated. Area-averaged correlations correspond to +0.94, +0.95, and +0.96 and RMS error 
averages equal 0.9 cm, 0.9 cm, and 0.8 cm for the areas encompassed by _+3 ø, _+6 ø, and _+ 10 ø, respectively. 
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points (i.e., the "XBT" run equals the "XBT+PIRATA FIN" 
run). Therefore the lower the correlation, the bigger the im- 
pact of the PIRATA points. The top panel of Plate 8 shows the 
correlation between these two runs and serves to highlight the 
contribution of the PIRATA data assimilation points. Here the 
range for the correlation coefficient has been changed to +0.7 
to + 1.0. Areas where the correlation drops below +0.94 indi- 
cate regions where assimilation at the PIRATA moorings has 
the biggest impact. This plate shows low correlation can be 
found within _+2 ø of the equator between 35øW and 5øW and in 
regions west of the off-equatorial PIRATA locations at 30øW 
and at 10øW. The biggest effect of assimilation of the TOPEX/ 
Poseidon data at the PIRATA locations can be seen between 

30øW, 2øS and 20øW, equator where the correlation drops 
below +0.82. The conclusion of section 5.3.1 and the results of 

Table 1 also point out the importance of the mooring sites 
along the equator between 20øW and 30øW. Relatively high 
(+0.96) correlation near the moorings at 2øN, 5øN, and 30øW 
can be explained by the fact that ships frequent this area when 
traveling the Europe to Brazil line. Large white circles in Plate 
8 stretching from the Brazilian coast toward Europe define the 
World Ocean Circulation Experiment (WOCE) designated 
XBT line, AXil. Correlation coefficients to the west of 35øW 
and to the east of Greenwich meridian generally exceed the 
+0.98 level. 

In the bottom panel of Plate 8, the RMS differences between 
sea level from the "XBT" run and the "XBT+ PIRATA FIN" 

run are presented. A similar argument can be made for RMS 
as for the correlation. If the "PIRATA FIN" points had no 
impact, the "XBT" run would equal the "XBT+PIRATA 
FIN" run and the RMS difference would be zero. Therefore 

areas of high RMS difference correspond to regions where the 
"PIRATA FIN" points have the most influence. Note that the 
scale differs for this plot and ranges from 0.0 cm to 1.6 cm. 
Relatively large differences (RMS values exceeding 1.1 cm) 
can be seen throughout the equatorial waveguide between 
35øW and Greenwich meridian where the PIRATA moorings 
are located. Another area exceeding 1.1 cm can be found to the 
west of the 10øN, 15øN, and 30øW PIRATA mooring locations. 
Assimilation at 5øN, 30øW and at 10øN, 30øW has little influ- 
ence in the zonal band between these two latitudes. High 
seasonal variability and frequent sampling by the XBT data in 
this region serve to limit the incremental effectiveness of the 
PIRATA mooring assimilation. Outside of the waveguide en- 
compassed by the PIRATA mooring sites, RMS deviations are 
small (values less than 0.6 cm) due to the remoteness of the 
assimilation sites relative to local decorrelation scales. Excep- 
tions occur at the northeast and southeast boundaries of the 

grid, where high RMS values are caused by spurious boundary 
effects related to the assimilation procedure. 

XBT observations in the tropical Atlantic are sporadic, and 
their numbers are highly variable. Vast areas of the ocean 
remain unsampled by volunteer observing ships, particularly 
near the equator, where wave dynamics play an important role 
in interannual and seasonal variability. The continuous data 
assimilation afforded by the regular series of observations at 
the PIRATA moorings allows the model to be anchored to the 
observed signal, especially in the equatorial waveguide. This 
shows the importance of having a permanent mooring array 
providing consistent time series located in the tropical Atlantic 
Ocean. 

7. Summary 
In this paper a series of aSSEs are presented in which 

optimal locations for a proposed monitoring array in the trop- 
ical Atlantic Ocean are identified. A reduced-space Kalman 
filter technique is used to combine data with a simple linear 
model for the tropical Atlantic. One important aspect of this 
study is that these aSSEs assimilate TOPEX/Poseidon data at 
a restricted number of locations in an attempt to reconstruct 
the complete field of observed sea level from the subsampled 
altimetry data. Most aSSEs take an identical twin approach: A 
synthetic data set is subsampled according to an observing 
plan, and the subsampled data are then used to reconstruct the 
full synthetic data set. The current study uses real TOPEX/ 
Poseidon data because the unprecedented accuracy and exten- 
sive coverage of this data set allows us to avoid the question of 
how well a model-generated synthetic data set reproduces the 
real ocean. 

Another important aspect of this study is the way the fore- 
cast error covariance is utilized to determine the optimal lo- 
cations of moorings in the tropical Atlantic. Within the context 
of the Kalman filter, the forecast error covariance (HPfH T, 
where W is the model error covariance and H is the matrix 

which maps the model state vector to the sea surface height at 
the 66 "HIGH DEN" locations) contains the optimal filter for 
the solution of the placement problem. Operating under the 
assumption that the three points that do the best job of ex- 
plaining the differences between prediction and observation at 
the other 63 points of the "HIGH DEN" array should be 
optimal points for assimilation, an experiment was performed 
in which all groups of three moorings from the "HIGH DEN" 
mooring locations are systematically tested. Performance was 
evaluated according to the criterion that three points are op- 
timal if they explain the highest average variance for the other 
63 mooring locations. This is similar in spirit to the approach of 
Mcintosh [1987] and Banh [1992] in which locations were cho- 
sen to provide the greatest amount of independent data. Re- 
sults of this experiment show that the best choice is to place 
three moorings on the equator at 35øW, 20øW, and 10øW. The 
process described in this study can be simply applied to any data 
assimilation technique that keeps track of the error structure. 

Using the results of the current study, the PIRATA Science 
Working Group adopted three equatorial sites (30øW, 20øW, 
and 10øW) for their proposed initial configuration of the moor- 
ing array. This marks the first time that OSSEs which incor- 
porate dynamical models have been used to optimize exact 
mooring locations prior to deployment of a major mooring 
array in the tropics. The technique employed in this study has 
implications for future OSSEs because it is general enough to 
apply to any experiment design. 

Much information has been gained on the dynamics of the 
tropical Atlantic through analysis of recently available altim- 
etric data [Katz et al., 1995; Canon., 1989; Arnault and Cheney, 
1994]. However, there exist very few in situ observations for the 
tropical Atlantic. For example, during a typical month, only 
eight tide gauge stations report sea level and 54 XBTs are 
dropped to observe subsurface temperature for the entire trop- 
ical Atlantic between 30øN and 30øS. Very few of these obser- 
vations are taken within the equatorial waveguide where 
changes in the upper ocean thermal structure signal large-scale 
variability which is similar to the ENSO phenomenon in the 
Pacific. Therefore it is important to establish an observation 
system which can continuously monitor changes in the large- 
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scale equatorial signal without relying on altimeter data. The 
proposed PIRATA array is intended to supplement the pres- 
ently sparse in situ observing system and altimetry in the trop- 
ical Atlantic by monitoring the changes in the subsurface ther- 
mal structure along the equator. Not only will the array 
monitor the large-scale dynamic topography changes across 
the Atlantic, but it also has been designed to measure variables 
critical for the understanding of the coupling of the ocean and 
atmosphere, namely, surface winds, SST, and surface heat 
fluxes which are important for studying climate fluctuations in 
the region and are not measured directly by altimeters, per se. 
The present study has focused on a monitoring strategy for the 
basin-scale dynamics responding to surface wind forcing. Al- 
though analysis of SST was beyond the scope of this paper, 
subsequent design experiments will utilize a nonlinear primi- 
tive equation model that reasonably simulates tropical Atlantic 
SST. This will permit follow-on OSSEs to be performed that will 
consider the optimal sampling of the thermodynamic forcings. 
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