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Chapter 1: Introduction

Indoor localization is a process that aims to determine the location of a device or

user in an indoor setting or environment. In the past few decades, the demand for indoor

positioning technologies has rapidly increased, mainly in industrial settings and wireless

sensor networks. However, due to the limitations of complex indoor environments, most

popular positioning technologies used outdoors such as GPS cannot fulfill the require-

ments due to the lack of signals and obstacles that cause multipath effects. Since the

last decade, there has been a significant scale proliferation of smartphones and wearable

devices that are capable of communications; each of these devices can be treated as a sig-

nal source that continuously generates electromagnetic waves. Since the electromagnetic

wave has a good penetration property against most of the materials in typical indoor

environments, it is a good candidate for indoor positioning.

By following this idea, a localization system that is capable of indoor settings and

environments based on direction of arrival (DOA) approach is proposed in this thesis.

The basic idea of the proposed system is to use a beamforming DOA estimation method

to extract signal strength from different arriving angles and find the strongest direction

that indicates the direct path of the signal. With two or more antenna arrays placed at

different locations, the coordinates of the target can be calculated by using geometry. The

proposed system has several advantages: compact size, high accuracy, less computation,

and the ability to ‘see’ through obstacles.

1.1 Background

Positioning technologies can be separated into two categories: indoor and outdoor

localization. Common outdoor positioning includes GPS in North America and Galileo

in Europe. However, due to the complexity of indoor environments such as obstacles

and reflective materials, these technologies cannot be used since the reference signal is

corrupted by multipath effects and satellite signals could be too weak. For this reason,

indoor localization has become a challenging problem. To solve this problem, various
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techniques have been proposed in the past, including but not limited to radio frequency

signals [1–10], magnetic variation, inertial sensors, images, and laser. Till now, no tech-

nology has become dominant in this area.

1.2 Literature Review

Indoor localization technologies have been investigated for the past few decades, but

none of them is dominating. Accurate indoor localization is challenging because the

properties of indoor environments are extremely complex.

• Limited area: Indoor environments are defined as spaces inside buildings, such

as rooms or halls. These spaces are surrounded by building materials that can

adequately reflect and block common signals, including but not limited to radio

waves, infrared, and sound waves. All these reflections will cause the multipath

effect and rapidly degrade the performance of existing localization technologies

that show high accuracy in the outdoor environment [11].

• Obstacles: Within an indoor environment, it is inevitable to have numerous ob-

jects exist. Since indoor localization technologies are aimed to track small objects

in indoor environments, these obstacles can cover and hide a target object within

or behind them. This makes some localization technologies that depend on the

Line-of-Sight (LOS) path unable to work.

For a localization system used for indoor environments,there are some requirements

that technologies should fulfill in order to become a dominant in this area:

• Size: As discussed above, indoor environments are limited in size. This requires

any system that attempts to perform localization to have a compact size that will

not interfere with the functionality of the environment itself

• Latency: For indoor environment localization, it is important to have the ability to

track moving objects in real-time. This requires technologies to not be computation

consuming.

Because of all these limitations and requirements, although a few techniques have claimed

the ability to solve the indoor localization problem [12], it is still not sufficient to be-
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come dominant in this area. In this section, some commonly used technologies will be

introduced, including the working theory, advantages, and disadvantages.

1.3 Visible Light Localization

Visible light-based localization systems such as visible LED lights based indoor po-

sitioning system [13] use light sensors to detect the location of objects. The advantage

of visible light is that it can provide high accuracy. However, the visible light-based

system performance is limited in indoor environments since obstacles can block visible

light. Therefore, non-line-of-sight (NLOS) devices will not be detected.

1.4 RFID

Radiofrequency identification (RFID) is a conventional tracking technology that can

be employed for indoor localization applications [14,15]. An RFID-based system consists

of a reader that communicates with tags. Readers receive data from tags that are pre-

defined by protocol. There are mainly two types of RFID systems: passive and active.

An active RFID system requires tags to connect to the power source to transmit data

continuously. The effective range for the system can go up to a hundred meters between

tag and reader. However, the accuracy that system can provide is not sufficient for

indoor localization purposes. Passive RFID systems can operate without a battery and

provide high accuracy. However, the effective range is limited (1-2m), making the system

not the right candidate for indoor localization purposes.

1.5 Received Signal Strength Indicator (RSSI)

Received signal strength (RSS) based localization technologies [16–18] are conven-

tional and straightforward methods for indoor localization. The RSS is the actual signal

power that is received by the receiver. Usually, RSS is measured in decibel milliwatts

(dBm) or milliwatts (mW). RSS can indicate the distance between the signal transmitter

(Tx) and receiver (RX). Higher RSS means the distance between TX and RX is small.

The accurate distance between TX and RX can be calculated using several different

propagation models given a known transmission power or a known RSS at a reference
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point. RSSI is the RSS indicator, a relative measurement of RSS usually defined by de-

vice manufacturers. With RSSI and the signal propagation path loss model, the distance

between TX and RX can be calculated from (1.1) as

RSSI = P0 − 10n log10

(
d

d0

)
(1.1)

where d is the distance of the device from the receiver,p0 is the received power at reference

distance d0, and n is the path loss component. RSSI-based localization systems usually

require at least three reference points to compute the TX location by using geometry or

trigonometry. Although the RSSI-based system is simple and lower in complexity and

cost, it comes at the expense of poor accuracy. Especially in Non-line-of-sight scenarios,

the performance of RSS based systems will be rapidly degraded due to additional signal

attenuation caused by propagation through large obstacles such as walls and severe

signal interference such as multipath fading effect and indoor noise. Some filters and

mechanisms can be applied to mitigate these effects. However, it will come at the

expense of using complex algorithms.

1.6 Fingerprinting

Fingerprinting based localization systems usually require environment research to

acquire fingerprints of the space where the system is deployed. Initially, the fingerprints

for points in the environment are collected and stored in a database during the off-

line stage. After the system is deployed, the measurements at the on-line stage will be

compared with off-line measurements stored in the database to estimate the location of

the device. Usually, fingerprints use channel state information (CSI) or RSSI [19]. Several

methods and algorithms are available to match the measurement with the database; one

of the most common methods that use probability is discussed below [20].

Probabilistic methods rely on the likelihood that the user is at a location. Assume a

set of locations with n candidates is L = L1, L2, L3, ..., LN . For an RSSI value measured

as O, the location can be decided as Li if

P (Li|O) > P (Lj |O), for i, j = 1, 2, 3, ..., n (1.2)
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where i and j denote the different locations. Equation (1.2) shows that the device’s

location can be classified at Li if the possibility at i is higher than at any other location.

Although the fingerprinting based localization system is simple and requires less

computation, it usually comes at the expense of rapidly increasing the difficulty in system

set-up and maintenance.

1.7 Time of Arrival (TOA)

Time of arrival (TOA) or Time of Flight (TOF) based systems measure the signal

propagation time to calculate the distance between TX and RX. The distance between

TX and RX shown in Figure 1.1 can be calculated by multiplying TOA and the speed

of light [21, 22]. In most TOA systems, a minimum of three reference points is required

to calculate the device’s location using geometry.

Figure 1.1: TOA localization system

TOA-based localization systems require strict synchronization between TX and RX.

The key factors that can affect TOA-based systems’ accuracy are the sampling rate and

bandwidth of the transmitted signal. The resolution of TOA-based systems is defined

by bandwidth with Equation (1.3).

R =
c

2B
(1.3)

A low sampling rate reduces the accuracy of the system since the signal may arrive

between sampling intervals. Although Ultra-Wideband (UBW) technologies and high

sampling rates can help improve the accuracy of TOA based systems [3, 4, 23–30], there

is still significant localization error caused by the multipath effect when the system is
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used for indoor environments. This is because, in indoor environments, the obstacle on

the direct path will reflect the signal. As a result, the signal will go through a longer

path, causing the TOA to increase, which will significantly increase the distance between

TX and RX.

1.8 Time Different of Arrival (TDOA)

TDOA-based localization systems are an improved version of TOA-based methods.

Instead of exploiting the time of arrival, TDOA-based systems exploit the signal arrival

time difference between receivers. The TDOA measurements are converted to the phys-

ical distance difference of TX between two RX [31]. Then the location of the device can

be calculated using Equation (1.4)√
(x− x1)2 + (y − y1)2 −

√
(x− x3)2 + (y − y3)2 = c(t1 − t3) (1.4a)√

(x− x2)2 + (y − y2)2 −
√

(x− x3)2 + (y − y3)2 = c(t2 − t3) (1.4b)

Unlike the system based on TOA, TDOA doesn’t require the absolute propagation

time. In this case, the synchronization between transmitter and receiver is no longer

necessary [20]. Thus, compared to TOA-based systems, it is easier to deploy. However,

to measure the time difference between receivers, synchronizations between all receivers

are still required.

Figure 1.2: TDOA system
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1.8.1 Summary

Overall, the existing indoor localization technologies are not sufficient to fit all the

requirements; methods that have high accuracy come at the expense of high implemen-

tation difficulty. With low implementation difficulty methods, it usually comes at the

expense of low accuracy.

Method Advantages Disadvantages

Visible Light communica-
tion

High accuracy, easy to im-
plement

not suitable for NLOS sce-
nario

RFID
low implementation diffi-
culty,low cost,high accu-
racy

low effective range, must
be near reader

Received Signal Strength
Indicator(RSSI)

Easy implementation,low
cost

Low accuracy 5-10 meters

Fingerprinting
Easy to use,low system
complexity

high implementation diffi-
culty, need fingerprint data
in every possible location

Time of arrival
High accuracy(can go up
to centimetre level)

High cost,strict synchro-
nization required between
tag and receiver

Time difference of arrival
Does not require synchro-
nization between tags and
receiver,high accuracy

requires synchronization
between receivers

Table 1.1: Common methods pros and cons
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Chapter 2: Materials and Methods

2.1 Proposed Method

In this paper, a Direction of Arrival (DOA) based system is proposed. This method

searches the direction relative to the array to find where the signal source is located. The

advantage of DOA approaches compared with the time-based approaches is that since

the determination of DOA is based on phase differences between received signals from

different antennas, it does not require synchronization between receivers to calculate the

location of the object [20]. Also, DOA approaches can distinguish different signals, which

makes this a competitive candidate for indoor positioning applications.

2.1.1 Advantages Over Existing Works

An optimal solution to indoor localization would be accurate (i.e., decimeter-level

accuracy), easy to deploy (without requiring complex synchronization cables or power-

hungry hardware), and universal (works even in the presence of other RF-based commu-

nication devices). As such, the advantages of the proposed scheme for the application

are as follows:

• A DOA-based scheme does not require anchor-to-anchor synchronization, making

it easy to deploy;

• The technology requires fewer anchors to cover the same area as existing schemes,

making it considerably easier to maintain;

• It is highly accurate with 20MHz RF bandwidth (a small fraction of UWB signal

bandwidth), minimizing the potential for interference with other wireless commu-

nication hardware.



9

2.1.2 The Goal of the Proposed Method

The indoor localization system’s performance can be evaluated in three parts: ac-

curacy, latency, and size of the system. For accuracy, in past works, it varied from

decimeter level to meter level. However, typical indoor environments nowadays have a

size of around 5 to 10 meters. For this case, meter level error in indoor localization sys-

tems is not acceptable. Therefore, the proposed method should have accuracy at least

decimeter level (<100cm), ideally less than 20 centimeter. Since the proposed method

determines the angle at which signal arrives at the antenna array, the maximum error

then can be converted to an angle by using equation (2.1), assuming that the effective

range of the system is 5 meters.

max a = arctan
(a
c

)
= arctan

(
1

5

)
= 11.58◦ (2.1)

where a denotes the maximum error of the system, which should be less than 1 meter,

and c denotes the system’s effective range.Therefore,for the proposed method, the error

should not be higher than 11.58◦.

2.2 Theory

In this section, the proposed method will be introduced, which includes the physical

and mathematical models.

2.2.1 Direction of Arrival Estimation

DOA estimation is a specialized signal estimation technique that uses a phased an-

tenna array to distinguish the signal from different directions. The DOA estimation

system can be decomposed into three parts: signal source, receiver with an antenna ar-

ray, and signal parameter estimation. These three parts can also be separated into three

different stages: target, observation, and estimation stage.

• Target Stage is the stage when signal sources transmit signals. During this

stage, the complex environment creates unknown signal parameters for the DOA

estimation system.
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• Observation Stage is the stage that receives signals from the target stage. Be-

cause of the environment’s complexity, the received signal usually contains multiple

signal parameters such as arriving angle, distance, polarization, and some param-

eters from the environment, such as noise, interference, and miscellaneous waves.

• Estimation Stage is the stage when the DOA estimation technique is applied to

the signals from the observation stage. The signal parameters are extracted in this

stage. The estimation stage can be treated as a reconstruction of the target stage.

The accuracy of this stage is determined by multiple factors: the complexity of

the environment, difference between channels, and mutual coupling of the phased

array.

Figure 2.1: DOA estimation system structure
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2.2.2 Receiving Angle and Phase Change

The received signal at the receiver is a linear combination of multipath reflection

from different directions in free space. Each signal from a specific angle corresponds to

a phase shift. To see this, consider the signal received by a 1-D antenna array along the

x-axis. Each antenna is separated by distance D, as figure 2.2 shows.

Figure 2.2: Received signal phase change

The phase shift of the signal between the first antenna and the nth antenna corre-

sponds to the extra distance that signal traverses. Then there is a time delay between

received signals from the first antenna and the nth antenna which can be expressed as:

τ =
d sin θ

c
(2.2)

where d is the distance between antennas, θ is the incident angle of far field signal, and

c is the speed of light. Thus, the phase shift due to the time delay between antennas can

be obtained as

φ = ejwτ = ejw
d sin θ
c = e

j2πf d sin θ
λf (2.3)

where f is the central frequency of the signal and λ is the signal wavelength. Therefore,

for the narrowband signal, the phase shift between antennas is given as:

φ = ej2π
d sin θ
λ (2.4)
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In order to use the theory described above, the following assumptions are used:

• Point signal source. Assume that a point source is used as a signal source. When

looking from the array, the direction of the signal source is unique.

• Narrowband signal. This assumption ensures that all elements in the array can

receive signals at the same time.

• Array. The array is assumed to be placed at the far-field region of the signal source.

Then the radio wave received by the array can be considered as a plane wave. Also,

assuming the position of elements on the array is accurate, the gain and the phase

is consistent, it ensures that there is no error from the array

• Noise. Assuming there is no noise between array elements, the noise in the received

signal is Gaussian white noise, which is statistically independent.

Under these assumptions, the received signal model can be written as

x = As+ n (2.5)

Where x denotes the received signal from the receiver, A is the steering vector matrix

that indicates the signal phase difference between antennas, s is the source signal, and

n is the noise component Then this signal model can be written in matrix form
x1(t)T

x2(t)T

...

xN(t)T

 =
[
α(θ1) α(θ2) ... α(θD)

]

s1(t)T

s2(t)T

...

sN(t)T

 +


n1(t)T

n2(t)T

...

nN(t)T


2.2.3 Existing DOA Algorithms

In the past few decades, several DOA algorithms have been proposed and can be

distinguished into two categories: subspace methods and beamforming methods [32–

36].Subspace methods (i.e.MUSIC and ESPRIT algorithm) decompose signals into Eigen-

values and Eigenvectors [37–39]. By sorting Eigenvalues in decreasing order, the corre-

sponding Eigenvectors which have the largest eigenvalues will be the signal subspace.
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Thus, by reducing the noise, signal parameters such as direction of arrival can be ob-

tained. Beamforming methods(i.e. MVDR and Bartlett algorithm) are one technique

that applies weight factors on each element in the antenna array to create a specific

radiation pattern [40,41]; this will amplify signals from the desired direction and discard

signals from any other direction. After beamforming, the received signal y corresponding

to signal source x can be expressed as

y = wHx (2.6)

By selecting each weight factor w, the received signal y contains the signals from different

directions.

2.2.3.1 MUSIC

The Multiple Signal Classification(MUSIC) algorithm is a high-resolution DOA es-

timation technique published by Schmidt in 1977 [42]. It is capable of estimating the

signal’s direction of arrival and also the number of signals. This method decomposes

the received signal covariance matrix into signal and noise subspace. The direction of

the source can be calculated by steering vectors, which are orthogonal to noise subspace.

The mathematical model of the MUSIC algorithm can be described as below:

Assuming there are D signals received by an N element antenna array and D is the num-

ber of signal eigenvalues and eigenvectors, the number of noise eigenvalues and eigenvec-

tors is N −D.Assuming signal and noise are uncorrelated, the signal correlation matrix

is given by:

RXX = E
[
(AS +N)(AS +N)H

]
(2.7)

RXX = AE
[
SSH

]
AH + E

[
RNN

H
]

(2.8)

RXX = ARSSA
H +RNN (2.9)

where RNN is the noise correlation matrix, which is given by

RNN = δ2I (2.10)
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Therefore, the computed correlation matrix function along with noise is given as

= ARSSA
H + δ2I (2.11)

where A is a N ×D steering matrix, which is given by

A = [α(θ1),α(θ2), ...,α(θD)] (2.12)

RSS is a D ×D source signal correlation matrix, which is given by

RSS = [s1, s2, ..., sD] [s1, s2, ..., sD]T (2.13)

The correlation matrix function then can be decomposed and results in D Eigenval-

ues corresponding to signal subspace and N − D Eigenvalues that correspond to noise

subspace:

RXX = VSΛVS
H + VNΛVN

H (2.14)

Since the MUSIC algorithm found the orthogonality relationship between the source

victor α(θn) and noise subspaces, therefore,

αH(θn)VN = 0 (2.15)

The spatial spectrum of the signal PMUSIC then can be expressed as a function of θ

PMUSIC =
1

αH(θ)VNVN
Hα(θ)

(2.16)

2.2.3.2 ESPRIT

ESPRIT is short for the Estimation of Signal Parameters via Rotational Invariance

Technique, which was introduced by Richard Roy and Thomas Kailath in 1989 [43]. It is

another method based on subspace DOA estimation [44–48]. However, ESPRIT does not

require searching for all possible steering vectors to estimate DOA, which can rapidly

decrease computation and storage resources compared with the MUSIC algorithm by

requiring the antenna array to possess displacement invariance. The ESPRIT algorithm

is based on the rotational invariance property of the signal subspace. Unlike the MUSIC
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algorithm, in ESPRIT, the antenna array is decomposed into several sub-arrays as shown

in figure 2.3. Consider there is M element antenna array which is divided into two sub-

Figure 2.3: Sub-array decomposition

arrays by distance ∆, each sub-array contains M − 1 elements. Assume there are d

far-field incoherent signals received by the array. Signals induced on each sub-array are

defined as

X1 = A1S +N (2.17)

X2 = A2S +N (2.18)

A2 = A1Φ (2.19)

where Φ = diag
{
ejwφ1 , ejwφ2 , ..., ejwφd

}
, which is a D × D diagonal unitary matrix

with phase shifts, φi = 2π∆ sin(θd)
λ between two sub-arrays. The signal subspace of two

sub-arrays has been created as V1 and V2, then

V 1Φ = V 2 (2.20)

Also, a unique non-singular transformation matrix T exists such that

V 1 = AT (2.21)

V 2 = AΦT (2.22)

where

TΦT−1 = Ψ (2.23)
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Once Ψ is found, the DOA can be obtained as

θi = arcsin

(
φi ×

λ

2π∆

)
(2.24)

2.2.3.3 MVDR

The minimum variance distortion-less response(MVDR) method is a typical beam-

former proposed by Capon in 1967 [49]. The basic idea of this method is applying a filter

to received signal to output signal from the desired direction while minimizing other in-

terference signals. Mathematically, the MVDR can be calculated by the following steps.

min
{
E
[
Y Y H

]}
= min

{
wHRXXw

}
(2.25)

In order to keep the signal from direction θ

wH(A(θ)s(t)T ) = s(t)T (2.26)

wHA(θ) = 1 (2.27)

Where A is the array manifold matrix. The weight vector for beamforming angle θ can

be denoted as

w =
RXX

−1AH(θ)

A(θ)RXX
−1AH(θ)

(2.28)

Therefore, the signal power from direction θ

P (θ) =
1

A(θ)RXX
−1AH(θ)

(2.29)

2.2.3.4 Bartlett

Given the phase difference between two antennas in a two-dimensional antenna ma-

trix as discussed above, if a time delay is added to the received signal that is opposite

and equal to the phase change which is caused by the extra transverse distance between

antennas, then it will result in all signals from each antenna being in phase perfectly. The

sum of these in phase signals will significantly increase the SNR of the signal from the

desired angle. This ensures that only the signal from the specified angle can be ampli-
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fied. Also, adding incorrect time delay to the signal from other undesired directions will

destructively interfere with the signal, resulting in a rapidly degraded signal strength,

but the correct direction will be amplified as discussed above. The mathematical model

of the Bartlett algorithm can be presented as:

y(t) =
N−1∑
n=0

xn(t)wHn = WHX(t) (2.30)

Where x(t) is the received signal from the n− th antenna. N is the number of antennas

in the array. The signal power at angle θ:

P (W ) =
1

N

N∑
n=1

|y(t)|2 =
1

N

N∑
n=1

WHX(t)XH(t)W (2.31)

max
w

E
{
WHX(t)XH(t)W

}
= max

w

{
E |s(t)|2

∣∣WHα(θ)
∣∣2 + δ2 |W |2

}
(2.32)

WBF =
α(θ)√

αH(θ)α(θ)
(2.33)

2.2.4 Comparison Between Algorithms

To verify the effectiveness of the algorithms mentioned earlier, we ran simulations

for all four algorithms. During the simulation, 30◦ and 60◦ signals were combined with

Gaussian white noise and fed to all four algorithms. As seen in the figure below, all four

algorithms show similar signal strength patterns that have a peak at both 30◦ and 60◦,

suggesting that they are good candidates for this project. The difference between all

four algorithms is their resolution. As shown in the figure 2.4, the algorithm using the

subspace approach generally has a higher resolution than beamforming approaches. The

MUSIC algorithm has the highest resolution, and Bartlett beamforming has the lowest

resolution among all four methods.
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Figure 2.4: DOA algorithms comparison

2.3 Simulation

In this simulation, the signal source was defined as a 5.52GHz sine wave, which is

located at 45◦. The antenna elements were placed half-wavelength away from each other.

Then the signal was modified to simulate the received signal with different amplitude

and phase at receivers, and the waveform is shown in figure

Figure 2.5: Original waveform at 45◦
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Figure 2.6 below simulated the signal received at array from a source located at 45◦

Figure 2.6: Signal arrived from 45◦

To simulate the multipath effect in an indoor environment, we added a signal source

with a lower amplitude (amplitudes are 10% less than signals at 45◦) at 30◦ in the

simulation. The overall waveform is shown in the figure 2.7 below:

Figure 2.7: Signal after combination and attenuation

After adding the additional signal to simulate the multipath effect, Gaussian white

noise with SNR of -20 dB was added to the signal to simulate the worst situation in the

real world. The waveform after adding noise is below:

After that, different signal attenuation was applied on the received signal from 30◦

to simulate different multipath reflections (i.e.First reflection and N-th reflection).
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Figure 2.8: Received noise with noise

Figure 2.9: Simulation result with 10% at-
tenuation from 30◦

Figure 2.10: Simulation result with 90% at-
tenuation from 30◦

Figure 2.9 shows the simulation result for source signal that has been reflected only

once with low attenuation(assume 10% loss in this case); the strongest signal was detected

at 38◦. Figure 2.10 shows the simulation result for source signal that has been reflected

multiple times without superposition which has high attenuation(assume 90% loss in this

case); the strongest signal was detected at 44◦. The simulation result shows that even

with low attenuation, the chosen algorithm can still provide a reasonably accurate DOA

estimation.
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2.3.1 MUSIC Algorithm vs. Bartlett Algorithm Performance

Compared with other algorithms, the Bartlett algorithm is the most accurate one

when it is used in the practical environment.Figure 2.11 below is the outcome of all

algorithms when applied to the actual received signal, where the signal source was placed

at 12.3◦. As the result, when the MUSIC algorithm has been used for indoor environment

localization, the error is higher than the Bartlett algorithm. This result makes us decide

to adapt the Bartlett algorithm as a foundation in this project.

Figure 2.11: Outcome of different algorithms
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Chapter 3: Experiment and Analysis

3.1 Hardware Description

In this section, hardware that has been used in the experiment will be introduced,

which includes three categories: transmitter, receiver, and antenna array.

3.1.1 Transmitter

During this project, the selected method has been tested in both 2.4G and 5G Wi-

Fi environments. As shown in figure 3.1, in the 5GHz Wi-Fi environment, an AD9361

evaluation board from Analog Devices has been used as a transmitter to emit a predefined

waveform to free space continuously.

Figure 3.1: Transmitter

In the 2.4GHz Wi-Fi environment experiment, as shown in figure 3.2, an evaluation

board based on ESP-8266 has been used as a transmitter. This board has an on-chip

system that gives users the ability to predefine the waveform through Arduino.



23

Figure 3.2: Transmitter used in 2.4GHz experiment

3.1.2 Receiver

For this project, as shown in figure 3.3, a data acquisition unit based on the AD9361

transceiver evaluation board has been used as a receiver. This board provides a radio

frequency (RF) platform that contains a 16-channel input/output (I/O) interface for

2.4GHz or 5GHz frequency transmitting and receiving(4 channels for each mode). This

receiver converts radio frequency signals into baseband signals for further processing.

Two receivers were placed at the edge of the test field, as shown in figure 3.4.

Figure 3.3: Receiver
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Figure 3.4: Test field

3.1.3 Antenna Array

Since the proposed system in this paper is based on the DOA method, a uniform

linear array (ULA) is required for receivers. In this project, since the receivers only

support receiving signals from four channels simultaneously, the array was built with four

antennas with inter-element distance of half wavelength. For 2.4GHz, the wavelength of

the signal is around 10 centimeters, and for 5GHz signal, the wavelength is 5 centimeters.

Therefore, the distance between antennas for the 2.4GHz Wi-Fi antenna array should

be 5 centimeters and 2.5 centimeters for the 5GHz antenna array, as shown in figure 3.5

and 3.6.



25

Figure 3.5: Antenna array used in 2.4GHz experiment

Figure 3.6: Antenna array used in 5GHz experiment

3.2 Experiment

Since the simulation results showed that the proposed system works as expected

with reliable accuracy, the system was tested in a realistic environment to evaluate

performance in the real world. In this experiment, an AD9341 transmitter was used

as a signal source that transmits a signal with 5.52GHz central frequency and 40MHz

bandwidth. The set-up location of the transmitter was decided before the experiment,

and the theoretical direction of arrival corresponding to the antenna array was calculated.

The experiment setup and theoretical angle is shown in figure 3.7 and table 3.1 below.
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Figure 3.7: Experiment setup

Position Anchor 1 Anchor 2

1 12.4 27.5
2 31.3 23.2
3 45 20
4 55 17.6
5 61 15.6
6 67.4 14.3
7 8.8 16.5
8 23.36 13.7
9 35.51 11.7
10 44.7 10.2
11 52.4 9
12 59.8 8.1
13 6.7 5.1
14 18.37 4.2
15 28.75 3.5
16 37.81 3.1
17 45 2.7
18 52.88 2.5

Table 3.1: Theoretical angle for each point to both anchor

3.2.1 Experiment Process

The experiments described in this section followed a series of processes that can

be separated into three stages: preparation, signal transmitting-receiving, and signal

processing.
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3.2.1.1 Preparation Stage

During the preparation stage, the following process has been performed: set the

receiver, record the original signal from the transmitter, and install the transmitter at

the desired location.

At the beginning of the experiment, the receiver’s setting was carefully configured,

which includes clock frequency and gain of the receiver. This process aims to ensure that

the signal can be received at a reasonable amplitude level. If the signal strength is too

high, it will be saturated, resulting in adding a high-frequency noise to the signal, which

can significantly degrade the performance of the algorithm.

After setting up the receiver, the original signal from the transmitter was recorded,

as shown in the figure 3.8. This process aims to ensure that all received signals have a

reference to compare; thus, only correct signals will be processed by the algorithm.

Figure 3.8: Original signal waveform

After configuring the receiver and recording the reference signal, the transmitter was

placed at a fixed location determined by the experiment set-up (see figure 3.7). In this

way, the theoretical DOA is known and can be used to compare with the estimation

result.
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3.2.1.2 Signal Transmitting and Receiving Stage

After preparations were finished, the transmitter was connected to omnidirectional

antennas. Then the transmitted signal was captured by the receiver. However, before

applying the algorithm to captured signals, an identification process is required, as men-

tioned above. The correlations between reference and captured signals are calculated, as

shown in the figure 3.9 below. During this process, any signal with a correlation lower

than a certain threshold will be discarded to ensure that only desired signals will be

processed.

Figure 3.9: Correlation result

3.2.1.3 Signal Processing Stage

The correct signals selected by the last stage were fed to the DOA estimator. After

applying the Bartlett algorithm, the DOA of the captured signal was detected, as shown

in the figure 3.10 below. Then, the DOA estimation result was used to draw a beam to

indicate the direction, as shown in figure 3.11. The dashed line indicates the theoretical

DOA, and the solid line indicates the estimated DOA. Then the DOA is fed to the

geometry calculation module to convert the DOA into Cartesian coordination.
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Figure 3.10: DOA estimation example

Figure 3.11: DOA indication on a map

3.2.2 First Experiment

In the first experiment, only anchor one was tested with a 4-element ULA antenna

array. During the experiment, all 18 points were tested ten times to determine the

average value of the arriving angle. Experiment result and error are shown in table 3.2.

The high level of error is not expected since the proposed system has shown reliable
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Position Theoretical(degree) Average(degree) Error(degree)

1 12.4 21.7 9.3
2 31.3 44.6 13.3
3 45 66.3 22.3
4 55 40.6 -14.4
5 61 26.6 -34.4
6 67.4 74.8 7.4
7 8.8 19.0 10.2
8 23.36 41.2 17.8
9 35.51 41.6 6.0
10 44.7 59.4 14.7
11 52.4 47.6 -4.8
12 59.8 10.9 -48.9
13 6.7 18.6 11.9
14 18.37 37 18.6
15 28.75 45.1 16.4
16 37.81 54 16.1
17 45 43.4 -1.6
18 52.88 24.4 -28.5

Table 3.2: Average angle and error for each point to anchor 1

accuracy in the simulation. Therefore,we started an inspection of the experiment devices.

For the proposed system, a ULA antenna array is required in which all antennas on the

array should have the same gain. However, in the first experiment, when the transmitter

was placed directly in front of the antenna array, the received signal had a different

amplitude level instead of having approximately the same level, to identify the cause

of this error, whether it is caused by SMA cable or antenna, the first thing that was

checked is the SMA cable. The antennas which have the highest amplitude and lowest

amplitude were switched. After switching connection, the waveform showed that the

amplitude between these two connections was switched as well.

This result proved that error in the experiment was caused by SMA cable malfunction.

For this reason, the SMA cable was changed. Also, to make sure the second experiment

can perform better than the first experiment, a series of inspections were applied to all

the devices needed in the experiment.
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3.2.3 Second Experiment

After inspections and calibrations to all experiment devices, a second experiment

was performed. In this experiment, all parameters remained the same as in the first

experiment. The result shows that the error has been reduced significantly, with an

average error of 4.2◦, as shown in table 3.3.

Position Theoretical Average Error Error(1st)

1 12.4 11.76 1.55 9.3
2 31.3 26.22 1.77 13.3
3 45 54.65 9.65 22.3
4 55 59.46 4.46 14.4
5 61 62.91 1.91 34.4
6 67.4 74.38 6.98 7.4
7 8.8 9.58 0.78 10.2
8 23.36 24.87 1.51 17.8
9 35.51 27.81 -7.7 6.0
10 44.7 48.58 3.88 14.7
11 52.4 50.56 -1.84 4.8
12 59.8 63.96 4.16 48.9
13 6.7 8.99 2.29 11.9
14 18.37 22.24 3.87 18.6
15 28.75 24.42 -4.34 16.4
16 37.81 27.16 -10.65 16.1
17 45 50.45 5.45 1.6
18 52.88 46.81 -6.07 28.5

Table 3.3: Average angle and error for each point to anchor 1

As shown in the result, during this test, all 18 points had an error of less than the

11.58◦ thresholds. This result proves that the proposed system is capable of indoor

localization purposes. The static error analysis will be discussed in section 3.4. Since

the system shows the capability of performing indoor localization, a full-scale experiment

that simultaneously uses two receivers to estimate transmitter location will be discussed

in the next section.
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3.2.4 Full Scale Experiment

The second experiment’s result proves that the proposed system can identify the

direct path between the transmitter and receiver within the indoor environment.We

started a full-scale experiment to determine the Cartesian coordinates of the target

device. During the experiment, the same experimental procedure was followed as the

two experiments before. After acquiring two DOAs, the Cartesian coordination of the

transmitter was calculated using geometry. The calculation process is shown below:

for a fixed receiver pair with known location (x1, y1) and (x2, y2),the length of x-axis and

y-axis as xm and ym , the distance between two points l0 can be calculated as

l0 = 2
√

(ym − y1)2 + (xm − x1)2 (3.1)

As figure 3.12 shows, with two receiver points and a potential transmitter location,

three points can form a triangle. By using the triangular geometry equations below,

the potential transmitters’ Cartesian coordination (xe, ye) can be calculated with signal

receiving angle α1, α2as

β1 = arcsin(
xm − x1

l0
) (3.2)

β2 = arccos(
xm − x1

l0
) (3.3)

φ1 = α1 + β2 (3.4)

φ2 =
π

2
− α2 − β1 (3.5)

l1 = l0 ∗ (sin(φ1)/ sin(π − φ1)− φ2) (3.6)

xe = xm − l1 ∗ cos(α2) (3.7)

ye = l1 ∗ sin(α2) + y2 (3.8)
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Figure 3.12: Cartesian coordination geometry

3.3 Result

As section 3.2.4 discussed, the experiment for 5GHz Wi-Fi signal environments

showed the ability to achieve high accuracy when tracking radio wave emitting devices

within the indoor environment. The direction of arrival measurement result for the

full-scale experiment is shown in table 3.4

Figure 3.13: Experiment result at Point 1
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position α1(r) α1(e) α2(r) α2(e)

1 12.4 11.76 27.5 33.13
2 31.3 26.22 23.2 25.95
3 45 54.65 20 25.66
4 55 59.46 17.6 25.23
5 61 62.91 15.6 18.71
6 67.4 74.38 14.3 24.15
7 8.8 9.58 16.5 21
8 23.6 24.87 13.7 22.25
9 35.51 27.81 11.7 20.07
10 44.7 48.58 10.2 20.27
11 52.4 50.56 9 22.86
12 59.8 63.96 8.1 16.97
13 6.7 8.99 5.1 6.92
14 18.37 22.24 4.2 19.21
15 28.7 24.42 3.5 13.79
16 37.81 27.16 3.1 15.91
17 45 50.45 2.7 11.58
18 52.88 46.81 2.5 7.66

Table 3.4: Measurement angle for full scale experiment

After the DOA estimation has been converted into Cartesian coordination using

equation (3.2) to (3.8), the coordination of the target device has been acquired. Figure

3.13 shows the experiment’s visualized result where the transmitter has been placed at

point 1; the location estimation of all 18 points has been listed in the table 3.5. As

shown in the result, the proposed algorithm can track targets with high accuracy. The

mean error of the estimation is 80 centimeters.

The figure 3.14 below shows the visualization result of the estimation of all 18 points,

where ∗ indicates the actual location of the emitter, o indicates the estimated location.

3.4 Error Analysis

Although the proposed system shows the ability to track a small object with high

accuracy, errors exist in the estimation that cannot be ignored. In order to improve

the performance of the system, error analysis has been applied to the result. The error

distribution is shown in figure 3.15 and 3.16 for both anchors 1 and 2. The mean

error of estimation for anchor 1 is 4.5◦ with a standard deviation of 2.9◦; the mean

error of estimation for anchor 2 is 7.9◦ with a standard deviation of 3.8◦. Both error

distributions have shown a pattern that is similar to the normal distribution, which means
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position xtheory xestimate ytheory yestimate error

1 333 332.25 152 133.78 33.16
2 273 270 152 120.68 23.49
3 213 197 152 165.4 45.17
4 153 110 152 158.23 66.26
5 93 115 152 196.58 32.08
6 33 35.11 152 212.28 116.93
7 333 328.5 91 91.67 23.8
8 273 281.18 91 110.96 51.37
9 213 247.81 91 99.48 72.86
10 153 166.33 91 124.4 83.06
11 93 203.8 91 136.33 145.18
12 33 14.17 91 128.6 109.17
13 333 334.63 31 44.92 13.7
14 273 288.17 31 79.39 87.59
15 213 253.12 31 68.53 79.07
16 153 211.86 31 76.47 131.04
17 93 93.05 31 94.69 81.3
18 33 121.72 31 55.51 97.26

Table 3.5: Measurement coordinates for full scale experiment

Figure 3.14: Visualized result for 18 points

the error that comes from the proposed system is random due to imperfect calibrated

array [50]. However, the errors from anchor two are much higher than anchor one due

to the malfunction of receiver two. The other factor that may enlarge the error is that

for applying the DOA method, a ULA is required at the receiver, which is usually ideal
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in theory. However, in reality, because the flaws in hardware are usually allowed by

manufacturers, the ULA cannot be as perfect as theory.

Figure 3.15: Error distribution for anchor 1 Figure 3.16: Error distribution for anchor 2

The figure below shows the comparison of estimated angle error with actual angle.

The result indicates that there is also no connection between actual angle and error.

Although the angle errors have no apparent relationship with theoretical angles, after

Figure 3.17: Angle error vs. actual angle

converting angle errors into the distance, the result indicates that the relationship be-

tween error and distance away from anchor can be expressed as a linear function, as

shown in figure 3.18. As the distance between transmitter and receiver increases, the
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location error will also increase. After performing linear regression to the data, the

relationship between error and distance can be expressed as:

ε = 0.25d− 0.31 (3.9)

Where ε is the distance between actual and estimated position and d is the distance

between transmitter and receiver. Therefore, the expectation of error for the proposed

system at 6 meters away from anchor two will be approximately 1.2 meters, which seems

to fail for the goal. However, such colossal error is mainly caused by an error from the

estimation of anchor two due to the receiver’s malfunction.

Figure 3.18: Error distance vs. distance between anchor and emitter

Assuming there is no malfunction at receiver 2, the hypothetical error compared with

distance can be expressed as figure 3.19. In this case, the linear regression function can

be expressed as

ε = 0.093d+ 0.14 (3.10)

The slope of the linear regression function is flatter than the previous figure, which

indicates that the impact caused by distance is reduced. Therefore, the expectation of

error for the proposed system at 6 meters away from anchor two will be approximately

0.69 meters, which achieves the goal.
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Figure 3.19: Ideal error distance vs. distance between anchor and emitter



39

Chapter 4: Refinement and Enhancement

In this chapter, we introduce a series of refinement and enhancement methods based

on the results of the experiment, aiming to improve the proposed system, which includes

four sections: compact tracking system,accuracy prediction of DOA estimation, virtual

array expansion, and multipath cancellation method.

4.1 2.4GHz Ultra Low Power Compact Tracking System

As discussed above, the proposed system shows the ability to track an electromagnetic

wave transmitting device if the central frequency and waveform are known to the receiver.

However, since currently there is no 5GHz programmable compact signal transmitter on

the market, lowering the signal’s central frequency to 2.4GHz is a choice. The advantage

of choosing this frequency range is that compared to the 5GHz device, the 2.4GHz device

has a sophisticated environment. The difficulty of acquiring a programmable device with

compact size is reduced rapidly. Also, because of the sophisticated environment, Ultra-

Low Power consumption has become a regular parameter in this category. In this section,

a compact transmitter device with the tracking system introduced above has been built.

It is capable of tracking small animals, such as rodents or cats, with long battery life.

Since the signal transmitting frequency has been changed from 5GHz to 2.4GHz, it

is necessary to check system performance at each receiver to see if it still can provide

similar performance as 5GHz. In this case, the antenna array was rebuilt. The new

antenna array at each receiver had an inter-element spacing of 5 centimeters to keep

them away at half wavelength. Figure 4.1 and 4.2 are results for the test run on anchor

one, where the tags was placed at point 2 and 4.
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Figure 4.1: Test result at point 2

Figure 4.2: Test result at point 4

4.2 Accuracy Prediction Algorithm

In the Bartlett algorithm, several factors can affect its performance such as element

number, inter-element space, and SNR [51] . For this reason, we decided to develop a

function to predict the accuracy of the Bartlett algorithm using the given parameters;

thus, we can configure all parameters accordingly to achieve the highest accuracy in the

preparation stage.
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4.2.1 Accuracy Definition

In order to research how different parameters will affect the performance of DOA

algorithms, in this simulation, the accuracy of the estimation was defined as below:

Accuracy =
# of estimations has error < threshold

# of total etimations
∗ 100% (4.1)

where the thresholds in this simulation are given as 2◦, 5◦ and 10◦.

4.2.2 Simulation Process

During the simulation, for each parameter, 1,000 estimations were performed. While

evaluating the impact of each specific factor, all other factors were set to a fixed value.

The table below shows default values that were used in this simulation.

Parameters Element Number Element Spacing SNR

Values 8 0.75λ 0 dB

Table 4.1: Constants used in simulation

After simulations, all factors showed the ability to rapidly improve the DOA algo-

rithm’s accuracy when they were increased. All these results show that no matter which

factor was evaluated, the improvement had a saturation region. Next, we will describe

the impact caused by each factor separately.

4.2.3 Element Numbers

The number of elements in the array is a critical factor that can significantly affect the

DOA algorithm’s performance. Figure 4.3 below is the simulation result for the Bartlett

algorithm with different array elements (8,16,32) while other parameters remained the

same. In this simulation, the signal sources were located at 15◦ and 30◦. As results show,

the resolution of the Bartlett Algorithm increases when the element number increases.

However, this improvement is not unlimited. In our simulation, the improvement of

accuracy has a saturation region. Once the element number exceeds this limit, there

is no additional significant change. As shown in figure 4.4 , the saturation point is 16

elements. The simulation results are also provided in table 4.2 below.
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Figure 4.3: DOA estimation performance under different element number

Figure 4.4: Element number vs. accuracy

4.2.4 Element Spacing

Element spacing is also a key factor that is capable of changing the accuracy of the

DOA estimation. In past research, the distance between antennas was mostly set to half

wavelength [52–71]. However, during our simulation, the result shows that the 0.5λ is

not the best solution. Instead, increasing the element distance to the range between
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Element Number Accuracy(< 2◦) Accuracy(< 5◦) Accuracy(< 10◦)

4 52.5 70.4 79.8
8 73.3 81 84.5
12 74.9 79.8 82.5
16 79 82.3 84.3
20 77.9 81.4 83.5
40 80.2 81.9 83.6
60 80.6 81.8 84.4
80 80.1 81.1 83.4
100 79.3 80.5 83

Table 4.2: Element number vs. accuracy

0.5λ and 1 λ has a very significant improvement in the resolution, thus increasing the

accuracy of DOA estimation, as shown in figure 4.5. For error < 2◦, the accuracy was

increased from 64.5% to 75.1% at the saturation point 0.75λ. The simulation results are

also provided in table 4.3 below.

Figure 4.5: Element spacing vs. accuracy
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Element Spacing Accuracy(< 2◦) Accuracy(< 5◦) Accuracy(< 10◦)

0.5λ 64.5 79.7 84.9
0.55λ 68.3 79.4 83.5
0.6λ 71.8 80.7 84.9
0.65λ 71.1 81.3 84.7
0.7λ 71.7 80.0 82.7
0.75λ 75.1 83.2 86.1
0.8λ 74.0 81.9 83.5
0.85λ 76.2 83.4 86.0
0.9λ 74.3 80.5 82.9
0.95λ 73.5 79.3 82.6

1λ 71.5 78.0 81.3

Table 4.3: Element spacing vs. accuracy

4.2.5 SNR

Another critical factor is the signal to noise ratio(SNR). As an essential role in all

aspects of the signal processing area, SNR shows the most considerable improvement

during this simulation. As shown in figure 4.6, increasing the SNR caused a rapid

increase in the accuracy level. As the SNR increased from −21dB, the accuracy was

increased from 12% to 70.4% at the saturation point −9dB. The simulation results are

also provided in table 4.4.
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Figure 4.6: SNR vs. accuracy

SNR Accuracy(< 2◦) Accuracy(< 5◦) Accuracy(< 10◦)

-21 dB 12 22.5 33
-18 dB 22.2 33.8 44.6
-15 dB 38.8 56.1 64.7
-12 dB 55.4 71.1 77.4
-9 dB 70.4 80.3 84.9
-6 dB 68.3 76.5 81.3
-3 dB 70.2 80.2 83.9
0 dB 74.8 82.6 84.8
3 dB 74.3 81.9 84.8
6 dB 73.8 80.5 83.5
9 dB 72.3 80.1 84.5
12 dB 74.9 82.3 85.5
15 dB 73.5 79.6 82.5
18 dB 71.8 78.2 80.6
21 dB 73.8 82.7 85.6

Table 4.4: SNR vs. accuracy

4.2.6 Result Analysis

Though increasing the parameter mentioned above improved the accuracy of DOA

estimation, the saturation points in these results are hard to ignore. Since the ele-
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ment spacing and number mainly affect the beamforming pattern, therefore, two more

simulations have been performed to determine how these two factors will change the

beamforming.

4.2.6.1 Element Spacing

Figure 4.7 below shows the gain pattern of a Uniform Linear Array (ULA) with dif-

ferent element spacing. As it shows, when the distance between antennas increases from

0.5λ to 1λ, the main lobe becomes narrower. This will cause an increase in resolution,

thus improving the accuracy of the DOA estimation since this will improve the capability

of distinguishing multiple signals in a smaller range for DOA algorithms. However, we

can see that there is no significant change in the main lobe’s width between 0.75λ and

0.95λ; a sub-lobe is becoming more robust than the main lobe, which might be the rea-

son that the simulation shows a saturation point at 0.75λ. Also, the simulation did not

include element spacing over 1λ because once it exceeds one wavelength, the sub-lobe

becomes more robust than the main lobe, which will result in DOA algorithms giving

an incorrect result and degrading the accuracy of the estimations. Interested readers

should note that the simulation result includes accuracy when the element spacing over

one wavelength has been posted in figure 4.9.

4.2.6.2 Element Number

Figure 4.8 below shows the gain pattern of a Uniform Linear Array (ULA) with

different element numbers. As it shows, when the number of elements on the array

increases from 4 to 16, the main lobe becomes narrower. Unlike the element spacing,

the main lobe’s width continues decreasing when the number of elements is increasing.

As mentioned above, decreasing the lobe width can improve the accuracy of the DOA

algorithm. Therefore, the DOA algorithm’s accuracy should keep increasing with the

element number;however, this does not match the simulation result. One possible reason

for this phenomenon is that the resolution of DOA algorithms has a maximum defined by

other variables. Once the element number exceeds this limitation, increasing it further

cannot provide further improvement.
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Figure 4.7: Beamforming pattern for different element spacing

Figure 4.8: Beamforming pattern for different number of elements

4.2.7 Accuracy Prediction

As described above, increasing the element number and inter-element distance of the

antenna array will narrow its half-power beamwidth. This effect can be described as
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Figure 4.9: Element spacing vs. accuracy from 0.5λ to 1.25λ

below:

HPBW = θ = 0.89 ∗ λ
D

(4.2)

where D is the aperture size of the array. Therefore, the half-power beamwidth can be

described as:

θ = 0.89 ∗ λ

N ∗ d ∗ λ
= 0.89 ∗ 1

N ∗ d
(4.3)

As mentioned at the beginning, the accuracy is defined as a probability that the DOA

estimation result has a certain threshold which can be described as:

Paccurate = 1− Pincorrect (4.4)

In order to calculate Pincorrect, we need to consider two different scenarios: either the

interference signal is located too close to the desired signal(in other words, there are two

signals in the same beamwidth) or there is an interference signal that is not in the same

beamwidth with the desired signal but has a higher power. Assume that the desired

signal S1 is located at φ1 = 45◦ and the beamwidth of the array is θ. The first situation

will happen when there is a interference signal S2 located at 45− θ < φ2 < 45 + θ, with

a random amplification factor 0.1 < A < 1.2. Then the probability for the first scenario
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can be written as:

P1 =
2θ

0.5π
(4.5)

For the second scenario,the probability can be calculated as below:

P2 = P (φ2 > φ1 + θ ∩ φ2 < φ1 − θ) ∗ P (A > 1) (4.6)

P2 = (1− 2θ

0.5π
) ∗ P (A > 1) (4.7)

Pincorrect = P1 + P2 (4.8)

Then the accuracy can be written as:

Paccurate = 1− [
2θ

0.5π
+ (1− 2θ

0.5π
) ∗ P (A > 1)] (4.9)

4.2.7.1 Simulation Result

Since the function that describes the relationship between antenna number N and

inter-element distance d was found, a series of simulations were performed to validate

the function. The results have been posted below. Figures 4.10 to 4.12 are the predicted

and simulated accuracy for different inter-element distances when antenna number N =

4, 6, 8. Figure 4.13 shows the predicted and simulated accuracy for different element

number N when inter-element distance d = 0.75λ

Figure 4.10: Accuracy vs. inter-element distance (N = 4)
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Figure 4.11: Accuracy vs. inter-element distance (N = 6)

Figure 4.12: Accuracy vs. inter-element distance (N = 8)

Figure 4.13: Accuracy vs. number of elements
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4.3 Virtual Array Expansion Based on Linear Prediction

For further improvement of the DOA based indoor localization system, we decided

to upgrade the proposed system into a 2-D DOA spectrum. In this way, the system

does not require a geometry calculation with two different DOA, thus saving time and

space of the proposed system. However, to create a 2-D DOA spectrum, it is required for

the system to have a uniform rectangular array (URA) with at least 16 antennas (4*4).

This requirement is hard to implement in the real-world since most commercial RF

receivers can only provide four channels. To achieve 16 channels, we need to synchronize

4 receivers; this is against the principle of this project, which is to create a system that

can be easily deployed.

An alternative solution to the problem is the array expansion method [72–77].In

this project, we decide to use the linearly predicted array expansion method which

introduced by Sim [78] for high efficiency. This method’s basic idea is to extract the linear

relationship among signals received by the antennas and use it to generate extrapolated

signal outside the array antenna, which can be expressed as

Xn = [X1,X2, ...,Xn−1] ∗ µf (4.10)

where µf is the coefficients for the linear combination. By solving the least square

problem, the coefficients can be expressed as

µ∗
f = argmin

∥∥∥Xn − X̃n

∥∥∥2

2
(4.11)

which minimized the error between the actual received signal and the predicted signal.

Using the linear least squares method, µ∗f can be calculated as

µ∗
f = XH

f (XfX
H
f )−1Xn (4.12)

Following Sim’s work, by using this coefficient, the linearly predicted array expansion

can be conducted to extrapolate the signal.

To construct a 4-by-4 URA using linearly predicted array expansion, an L-shape

phased array, as shown in figure 4.14, is needed. The seven red antennas in the figure

are the physical antennas used; The blue ones are the virtual expanded antennas. The
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Figure 4.14: Virtual URA layout

procedure using linear predict array expansion can be expressed in the following steps.

Assume E22 is the virtual antenna that we want to expand. First, use signals received

from E11 and E12 to extract linear coefficient µf between these two antennas. Second,

use the received signal from antenna E21 as the reference to predict the signal received

by E22. The process of signal generation can be expressed as

x22 = x21 ∗ µ∗f (4.13)

By repeating the same procedure, we can generate the signal for all virtual antennas.

However, signals generated by this procedure have only vertical phase information since

signals are generated using only linear coefficient on vertical antennas. To solve this, all

virtual signals are generated again, but this time reference signals will be signals received

on the vertical array (E12 to E14), and the linear coefficient will be extracted on the

horizontal antenna. Then, by superposition of two signals, the signal for the virtual

antenna could be generated correctly.

To evaluate the effectiveness of this method, we simulated this with Matlab. For

comparison, the 2-D spatial spectrum for a physical 4-by-4 URA has also been estimated.

In this simulation, two signal sources were placed at (0,0) and (45,45) degrees. The SNR

of signals received by array was set to 20 dB. The result shows that the proposed method

performs 2-D DOA estimation with only an L-shaped antenna array. As shown in the

figure 4.15, the two spatial spectra both show two peaks around desired locations. Since
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Figure 4.15: 2D spatial spectrum for virtual and physical URA

the actual URA structure is hard to implement, the proposed technique has not been

evaluated in the real world.
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4.4 Multipath Effect Cancellation

As mentioned earlier, the multipath effect plays a vital role in degrading the perfor-

mance of DOA estimations. Once the multipath signal can be recognized or eliminated,

the performance of DOA estimation can be rapidly improved. In past research, some

least square method based multipath cancellation methods were proposed [79–81]. How-

ever, these methods require additional calculation. Thus, we decided to find a way to

remove the multipath effect as much as possible without requiring additional calcula-

tion. Since the multipath signal has a time delay compared to the direct path signal,

we decided to combine a sinusoidal wave with a period of silence with the same length

to create a waveform, as figure 4.16 shows. The basic idea of this method is that since

the multipath signal has a time delay, it has a considerable chance to superposition on

the silence period; thus, it is possible to distinguish direct and multipath signals and

eventually remove multipath effect in the DOA estimation.

Figure 4.16: Proposed multipath cancelling waveform

To evaluate this idea’s performance, the proposed waveform has been simulated in

several different situations and compared with both sinusoidal and wideband Wi-Fi sig-

nals. We simulated the performance of the proposed signal when three different signal

sources are located at 5, 20, and 35 degrees. Simulation results in figure 4.17 show that

compared with the sinusoidal and wideband signal, the proposed signal has a higher
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resolution and accuracy.

Figure 4.17: MUSIC estimation performance comparison

Since the simulation result above shows an outplaying performance on DOA esti-

mation, we decided to apply it to 2D DOA estimation. In this simulation, the signal

sources are placed at (15,15), (60,5) and (33,51). As shown in figure 4.18 and figure 4.19,

the proposed signal massively improved the resolution of the 2D DOA estimation. Also,

unlike sinusoidal and wideband Wi-Fi signals, the proposed signal can distinguish three

different signal sources and detect them accurately.

Figure 4.18: 2D MUSIC estimation using proposed signal



56

Figure 4.19: 2D MUSIC estimation using Sinusoidal and WiFi signal

4.5 Effectiveness

In this section, we proposed a series of enhancement and refinement methods. The

first two methods have already been deployed in a real-world experiment, and the result

matches the expectation. The third and fourth methods have not been tested in the

real world due to infrastructure limitations and the impact of COVID-19. For this

reason, we yet cannot evaluate their effectiveness in the real world. Also, one thing needs

to be clarified: although the third and fourth methods showed excellent performance

individually in simulation, they cannot work correctly once combined.
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Chapter 5: Future Work

For further improvement of this project, both hardware and algorithms will be refined

to increase the accuracy of the current system. For the hardware aspect, both antenna

array and receiver can be improved to provide better performance than the current

stage. For example, currently the antenna arrays are the production of handcraft; this

significantly degraded the ULA’s performance and added more random error to the array.

In further experiments, the array element should be carefully selected and assembled on

a 3D printed holder and calibrated before attaching it to the receiver. For the algorithm

aspect, the current algorithm can be improved with statistic structure and a more robust

DOA estimation algorithm that can provide either better resolution or faster response.

For statistics, a Kalman filter can be infused with the Bartlett algorithm.The Kalman

filter, which was first introduced in 1960 by Rudolf Emil Kalman, is claimed to be an

optimal estimator. It optimally estimates the system’s error covariance and recursively

uses prediction to improve system measurement from time to time [82–84]. For this

project, the Kalman filter can help the system correct DOA estimation.

For the algorithm aspect, since in chapter 6, we proposed a method that may be

capable of distinguishing multiple signals, the best direction of developing a new DOA

estimation algorithm would be less calculation complexity, thus improving the response

time of the system to achieve a real-time level estimation rate.

Also, as mentioned in chapter 6, some refinement and enhancement methods have

not been tested in the experiment yet. Therefore, in the future, these methods should be

tested once the infrastructures can perform experiments. Additionally, these experiments

may help us find a solution to combining refinements 3 and 4 together.
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Chapter 6: Conclusion

In this paper, we aimed to design an indoor localization system with a compact

size and sub-meter level accuracy by using existing signal in the environment. Using a

Bartlett base algorithm, we successfully acquired the target emitter’s location with an

average accuracy of 50 centimetres but maximum error greater than the preferred error

threshold. To decrease error level, optimizations of algorithm and system structure are

proposed for future implementation. In particular, we suggest implementing the Kalman

filter to the algorithm and applying the linear array expansion technique to the antenna

array. However, these methods can only be used after the functionality of these methods

are verified
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