


AN ABSTRACT OF THE DISSERTATION OF

Steven G. Gaskill for the degree of Doctor of Philosophy in

Electrical and Computer Engineering presented on June 13, 2014.

Title: Equivalent Circuit Modeling of On-Chip Magnetic Devices

Based on Terminal Measurements

Abstract approved:

Andreas Weisshaar

The addition of thin-film alloy magnetic materials to integrated circuit processing

enables a number of novel monolithic circuits. Examples include fully integrated

magnetic field sensors, signal and power galvanic isolation circuits, and power

supplies on chip (PwrSoC). There are several benefits to integrating these

traditionally off-chip devices, including improved manufacturability, reduced cost,

increased power density, better thermal management, and increase board space

efficiency. Accurate circuit models are needed to enable successful circuit

simulation of novel on-chip magnetic devices.

This thesis focuses on physically-motivated models extracted from terminal

characteristics for three categories of devices benefiting from the inclusion of

ferromagnetic alloy thin films: a microinductor, a microtransformer, and a

microfluxgate. All models are well-behaved asymptotically, are guaranteed



passive, and have physical significance to elements and circuit quantities.

Measurements used to generate the models are wafer-level compatible and easily

obtained with an impedance analyzer or vector network analyzer; no knowledge

of the internal physics of the device (e.g. the magnetic material’s magnetization

behavior) is necessary. For each device an extraction algorithm is presented

which obtains all model parameters within a few minutes on a 3.2 GHz

Pentium R© 4 workstation.

The resulting models not only match the measurements used to generate the

model, but accurately reproduce specific determinative performance figures in

their respective applications. Microinductors in buck converters accurately

reproduce saturation dynamics with errors less than 2.5% and power efficiency

within 0.2% when compared to field solvers. A fabricated microinductor matched

the 10 MHz pulse response of the model to within 10%. A microtransformer used

as a signal isolation transformer is shown to match the voltage gain to within an

error < 0.5%. Additionally, a microtransformer used in an isolated flyback

converter captures the current with an error of 3.3% and power efficiency to with

5.6% error when compared to field solvers. The microfluxgate model exhibited

accurate performance giving an error of 6.6% when compared to field solvers, and

errors less than 7.5% when compared to measurements in the magnetic field

sensitivity curve well beyond the linear range. Ultimately, this research enables

accurate circuit simulations of novel on-chip magnetic devices potentially

realizing first-pass design success.
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Chapter 1 – Introduction

1.1 Background and Motivation

The integrated circuit (IC) arguably made possible our modern information age.

Today, ICs are found in virtually every modern electronic device such as smart

phones, MP3 players, automobiles, and even greeting cards. The IC or “circuit

in silicon” was invented by Jack Kilby in 1958 as a solution to a problem with

the ever increasing complexity of electronic circuits. The problem was called “the

tyranny of numbers” [1]. The likelihood of an assembly worker’s error, and thus the

probability the circuit would not work, was dependent on the number of connec-

tions and for complex electrical circuits this was a problem. Mr. Kilby’s solution

was to build even the interconnects, resistors and capacitors out of silicon. Using

similar silicon processing steps Mr. Kilby built the first integrated multivibrator

circuit [2]. Today, the interconnects and passive devices are constructed out of

other materials during the second stage of IC fabrication known as the back end

of line (BEOL), but the processing steps are in many ways similar to those of the

front end of line (FEOL) and certainly compatible with it.

With the stage set for reliable circuits, IC complexity grew exponentially. In

1965, Gordon Moore noticed that the complexity for minimum component costs1

1For an economical design this complexity can be thought of as the number of transistors,
which relates to the minimum feature size, or process node dimension.
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in integrated circuits was doubling every year [3]. Although the pace has been

closer to a doubling every two years, this exponential growth became known as

Moore’s law and continues to stimulate the electronics industry to this day. For

example, Intel announced a 22 nm microprocessor in May of 2011 [4]. The benefit

of Moore’s law has been improved performance per cost, but this trend cannot

continue forever. In fact, to extend the march of IC technology the International

Technology Roadmap for Semiconductors (ITRS) has emphasized a “More-than-

Moore” trend to supplement Moore’s law [5]. The “More-than-Moore” trend in-

cludes adding sensors, actuators, and power/peripheral subsystems onto the IC.

This means incorporating more than the traditional passives and interconnects

on chip, including: devices with new materials, high-voltage components, micro-

mechanical devices, or even microfluidic devices. This thesis covers the equivalent

circuit modeling of devices using an innovative BEOL “More-than-Moore” process,

namely the addition of magnetic materials to integrated circuits.

1.2 On-Chip Magnetic Devices

The addition of magnetic materials to integrated circuits enables many innovative

monolithic devices. Although this thesis only focuses on three such device cate-

gories, this is by no means an exhaustive list, and to a large extent this work is

meant to be a more general aid to equivalent-circuit modeling of on-chip magnetic

devices. Relative to air-core on-chip inductive passives, monolithic devices with

magnetic materials have increased inductance for a given resistance (higher quality
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factors), reduced electromagnetic interference (EMI), and reduced parasitic cou-

pling.2 Relative to off-chip inductive passives, monolithic magnetic devices take up

less board area, increase power density, cost less, improve reliability, have better

thermal management, and offer simplified designs for IC customers [6–8].

1.2.1 Microinductor

The inductor is the most basic magnetic device category considered in this the-

sis. Its purpose is to store magnetic energy to be released at a later time under

a different voltage. Many applications, may benefit from the addition of on-chip

inductors with magnetic materials, which are referred to in this thesis as microin-

ductors. Microinductors have been proposed to enable wireless and radio frequency

circuits [9–12], as electromagnetic interference (EMI) noise filters [9,10], to enable

Power Supplies on Chip (PwrSoC) [9, 11, 13–16], and even as electromagnets in

Microelectromechanical Systems (MEMS) [14, 17]. The idea of a PwrSoC is to

monolithically integrate the power transistors, the output inductor and capacitor,

and of course the control electronics of a modern switch-mode power supply on a

single silicon die. Due to the prominence of PwrSoC-enabling microinductors in

literature, and the materials and designs relevant to this thesis, we will focus on

power microinductors, which typically are operated from tens of MHz to hundreds

of MHz.

A primary question of microinductor design is the arrangement of the windings

2Both reduction in EMI and parasitic coupling are due to the property of the high-permeability
magnetic material to contain the magnetic flux.
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and the core. Some processes have two conductor layers sandwiching the magnetic

material. This allows for the windings to surround the core, as in a toroidal or

solenoidal microinductor. A typical toroidal microinductor is pictured in Fig. 1.1

and has many examples in literature, e.g. [11, 14, 18]. Toroidal microinductors

add complexity to the processing through the need for vias between conductor

layers, but allow large inductance for switching frequencies below 10 MHz [16].

A typical solenoidal microinductor is shown in Fig. 1.2 and is also found in the

literature [11, 19]. Solenoidal microinductors can take advantage of anisotropic

magnetic materials and are therefore useful at higher frequencies than toroidal

microinductors [16].

Rather than having the windings surround the core, the core could surround

the windings. The most popular of these types of arrangements are the spiral

and racetrack microinductors. An example racetrack microinductor is shown in

Fig. 1.3. Since the magnetic material surrounds the straight sections it can take

advantage of anisotropic magnetic materials [16]. The magnetic core may be closed

with magnetic vias or conformal deposition, as in [9, 10, 20–23], or it may have a

gap and sandwich (rather than surround) the spiral, as in [13, 24]. Either way,

spiral and racetrack microinductors are some of the most popular and can operate

in PwrSoCs at 100 MHz [25].

Another microinductor arrangement with the core surrounding the conductor,

is the stripline microinductor. The stripline microinductor has a single conductor

with a magnetic core wrapping around it. An example stripline microinductor is

shown in Fig. 1.4. They are more popular in commercial products than in the
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research literature [16]. The V-groove design [15] is an exception to this trend and

features a very low resistance per length. The downside of the stripline configura-

tion is a low inductance enhancement in the absence multiple winding turns.

1.2.2 Microtransformer / Coupled Microinductor

Transformers are galvanically isolated inductors that are magnetically coupled.

They may be used to transform power or signals from one voltage to another, or

store energy similar to inductors. Again, there are several applications that are

capable of benefiting from on-chip transformers with magnetic materials, referred

to as microtransformers. Similar to microinductors, the dominant application is

the enabling of PwrSoCs [26–28]. These may be isolated DC-DC converters as in

the forward converter [29] or the related flyback converter, or non-isolated DC-DC

converters as in multi-output converters [30] or coupled buck converters [31]. Mi-

crotransformers, may also simply be used as a direct way to convert or isolate power

and signals [32,33]. In Chapter 4 we will consider a microtransformer designed for

an isolation transformer and one designed an isolated flyback converter.

Layout/geometry considerations of planar microtransformers are very similar

to those of planar microinductors. Indeed, a general method to form a micro-

transformer from a microinductor is to interleave N1 primary windings with N2

secondary windings. For example, the racetrack microinductor of Fig. 1.3 is trans-

formed into a 2:2 E-core/racetrack microtransformer in Fig. 1.5. The racetrack

microtransformer, is often referred to as an E-core microtransformer due to his-
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Figure 1.5: Top down view (a), perspective view (b), and layer stackup (c) of an
E-core microtransformer.

torical off-chip reasons [26, 33]. While the E-core configuration allows for making

use of anisotropic magnetic materials, the sandwiched spiral [30] does not. There

are also solenoidal [28, 29] and toroidal [27, 32] interleaved microtransformers. By

coupling two traces at a time, a complex stripline-like microtransformer can be

built up as in [31]. Stacked microtransformers , e.g. [34], are not common due to

the added processing steps to create two thick metal layers between the magnetic

material.
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1.2.3 Microfluxgate

A fluxgate sensor is a category of magnetic devices that measures a magnetic field

along a highly permeable core’s axis by means of the magnetic field’s impact on

the saturation characteristics. Fluxgates are one of the most sensitive magnetic

sensors at room temperature, being able to measure down to 0.1 nT as demon-

strated in recent work [35]. Apart from being a smaller/more compact solution,

on-chip fluxgate sensors (microfluxgates) use less power, are more robust, and are

less expensive than their off-chip counterparts. Microfluxgates find applications as

eCompasses, current inspectors, and magnetometers, giving applications in physi-

cal sciences, modern aviation and space exploration [35].

One of the most compact microfluxgate layouts is the single-core design [35–38].

In this design the drive coil is excited with a periodic current transitioning the

core in and out of saturation. In the absence of a magnetic field the sense coil

picks up a distorted fundamental voltage with only odd harmonics. An externally

applied magnetic field will effectively shift the core’s saturation characteristics and

generate even harmonics. Electronics then pick-up the magnitude of one of these

even harmonics, which is proportional to the external field over a specified domain.

To simplify the electronics a dual-core design can be employed. This is also

a popular design in microfluxgate literature [39–41] and is shown in Fig. 1.6. In

this design the drive coil excites oppositely directed magnetic fields (odd-mode) for

the two parallel cores and the sense coil picks up even-mode changes in flux.3 An

3based upon their relative winding orientation around each core.
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Figure 1.6: Top down view (a), perspective view (b), and layer stackup (c) of a
dual-core microfluxgate.

external magnetic field will shift the core characteristics, such that there is an even-

mode component to the magnetic flux in the two cores (i.e. one core is saturated

due to the drive coil, but the other is not). After rectification and filtering, the

sense coil’s voltage is proportional to the magnetic field over a specified domain.

There are also alterations to these two designs, including toroidal [42,43], ring-

core [44–46], and a hybrid between solenoidal and spiral [47, 48]. Although the

models and operation of these devices are quite similar to the two discussed in

detail in the previous paragraphs, we will not be considering these additional mi-

crofluxgate designs further.
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1.3 The Need for Equivalent Circuit Models

Much effort has been spent in developing models for the active devices in integrated

circuits. Today, a transistor model used for circuit simulation may have ∼75

parameters to capture all of the relevant physical effects. Contrarily, the passive

device models are often oversimplified. For example, the microinductor model

in a buck converter may be as simple as a linear resistor in series with a linear

inductor [49–51]. However, as presented in this thesis, many complicated physical

effects impact the performance of these on-chip passive magnetic devices. Ignoring

these effects may lead to costly redesigns of the integrated circuit.

There are few ways to include the relevant physical effects in micro-magnetic

devices without actually building the device. Due to this, a designer may (1) opt

to ignore nonlinear effects, but microinductors and microtransformers are oper-

ated with currents in the saturation region of the device to boost power density.

Also, power electronics often need to be modeled for over-current protection and

microfluxgates rely on the nonlinear regime for operation. To include the nonlin-

earity, a designer may (2) use polynomials [52], empirical expressions [53], or even

table-lookup [54], but these ignore dynamic losses. Currently, the only way to

include all the relevant effects is to (3) use co-simulation [55] of the active circuit

and the magnetic device modeled in a full wave nonlinear electromagnetic (EM)

field solver.

Co-simulation uses a circuit solver and an EM field solver. Electromagnetic field

solvers are numerical computer programs which first discretize or mesh the volume
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or surface of a 3-D structure to be analyzed. Next, they approximate the solution to

either the integral formulation, the differential formulation, or the less popular hy-

brid integro-differential formulation using a set of, typically, local basis functions.4

Finally, a matrix equation is formed that has a solution equal to the coefficients

of the basis functions, thus providing an approximation of the fields. Examples, of

numerical methods that use the differential equation are Finite-Difference Time-

Domain (FDTD) and the Finite Element Method (FEM) [56, 57]. Examples of

numerical methods that use the integral formulation are the Method of Moments

(MoM) [58, 59] and Partial Element Equivalent Circuit (PEEC) [60]. One of the

most popular techniques for solving the circuit problem that is linked to the field

solution is Modified Nodal Analysis (MNA) [61].

Although co-simulation is accurate, it is often so memory and time consuming

as to be infeasible to simulate the entire microinductor. This is partially due to

the fact that the magnetic material boosts the permeability and therefore has a

reduced skin-depth, leading to the need for a small mesh over a large region. If

this problem could be overcome, co-simulation would likely still be too slow to

allow optimization or design of the active circuits, or micro-magnetic device. The

solution proposed in this thesis is to generate a compact equivalent circuit model

(either through simple field-solver simulations, or actual device measurements),

which allows for fast circuit simulation when the active circuit is connected. The

proposed design flow, from the design of the magnetic device to the packaging

4Local basis functions are preferred for general numerical field-solver problems, but global
basis functions may be more effective for a specific problem.
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Figure 1.7: Flow diagram of design process for ICs using micro-magnetic devices.

and testing of the complete integrated circuit, is shown in Fig. 1.7. If the micro-

magnetic device needs to be free to vary, the device can be selected from a library

of near-optimal designs for various applications.

1.4 Modeling Challenges

Broadly speaking, there are two main challengers to modeling these types of mag-

netic devices. One main challenge is the need to consider a wide array of relevant

physical phenomena in the magnetic and non-magnetic materials. The second main

challenge discussed is the various difficulties arising from modeling a micro-sized

on-chip device.
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1.4.1 Physical Phenomena

Ostensibly the first modeling challenges to consider are related to the relevant

physical phenomena. The phenomena we are discussing are electrical in nature,

hence, they are often best described by referring to Maxwell’s equations in their

modern differential form:

∇ ·D = ρv (1.1a)

∇ ·B = 0 (1.1b)

∇×E = −∂B
∂t

(1.1c)

∇×H = J +
∂D

∂t
, (1.1d)

where bold indicates vectors and vector operators. The source terms are the

volumetric charge density, ρv and current density, J , and they are functions of

space and time. The electric and magnetic fields (E and H , respectively), and

electric and magnetic flux densities (D and B, respectively) are functions of space

and time and related through the constitutive relations, namely,

D = ε0E + P (1.2a)

B = µ0 (H + M) , (1.2b)
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where P is the polarization, and M is the magnetization, both being functions of

space and time.

One phenomenon integral to the operation of magnetic devices is electromag-

netic induction. Faraday’s Law, (1.1c), informs us that any changing magnetic

field associated with a changing current will give rise to a electromotive force

(EMF); this is electromagnetic induction and it is the phenomenon that gives rise

to inductance.

The flux-gate, additionally, operates based on a nonlinear relationship between

the current and magnetic fields. Magnetic materials exist which are composed of

tiny magnetic moments in magnetic domains. Initially, these domains are aligned

without coordination so as to minimize the magnetostatic energy. As a magnetic

field is impressed the domains alter so as to boost the magnetization in the direction

of the field. Eventually, all of the domains, and therefore moments, point in the

direction of the applied field so the magnetization does not increase further and

we say the sample is in saturation.

While the domains are moving, their boundaries can get caught on lattice

discontinuities and other defects giving rise to a static memory effect known as

hysteresis. Hysteresis causes the magnetization, M , to effectively lag the magnetic

field, H , and thus appears as a loss. Due to the memory being of the static type,

hysteresis loss is done on a per cycle basis and, thus, is proportional to frequency.

In the absence of a conductive material, there are still dynamic memory effects.

Principally, the dynamic memory effects are those related to ferromagnetic reso-

nance/relaxation (FMR). The domain walls consist of atomic moments which do
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not move instantaneously in response to a change in magnetic field. This affects

the dynamics of M and thus (1.2b). To first order their movement can be de-

scribed by a second order differential equation. It was proposed in reference [62] to

model the combined effect of FMR and hysteresis by a Hammerstein configuration,

where a linear dynamic system is forced by the output of a static nonlinear system

to approximate a more general nonlinear dynamic system.

When a time-varying magnetic field penetrates a conductive material, the elec-

tric field of Faraday’s Law, (1.1c), gives rise to currents, known as eddy currents.5

From Lenz’s Law we know the secondary magnetic fields produced by the eddy

currents will oppose the original magnetic field and thus reduce the inductance.

From Ohm’s Law we know that the eddy currents represent loss. From Faraday’s

Law and Ohm’s Law in a simple medium of conductivity σ and permeability µ

excited by a time-harmonic applied magnetic field of radian frequency ω and with

vector-phasor Ha we have

∇× Jeddy = −jωσµHa. (1.3)

This is is the only relationship needed to model first order eddy currents, or eddy

currents at low frequencies. However, at higher frequencies the eddy currents

themselves are large enough to contribute to the magnetic field, from Ampere’s

Law, (1.1d),

∇×Heddy = Jeddy, (1.4)

5Also known as Foucault currents named after French physicist Léon Foucault.
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which, in-turn, generate eddy currents described by

∇× Jeddy = −jωσµHeddy. (1.5)

Taking the curl of (1.3) combined with (1.5), and using the fact that there is no

charge build up in an eddy current problem (magnetoquasistatic⇒∇ ·Jeddy = 0),

we combine the curl of (1.5) with (1.4) and obtain the eddy current differential

equation,

∇2Jeddy = jωσµ (∇×Ha + Jeddy) . (1.6)

In (1.6) ∇2 is the Laplacian operator [59]. Another dynamic phenomenon oc-

curring in micro-magnetic devices is capacitive self-resonance. When a voltage

appears across the terminals of the micro-magnetic device, an electric field is gen-

erated. The field may pass through dielectric materials creating capacitance and

through resistive materials giving rise to loss. Although this effect is distributed

with the main inductance, at lower frequencies we can model it as a single canon-

ical CG-network6 in parallel with the magnetic device. The frequency at which

the capacitance and inductance are in resonance is referred to as the capacitive

self-resonant frequency.

The previous paragraphs described the major physical phenomena we need to

consider in any micro-magnetic device model. This creates a substantial model-

ing challenge, both in terms of the number and type of parasitics. More details

6Examples of canonical CG networks include, Foster and Cauer networks of network theory
[63].
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about each of these phenomena and how to model them in a physically-meaningful

equivalent circuit model is given in Section 2.2. The devices work through EM

induction, and may treat static nonlinearities, such as saturation, as parasitics or

necessary for device operation. Typically static memory effects like hysteresis are

considered parasitics due to their lossy nature. Nonconducting dynamic effects

such as FMR also give rise to loss, as do the conductive dynamical effect of eddy

currents. Finally, capacitive resonant effects can reduce the magnetic energy in

place of electric field energy which has the opposite V-I phase relationship, and

the device no longer behaves properly.

The devices in this thesis focus on ferromagnetic thin-film alloy magnetic ma-

terials, operated in the frequency range of 1 to 100 MHz. These materials are pop-

ular [16] due to their lower power loss density than ferrites at these frequencies [8].

Moreover, ferromagnetic thin-film alloys can be sputtered or electroplated in a

fashion compatible with high volume semiconductor manufacturing [8]. Although

these materials may have better saturation characteristics, saturation still needs to

be considered. Hysteresis is typically not a concern since amorphous materials like

Ni-Fe [16, 64], Co-Ni-Fe [16, 65], Ni-Fe-Mo, Co-Ta-Zr [66], and Fe-Co have small

coercivities. Although ferromagnetic relaxation (which is the dampening portion

of resonance) may be a concern at ∼100 MHz, the actual resonance frequency

is typically at GHz frequencies [67]. The most prominent physical phenomenon

in these materials, besides induction, is typically eddy currents; specifically high-

frequency eddy currents due to the relatively high conductivities of these alloys.

Another important effect is capacitive resonance due to the large size of the final
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devices.

In this thesis, the importance of including specific physical phenomena is given

as follows:

1: magnetic induction;

2: magnetic saturation;

3: DC resistive effects;

4: broad-band eddy currents;

5: capacitive self resonance and electric field loss;

6: magnetic hysteresis;

7: ferromagnetic resonance/relaxation.

1.4.2 On-Chip Integration

Some of the challenges in modeling a micro-magnetic device come from the fact

that it is on-chip. For example, if wafer-level measurements are not feasible and

the device is packaged, the bond wire, package, bond pad, and trace parasitics

leading to the device need to be de-embedded. The most significant challenge to

modeling brought about by being on-chip is perhaps the fact that the magnetic

properties are usually not the same as those of the bulk material and depend on

substrate surface and demagnetization effects [11]. This makes it difficult to use

the magnetic material’s properties as knowns in the modeling procedure, as is

typically done in off-chip magnetic device modeling.
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1.5 Research Contributions

The main research contributions of this thesis are compact equivalent circuit mod-

els appropriate for micro-magnetic devices. This includes the understanding of

relevant magnetic effects and theories required to build such a model. The im-

provements we have made to literature in this area are best described by the

features of our models and extraction techniques, as listed below.

• We uniquely base our models on easily measured terminal characteristics of a

particular device alone and do not rely on any independent material or device

measurements. This is important in the context of on-chip modeling because

setting up test structures to obtain magnetic properties can be difficult or

virtually impossible, and magnetic properties can vary with layout thickness,

and substrate [11].

• The measurements used are based on small-signal biased impedances, which

are compatible with wafer-level measurements through vector network an-

alyzers (VNAs) or impedance analyzers. These measurements are general

enough for us to create models of a wide variety of microinductor and micro-

transformer topologies.

• Although the models represent complex effects that are nonlinear and dy-

namic, we guarantee they are passive by constraining each individual circuit

element. Passivity is an important characteristic which implies both causal-

ity and stability of the model.
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• Each model generated is physically motivated and has a physically meaning-

ful circuit topology. This enables the model to provide important physical

insight into the operation of the device. For example, the model could sepa-

rate out physical effects such as core loss from conductor loss.

• We have developed first-of-their-kind extraction algorithms, which separate

the complicated process of extracting a high-order nonlinear dynamic net-

work from measurement data into a number of stages. The algorithms typ-

ically take a few minutes and guarantee the models generated are accurate

and passive.

• The models are compact and compatible with popular circuit solvers includ-

ing SPICE and Spectre R© [68].

• We confirm that our models accurately capture key characteristics in their

application domain by running simulations in the relevant application domain

which is independent of the original small-signal measurement set.

• The microinductor model and extraction algorithm are suitable for a wide

range of applications and layouts, and uniquely incorporate the most relevant

physical phenomena, including high-frequency core eddy currents, core satu-

ration, skin and proximity effect in the conductors, capacitive self-resonance.

• The microtransformer model and extraction algorithm are suitable for a wide

range of applications and layouts. The relevant physical effects included are

unique to existing literature and include high-frequency core eddy currents,
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core saturation, skin and proximity effect in the conductors, capacitive self-

resonance.

• Microfluxgate models are not very common in literature. Our model captures

demagnetization, saturation, and their corresponding complexity in the mag-

netic domain. It accurately reproduces the voltage and current waveforms

on both coils of a dual core solenoidal microfluxgate.

In addition to this, we have reviewed research literature summarizing relevant

papers on how to incorporate higher-order effects such as ferromagnetic resonance,

and hysteresis, in a physically meaningful equivalent circuit.

1.6 Thesis Outline

The scope of this thesis is on extracting accurate and physically meaningful equiv-

alent circuit models of micro-magnetic devices from their terminal measurements.

The thesis is divided into six chapters. Chapter 2 discusses the general consider-

ations for the modeling effort and compares and contrasts the difference between

behavioral and physics-based models. Once we have determined that we wish to

generate physics-based models, we present techniques for including relevant physi-

cal effects using equivalent subcircuit building blocks. Chapters 3 through 5 follow

a common outline, describing three different magnetic on-chip device categories.

Each chapter begins with the introduction to the device category followed by a

review of existing models. Necessary sub-blocks to the circuit model are then de-

veloped, followed by discussing the fitting algorithm, and validation of the model
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and algorithm. Chapters 3 through 5 end with a discussion of conclusions and

future work. The device category studied in Chapter 3 is a simple two-terminal

microinductor. Chapter 4 adds the complexity of a four-terminal micro-device

by considering coupled inductors and equivalently transformers. Finally a four-

terminal device category with two separate cores is considered in Chapter 5 with

the dual-core solenoidal microfluxgate. Lastly, the Conclusion in Chapter 6 sum-

marizes the work with concluding remarks and possible future directions.



24

Chapter 2 – General Modeling Considerations

In this chapter we will answer many of the important initial questions that should

be addressed before one ventures to make a model of a component or device. The

first question we address is what type of model we should be considering for the

on-chip magnetic devices in this thesis. Even within the domain of passive device

modeling, the word “model” covers a wide range of different aids to design and

analysis. Important considerations include: whether the model is used in design or

analysis; whether there is a surrounding circuit; the speed and size of the model;

how and where the model is used; and how closely the model captures the relevant

physics. To aid in considering the last point, we further discuss physics-based

modeling and behavioral modeling, and provide a simple coaxial microinductor

example in Appendix A.

Once it is decided that the physics-based circuit modeling approach is desir-

able, it is important to understand how to capture the relevant physics (see Section

1.4.1). Section 2.2 answers this question by considering physically meaningful cir-

cuit building blocks for different physical phenomena. We begin with the simplest

physical effect of memoryless static nonlinearities, namely magnetic saturation.

Static memory effects are then added, giving rise to hysteresis. Next, dynamic

memory effects in non-conducting magnetic material are considered such as ferro-

magnetic resonance. The magnetic material is then made conducting and an RL
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ladder circuit capable of capturing nonlinear eddy currents at low and high fre-

quencies is developed. Finally, electromagnetic dynamic effects such as capacitive

self-resonance are considered through a parallel CG circuit.

2.1 What Type of Model is Desired?

A model is a representation of a physical device or system that captures its perfor-

mance figures or is used in a larger circuit simulation. The focus of this thesis are

models used in larger circuit simulations, where our model is a subcircuit. This

is especially true since we are dealing with passive magnetic components on-chip,

and such components are not isolated from their driving active devices. Perfor-

mance calculations are still important, but they relate to the component in the

larger circuit rather than the component alone. For example, a stand-alone model

could calculate the peak quality factor of an inductor, but it wouldn’t calculate

the power loss in the inductor, because that depends on the surrounding circuit

and its excitation.

One way to classify a model is how closely the parameters relate to design

variables, such as dimensions or material properties. If one wishes to specify the

design of the device from the model (or vice versa), the parameters should closely

relate to the design variables. This allows optimization of the component or device

given an appropriate figure of merit (FoM). There may also be a need to co-optimize

the component and its surrounding circuit. To that end, one would need a circuit

model with circuit elements depending on design variables; such a model is called a
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scalable circuit model. Creating a scalable circuit model with accurate performance

is a challenge in its own right. However, the consideration of optimum design of

components is beyond the scope of this thesis. Therefore, we do not necessarily

need our model parameters to relate closely to design variables.

A major trade-off in modeling is speed to obtain the results versus their accu-

racy. Typically solving a specific excitation of a model requires the inversion of a

matrix as in numerical field solvers such as the Method of Moments (MoM) [59],

or Finite Element Method (FEM) [57], or as in circuit solvers such as Modified

Nodal Analysis [61]. Apart from any setup or overhead steps, the size of this

matrix largely determines how long the solution will take. The general trend is

the larger the matrix, the more accurate the results. However, there are ways to

make smaller circuits approximate very large circuits, paying little price in terms

of accuracy for a great increase in speed. For example, a class of routines to

methodologically transform from a large circuit to a small circuit is Model Order

Reduction (MOR) [69]. In this thesis work, we desire the accuracy and speed of

such a reduced order model. That is, the developed model should closely match

measurements and field solver data for the device, but be compact enough to con-

sist of a minimum of ideal circuit elements.

Another consideration for the model is how it will be used. The model could

be part of a stand-alone program used to estimate key performance figures in a

simplified circuit with few parameters, or the model could be part of a more general

standard simulation program, such as SPICE. One should also give forethought to

the end result the user of the model desires, and the type of simulation this requires.
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The end result, for this thesis work, are performance figures for the complete circuit

and waveforms which inform about its operation and allow for the design of the

circuit. Ultimately, this means our model should be implemented as a subcircuit

in available circuit simulators and be compatible with their simulation modes,

including transient simulation, DC and AC analysis, and even harmonic balance.

For the model of this thesis to be implementable in most circuit simulators, two

popular simulators were chosen as examples: Spectre R© [68] and SPICE. This

allows compatibility with a wide range of other models, including those used for

the underlying integrated circuit’s active components.

In a final consideration, we can classify models based on their level of abstrac-

tion [70]: are the circuit variables mathematical functions removed from physics,

or do they represent physically meaningful quantities? Abstraction is nice when

the designer of the device or circuit wants to obfuscate their design to prevent any

attempts at reverse engineering. Also, typically a more mathematical/behavioral

and less physical model will be more general and able to handle a wider range of

physical effects. On the other hand, a physical model is beneficial to gain insight

into the design processes. The user of the model can plot quantities which relate to

the physical operation of the device. At the abstract end of the spectrum are black-

box N-port matrix models [70]. An example of these is modeling a linear two-port

reciprocal circuit by three rational impedance functions representing the frequency

dependence. At the physical end of the spectrum are field-based models, by which

estimates of field quantities can be obtained. Examples of field models are the

Finite Element Method (FEM), mentioned previously, [57] and Partial Element
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Equivalent Circuit (PEEC) Model [60]. For our purposes, we desire the generality

of a mathematical model, but the design insight of a physics-based model, so we

consider these options further in the following subsection.

2.1.1 Behavioral versus Physics-Based Model Comparison

We would like to further compare the trade-offs between the levels of abstraction

of a compact circuit model. To this end, it is beneficial to consider a specific

example. Starting with a simple coaxial line containing a nonlinear magnetic

material we will discuss the benefits and costs of selecting a physics-based model

or a behavioral model. The coaxial line is used to create both types of models in

detail in Appendix A; here we simply compare the trade offs in selecting one over

the other. The reader unfamiliar with either model, is invited to study Appendix

A to help understand the reasons for the tradeoffs.

A physics-based model does not necessarily have to be based on physical pa-

rameters, as the one in Appendix A is. However, at the very least, the topology of

the circuit should be consistent with the physical effects. One benefit to physics-

based modeling is that typically the models have reasonable asymptotic behavior.

In the coaxial model this in part means that as the circuit approaches infinite fre-

quency both the “physical” model and the physics-based model predict a purely

resistive circuit. More generally, this means there is no erratic or unexpected be-

havior if the model is operated far outside of the fitting region. Another benefit to

physics-based modeling is that it is often easier to guarantee the model is passive,
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which brings with it many desirable properties such as stability and causality [71].

For our model this is ensured by the equations of Table A.1 generating positive

element values. Moreover, physics-based models may allow separating physical

effects. In the model of Fig. A.2 we could separate the eddy current losses in

the magnetic core, from the conduction losses in the inner conductor by observing

the loss in R1 and R0, respectively. A fourth benefit is that the development of

a physics-based model helps to test the designer’s understanding of the physics

involved, thus aiding in component design. Since a physics-based model will have

different pieces for differing physical effects, it may be possible to fit to the different

effects independently improving the model generation algorithm (see Section 3.4).

Furthermore, this partitioning of the structure may allow extending the model into

a scalable circuit model for the design of the component.

There are also down-sides to using a physics-based model. The most obvious

is that it is more time consuming and difficult to develop the model with all its

relevant physical effects, or there may be physical effects which are ignored. In

some cases, the need for more physical knowledge of the device may be looked at

as a shortcoming. For example, it may be easier to simply measure the terminal

characteristics, rather than uncover the complicated magnetic properties of the

thin films. Finally, the model extraction algorithm may be more difficult and less

well understood since it needs to be developed on a device-by-device basis rather

than using the training/fitting methods for general functions as we will see in the

next sub-section.

The benefits to behavioral modeling are often the shortcomings of physics-
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based modeling. One benefit is the behavioral model is removed from the physics,

making it difficult to reverse engineer the device parameters or material properties.

Thus, if this device were to be released to the public, these important design details

would be sufficiently obscured. Another important benefit to behavioral modeling

is that it is more general than physics-based modeling. To add another physical

effect to our physics-based model, we would need to build this into the model

somehow. However, effects such as ferromagnetic resonance and hysteresis can be

added to our behavioral model simply by increasing the differential equations order,

and thus the number of state variables/functions. A third benefit to behavioral

modeling is that the fitting procedures are often well-established and, therefore,

better understood. For example, there is much work on fitting polynomials and

training artificial neural networks. On the other hand, the physics-based model

may need a custom extraction algorithm. Finally, the behavioral models typically

can take as inputs any set of time-domain, frequency-domain, or harmonic data.

A physics-based model may be better suited to a certain type of measurement, or

even require geometry or material data.

As with physics-based modeling, there are also shortcomings to the behavioral

modeling approach. One of the largest, is that the network is not necessarily pas-

sive. As mentioned previously, passivity is an important characteristic in regard

to causality and stability, and correct behavior of a passive component. Further-

more, as we saw with both the polynomial model and artificial neural network

model, behavioral models shown in Appendix A can sometimes have significantly

inaccurate behavior outside of the fitting region. Another potential problem is the
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inability to create accurate models of high order, as the state space functions grow

in dimension with increasing differential equation’s order. Finally, there is no way

to test the understanding of the device through the measurements taken. This

means it is possible to have an accurate behavioral model, which captures effects

seen in the measurement that are not desirable. For example, bond-wires, traces

and pads may be affecting the measurements, but not be removed from the model.

2.1.2 Model Requirements

The models we will be considering in this thesis are representations of on-chip

magnetic devices, which fit as critical subcircuits into larger systems. We desire

the model to accurately simulate performance and circuit operation waveforms and

figures, in transient, DC/AC, and harmonic balance analyses in common circuit

simulators. The model does not need to be scalable and therefore have parameters

which allow for the design of the component, but should enable the selection from

a library of devices and should allow for the design of the surrounding circuit.

Our model should reproduce the performance of either measurements or physical

models, but be compact enough to consist of a minimal number of ideal circuit

elements. In a final consideration we would like our model to be physics-based

as opposed to behavioral. The major benefits are: passivity, asymptotically well-

behaved, insights gained into device operation, and possibly higher order models.

The major costs to selecting a physics-based model over a behavioral model are: the

need to create a unique fitting algorithm, having to consider what physical effects
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are relevant, and the need to specify the types of measurements. We believe the

benefits outweigh the costs. Therefore, in what follows, we will consider what is

needed for the subcircuit models of the magnetic on-chip devices to be physics-

based in at least their topology, and not focus any further on behavioral models.

2.2 Circuit Building Blocks for Capturing Physical Effects

Since we have decided to implement a physics-based model, we need to consider

how to possibly incorporate the many physical effects that are relevant. We begin

with the simplest physical effect of memoryless static nonlinearities namely mag-

netic saturation. Static memory effects are then added, giving rise to hysteresis.

Next, dynamic memory effects in non-conducting magnetic material are considered

such as ferromagnetic resonance. The magnetic material is then made conduct-

ing and an RL ladder circuit capable of capturing nonlinear eddy currents at low

and high frequencies is developed. We conclude this section with a discussion of

electric-field effects, which look beyond magnetic-field effects alone.

2.2.1 Saturation

Ferromagnetic materials that show saturation are composed of individual magnetic

domains. These domains form in response to a balance between quantum effects,

that make it favorable for individual moments to point in the same direction,

and magnetostatic energy, where the energy is minimized by domains pointing



33

Table 2.1: Different functions to model anhystereticM (H) behavior of a saturating
magnetic material, where α and β are constant fitting parameters.

Name Function Ref.
Hyperbolic Tangent M = α1 tanh (α2H) [72]

Sum of Decaying Exponentials M = β0 − β1e
−α1H − β2e

−α2H − . . . [73]
Error Function M = α1erf (α2H) [72]

Rational Exponential Function M =
(1+eα1H)···

(1+eβ1H)(1+eβ2H)···
[74]

Langevin with Mean Field M = α1

(
coth

(
H+α2M

α3

)
− α3

H+α2M

)
[75]

Odd Polynomial M = α1H + α3H
3 + . . . [76]

in opposite directions. For a sufficiently large amount of material, there will be

many microscopic magnetic domains. If we ignore any irreversible effects, the bulk

magnetization, M , will be zero in the absence of any external field (see randomly

oriented domains of Fig. 2.1(a)). Within an applied magnetic field, Ha, the total

magnetostatic energy is minimized by more moments pointing in the direction of

the applied field. This state is obtained by increasing the size of domains aligned

with Ha and decreasing domains opposing Ha, as well as partial rotation of other

domains, as shown in Fig. 2.1(b). The net effect is that the magnetization of the

material becomes stronger in the direction of the applied field. As we approach

the condition that all the magnetic moments are pointing in the direction of the

applied field, there is no longer any means of increasing M , and we say the material

saturates. Ultimately this gives rise to M (H) and B (H) (note: B = µ0 (H +M))

behavior which exhibits a nonlinear sigmoidal shape. Fig. 2.1(c) shows an example

sigmoidal curve based on a hyperbolic tangent function.

There are many functions that are capable of capturing the sigmoidal mag-

netization behavior when hysteresis is ignored (anhysteretic). See Table 2.1 for
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Figure 2.1: Diagram of magnetic domains in a bar magnet, when there is no
magnetic field applied (a), and under the presence of an external magnetic field
(b). The resultant magnetic flux density B versus magnetic field H is shown in
(c).
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some example functions. Using these functions requires implementing them in a

circuit simulator. One approach is to recognize the saturating magnetic material

is represented as an effective nonlinear inductor and then implement that induc-

tor as a subcircuit in the electric domain. This involves taking the derivative of

the flux with respect to the exciting current (see (B.12)), and thus the derivative

of M (H). Another approach is to implement the saturation behavior directly in

the magnetic domain as a nonlinear reluctance and then perform the conversion

from the electric to magnetic domains. For a discussion on electric and magnetic

domains see Appendix B.1.

Although up to this point we have been using the small-signal, or incremental

inductance, there is another definition of inductance, namely the large-signal or

secant inductance. The secant inductance is more directly related to the mag-

netic domain implementation since it is used to calculate the flux directly. For a

discussion of these different types of inductance see Appendix B.2.

2.2.2 Hysteresis

The anhysteretic magnetization from the previous subsection is the magnetization

curve which would be achieved in the absence of a frictional force which impedes the

movement of the domain walls.1 Often a magnetic material will have a significant

amount of this frictional force due to lattice discontinuities and other defects, which

causes domain wall pinning at the defect sites, this causes a nonlinear memory

1Domain walls are boundaries between different magnetization regions depicted in Fig. 2.1 as
solid lines.
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effect known as hysteresis. There are a number of ways to model hysteresis math-

ematically, including Preisach [77], StonerWohlfarth [78], and Jiles-Atherton [79]

models. In this work, we do not consider individual magnetic domains, but take

the average effective magnetic properties. These properties are taken to be the

constitutive behavior of the material (see (1.2b)). This treatment is justified by

the large number of domains in the magnetic core material as a whole.

In circuit modeling, in the early to late 80’s, simple models with nonlinear

capacitors, nonlinear controlled sources, or switches were used to capture the hys-

teresis loss [80–82]. Later, throughout the 90’s, the more advanced Preisach model

of hysteresis was used for lumped inductors to capture their small-signal induc-

tance [83–86]. As mentioned in [87], SPICE analog behavioral modeling does not

allow easy implementation of state behavior, making the Preisach model difficult

to implement. To overcome this, in the early 2000’s, there was work to implement

magnetic circuits using the Jiles-Atherton model of hysteresis [87–90]. In this sec-

tion we will consider implementation of the Jiles-Atherton hysteresis model. The

equations that describe the Jiles-Atherton model usually make use of the Langevin

expression of ferromagnetism for the anhysteretic behavior. However, we will be

using the hyperbolic tangent, removing the implicit nature of the Langevin expres-

sion. The four functions describing the Jiles-Atherton hysteresis model are given

as
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dMirr

dH
=

Man −Mirr

kδ − α (Man −Mirr)
(2.1a)

Man = MS tanh (gH) (2.1b)

Mrev = c (Man −Mirr) (2.1c)

M = Mirr +Mrev, (2.1d)

where M is the magnetization; Mirr the irreversible magnetization; Mrev the re-

versible magnetization; Man the anhysteretic magnetization; and H the magnetic

field intensity. The five model parameters are: MS, the saturation magnetization

in A/m; α, the mean field parameter (dimensionless); c, the domain wall flexing

constant (dimensionless); g, a scaling parameter of the anhysteretic tanh M (H)

behavior in m/A; and k, the domain wall pinning constant in A/m which gives the

width of the hysteresis loop. The term δ is a directional parameter that is defined

as the sign of dH
dt

.

An implementation of this form of Jiles-Atherton hysteresis is shown in Fig.

2.2(a) with behavioral source equations given in 2.2(b). More details about this

implementation are provided in [87]. The basic idea is to implement these equa-

tions as behavioral controlled sources while using reactive elements to implement

derivatives and integrals. In Fig. 2.2 (c) we see the initial magnetization curve and

the outer hysteresis loop, which is traversed counter-clockwise. To implement the

subcircuit of 2.2(a) into an inductor, we can use the subcircuit to calculate the flux

versus magneto-motive force in a nonlinear reluctance in the magnetic domain, see
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(c) 

(a) 

(b) 

Figure 2.2: LTSpice subcircuit from [87] for modeling B (Ha) for Jiles-Atherton
hysteresis (a), and the equations for the behavioral source (b) with a hyperbolic
tangent function for anhysteretic behavior. Corresponding initial and outer mag-
netization behavior is shown in (c).
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Appendix B.1 and Section 3.6.1.

2.2.3 Ferromagnetic Relaxation/Resonance

Up to this point we have considered the static nonlinearities of magnetization. In

this section we consider its dynamical aspect. We mentioned that as the magnetic

field changes, the domain walls stretch and move and the domains undergo a partial

rotation. These effects do not occur instantaneously. Even the magnetic moment of

a single atom precesses around the applied field until decaying to the applied field

direction, as described by the Landau-Lifshitz-Gilbert equation. These dynamic

effects are known as magnetic relaxation/resonance and they impact the motion

of domain walls as they approach the equilibrium position.

Jiles, in reference [62], presents a mathematical approach which models these

effects via the Hammerstein configuration of nonlinear dynamical systems. The

Hammerstein configuration is a cascade of a nonlinear-static block followed by a

linear dynamic block. The equation presented in [62] is

1

ω2
n

d2Mdyn (t)

dt2
+

2λ

ω2
n

dMdyn (t)

dt
+Mdyn (t) = M∞ (t) . (2.2)

In (2.2), ωn is the natural frequency of the domain wall dynamics and can be cal-

culated from ferromagnetic resonance (FMR) [62], λ is the decay constant related

to the decay from FMR [91, 92], Mdyn is the dynamic bulk magnetization, and

M∞ is the static magnetization from either hysteresis or saturation. As presented
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in [87] this dynamic effect can be modeled by a second-order RLC low-pass filter2

configuration connected to the magnetization output of the circuit in Fig. 2.2 (a).

2.2.4 Eddy Currents

Eddy currents are created when a time varying magnetic flux density exists in a

conducting medium. From Faraday’s law the flux induces an electromotive force

in the conducting material. The electromotive force gives rise to conduction cur-

rents known as eddy currents, or Foucault currents.3 If these currents produce

secondary magnetic fields which alter the eddy currents further, we are consider-

ing high-frequency eddy currents, since the relative strength of the currents rise

with frequency. By means of Lenz’s law we know the eddy currents oppose the

generation of source’s magnetic field and therefore reduce the inductance of the

source. Also, the ohmic loss due to these currents reflects back as an additional

series resistance in the main branch. These effects take place in many different

locations: in the magnetic core, in each conductor, in between the conductors, and

possibly in the substrate.

When considering eddy currents, one does not typically need to take into ac-

count displacement currents, since their magnitude is small when compared to the

eddy currents at the frequencies of interest. Therefore, a network of resistors and

inductors, can account for the effects of eddy currents in a circuit. Linear two-

2The domain-wall dynamics can be understood as a low-pass filter since the magnetization
will not have the necessary time to follow a fast moving field.

3Named after French physicist Leon Foucault who first discovered them in 1851.



41

(c) 

L1 

L2 

L3 

R1 

R2 

R3 

(b) 

Dual 

Network 

L1 

L2 

R1 

R2 

L2 

R3 

(a) 

Perfect Outer 

Conductor 

Φ2 Φ3 Φ1 

I1 

I2 

I3 

IS 

Ireturn 

Magnetic Core 

Conductor 

Figure 2.3: Coaxial microinductor showing partitioning of core and relevant vari-
ables (a) to approximate eddy currents as a finite order network in the magnetic
domain (b). It is converted using Slemon’s dual [94] to the electric domain (c)

element type networks like this can be realized by canonical circuit topologies [63],

for example Foster Networks, or Cauer Networks. Other forms are also suitable, in-

cluding transformer loops [93]. However, networks with nonlinear elements, behave

differently for different circuit topologies. To determine what circuit is appropriate

to model high-frequency eddy currents in the nonlinear core material, we will be

analyzing the coaxial microinductor of Appendix A.1 in more detail.

Consider a partitioning of the coaxial core material with exaggerated thickness

into three concentric regions, as shown in Fig. 2.3 (a). The fluxes and currents are

considered as phasors. The outer perfect conductor acts as a return path to the

currents. Thus, we can use Ampere’s law to write the expressions for the fluxes,

assuming the currents flow on the inner surface of their respective partition,
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Φ1 =
IS − I1

R1

(2.3a)

Φ2 =
IS − I1 − I2

R2

(2.3b)

Φ3 =
IS − I1 − I2 − I3

R3

, (2.3c)

where Φi is the flux through the ith region, Ii is the eddy current through the ith

region (See Fig. 2.3 (a)), and Ri is the reluctance of the ith region (see Appendices

A and B.1). From the resistance of the ith region (Ri = 1/Li) returning at the

perfect outer conductor and from Faraday’s law, we can write the expressions

relating current to the fluxes

I1 = jωL1 (Φ1 + Φ2 + Φ3) (2.4a)

I2 = jωL2 (Φ2 + Φ3) (2.4b)

I3 = jωL3Φ3. (2.4c)

The six equations (2.3a-c, 2.4a-c) can be modeled by a network in the magnetic do-

main (noting that I is MMF or magnetic voltage and Φ is magnetic current). This

network is shown in Fig. 2.3 (b). Using the dual relationship4 (See Appendix B.1)

the magnetic domain network can be converted to an electrical network as shown

in Fig. 2.3 (c). The fact that this form of Cauer Network is appropriate model

4Slemon’s Dual (1953) [94]
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for the nonlinear magnetic core’s eddy currents is confirmed by the approaches

in [84,85,88], for other geometries.

2.2.5 Electric Field Effects

When a voltage is applied across the terminals of a magnetic device, an electric field

is developed. Some of the electric field passes from turn to turn through a dielectric

medium, while some of the electric field passes through the conductive core. The

dielectric medium gives rise to a capacitance, and the core gives rise to a resistance

(or conductance). Fig. 2.4 shows an example of this for a solenoidal microinductor.

The result is a distributed RC network, which, together with the inductance, gives

rise to a self-resonance effect in the magnetic device. This self-resonance depends

greatly on the geometry of the device, and should not be confused with material

resonance effects such as ferromagnetic resonance which depends less on the device

geometry5 (see Section 2.2.3). For the devices we are modeling, this electromag-

netic self-resonance typically occurs at orders of magnitude lower frequencies than

ferromagnetic resonance, and thus is more important.

Over the operating bandwidth of hundreds of MHz, we can consider distributive

effects as negligible and model the electric field effects as a high-order RC networks

in parallel with the main microinductor model. The high order network, would

capture the change in capacitance and conductance of the parallel branch with

frequency. However, we have found that over the bandwidth of interest there is

5This is only true since the dimensions considered are relatively large (micrometers).
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… … 

Coil 

Core 

Figure 2.4: Section of high order physical RC network showing connection to
solenoidal microinductor geometry

not much change in parallel capacitance and conductance, and a single simple

series RC branch is sufficient. It should be noted that if higher order’s are needed

a canonical network such as a Foster, or Cauer network would be suitable to model

the parallel two-element network [63].

2.2.6 Physical Effects Summary

As we have seen in the previous subsections, magnetic devices have several pos-

sibly relevant physical effects that need to be captured. In each of our models

we will first consider what physical effects are most relevant to the operation of

the device and its performance. Whether or not these effects are relevant depend

on the geometry of the device, the frequency of operation, and, of course, the

materials used. Static magnetic effects such as saturation and hysteresis can be

implemented in the magnetic domain as nonlinear reluctances (an equation relat-
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ing MMF and flux) in the magnetic domain, or a small-signal nonlinear inductor in

the electric domain (if derivatives are taken). Non-conductive dynamic effects such

as ferromagnetic resonance, can also be incorporated into the relevant reluctances

and inductors, through the addition of low pass filters altering the constitutive

relations. Some nonlinear dynamic effects cannot be implemented with the Ham-

merstein configuration as these effects need more general descriptions, e.g. eddy

currents in nonlinear materials. For linear eddy currents, canonical RL networks

are appropriate. However, linear RL canonical networks cease to be canonical for

eddy currents in nonlinear mediums. For eddy currents in the nonlinear core ma-

terial, we have developed a physically appropriate Cauer network which allows the

inductors and resistors to represent discrete regions of the material. Finally, we

have simplified the electric field effects to a simple parallel RC branch to model

electromagnetic self-resonance. All of these effects are constructed so as to be

capable of simultaneously being implemented in common circuit solvers if need be.

2.3 Conclusion

This chapter has answered many of the important initial questions one needs to ad-

dress before making a device model. We have decided that our model does not need

to be scalable, but should be compact, passive and asymptotically well-behaved.

After a thoughtful consideration of the trade offs between behavioral and physics

based models we have decided to design the model to be as physically meaning-

ful as possible, while still constructing it through terminal measurements. The
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physical effects that are relevant have been discussed in detail, including possible

subcircuit implementations. Proceeding forward with our research, we will lever-

age the considerations and ideas in this chapter in generating complete modeling

solutions for three unique device categories: microinductors, microtransformers,

and microfluxgates in Chapters 3, 4 and 5, respectively.
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Chapter 3 – Microinductor Model

3.1 Introduction

The first device category we will consider is a two-terminal inductor. Some of

the first inductors were used as electromagnets in telegraph systems as early as

1840 [95]. Since then inductors have found their way into radio receivers and trans-

mitters, a wide array of filters and oscillators, switched-mode power supplies, and

more applications. In these applications, rather than creating a magnetic field to

do work as in an electromagnet, energy is temporarily stored as a magnetic field

to be released at a later time. Although it is conceivable that many of these appli-

cations would benefit from integration of magnetic materials on-chip, surrounding

literature typically focuses on creating PwrSoCs. Integrating power supplies on

chip would enable many system-level benefits along with decreased area and re-

duced component count; namely, improved reliability, increased manufacturability,

and reduced cost [8]. As with most applications, it is important that the designed

inductor have a low-loss and high reactance (high quality, Q) at the operation fre-

quency. The trade-off between low-loss and high reactance is often benefited from

boosting the inductance through a well designed magnetic material.

Microfabricated inductors with on-chip magnetics have many examples in the

literature [9–11,14,15,18–23,25,96,97]. This chapter first reviews the current state-
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L R 

Figure 3.1: Simple linear two-element model of a microinductor.

of-the-art models for both on- and off-chip inductor modeling, showing the novelty

of this thesis’ work. Next, a unique microinductor model is developed in detail.

In Section 3.4 a unique three stage algorithm is presented to fit the model to the

measurements guaranteeing a passive and accurate fit. In Section 3.5 the model

and algorithm are validated against two simulators and measurements for three

different device designs. Finally, this chapter concludes by providing a section on

future work and conclusions for the microinductor model.

3.2 Literature Review

3.2.1 Simple Linear Two-Element Model

Apart from having a single ideal lumped inductor, the simplest model of inductors

in literature is a series combination of the linear lumped resistor and a inductor (see

Fig. 3.1). The inductor’s value is typically taken as the small-signal inductance at

zero DC current bias and low frequencies. The resistor’s value is more involved, it

may be taken as the low-frequency winding/conductor resistance, or an effective

resistance modeling the various loss mechanisms at the anticipated operating point.
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Although this simple model is quite popular in modeling PwrSoC microinductors

[49, 50], it is the least accurate model considered in this chapter. Its popularity

likely comes from its ability to easily estimate parameters, and it lends itself to

analytic calculation of the losses and currents.

3.2.2 Nonlinear Two-Element Model

The next simplest circuit topology often found in literature is the single lumped

nonlinear inductor. Typically, these models only capture saturation effects [52–

54], but they may also capture hysteresis [87]. To capture the saturation effects,

polynomials [52], empirical expressions [53], or even table-lookup [54] may be used.

It is not a substantial extension to add a series resistor with these models to capture

either effective or DC winding loss.

3.2.3 First Order Eddy Current Model

One of the most popular circuit topologies for off-chip inductors is shown in Fig.

3.2. As we showed in Appenidx A.2, the effects of eddy currents in the core material

can be approximated by the parallel addition of a linear resistor (R1) across the

nonlinear core inductor (L (iL)). There are many different physically meaningful

ways to implement this effective parallel resistance. For example, [98,99] implement

some elements in the electric domain, and others, such as the nonlinear inductor,

in the magnetic domain. On the other hand, [81] is entirely in the electric domain
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R0 

R1 

L(iL) iL 

Figure 3.2: Microinductor model capturing eddy currents in the core making a
low-frequency approximation

using behavioral current-controlled current source and voltage-controlled current

source to model saturation and loss respectively. In [80] a domain is created where

voltage represents flux and current represents magneto-motive force (MMF). The

eddy current loss is then implemented as a capacitor in parallel with the saturating

elements. This is equivalent to a parallel resistor in the electric domain. Another

unique way of implementing the parallel resistor is to add a single resistor connected

to a fictitious winding around the core [86]. Reference [82] uses a NAND-gate-based

nonlinear inductor and the eddy currents are simply captured as a parallel R as

in Fig. 3.2. Although more empirical than physical, this resistor can also be used

to model all types of core loss using the Steinmetz equation [100,101]. If the drop

in MMF/current through the nonlinear inductor is ignored, one can just take the

derivative of the flux squared to find the eddy current loss as in the Simulink R©

model of [102].

For some off-chip inductors, the approximation of 1st order eddy-currents being

proportional to frequency squared may be valid. However, as frequency increases

and core dimensions become a considerable number of skin-depths, this approxi-

mation becomes invalid. All of the inductor models in the previous paragraph were
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Figure 3.3: Example of a linear frequency-dependent microinductor model.

developed for off-chip inductors, except [99]. Although we have developed a model

for high-frequency eddy currents in Section 2.2.4, it may not be immediately clear

how to properly extend the network of Fig. 3.2 to higher orders.

3.2.4 Linear Frequency-Dependent Model

Inductors without magnetic cores have no need for nonlinear elements, and the

most popular model for such inductors is a linear frequency-dependent model, like

that shown in Fig. 3.3. These models capture eddy currents and capacitive effects

in linear media. They may be package level inductors, such as [103], or RF on-chip

inductors, such as [93,104]. It should be noted that Fig. 3.3 is only representative,

and in general two parallel two-element type networks should be able to capture

the characteristics; an RC and an RL network. For example, the order of the RC

network could be extended beyond one, if needed, or the RL network could be

implemented as transformer loops (as in [93]), either type of Cauer network [63],

or either type of Foster network [63]. The linear frequency-dependent model may

also be used for inductors with magnetic materials when operated with currents

far less than saturation. An off-chip example of such a linear model is [105], where
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Figure 3.4: Example of a higher-order nonlinear eddy current model topology.

a behavioral frequency-dependent resistor and inductor are used rather than an

RL network.

3.2.5 Higher Order Nonlinear Eddy Current Model

We mentioned previously that it may not be immediately clear how to extend the

network of Fig. 3.2 to capture high-frequency eddy currents in the core. From

the linear frequency-dependent model, one may think that any higher-order RL

network would allow us to capture the higher-frequency eddy current effects. How-

ever, the different topologies of these networks produce different behavior when

nonlinear elements are present, and only one matches the physics correctly. Early

transformer models were based on the Foster topology [106] which lacks physi-

cal correlation. Fig. 3.4 shows a circuit model of an inductor able to capture

high-frequency eddy currents in a nonlinear material using a physical meaningful

topology. R0 models the conductor winding resistance and L0 models the linear
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portion of inductance do to the internal inductance of the winding and the in-

ductance external to the core. Lcn and Rcn (n = 1, . . . , N) are the 2N elements

modeling the eddy currents in the core material.

We confirmed the Cauer topology of Fig. 3.4 in Section 2.2.4 using a Par-

tial Element Equivalent Circuit (PEEC) approach. A Similar PEEC approach is

used in [84,85] for a different winding arrangement, leading to the same topology.

Reference [88] uses a finite difference method to come up with the same Cauer

equivalent circuit for simplified geometries. The saturation and hysteresis may

be implemented with Preisach [84, 85], Jiles-Atherton [88], or simply mentioned

that it is possible to include these effects [107]. Although not as physical as the

approach from Section 2.2.3, references [84, 85] include anomalous losses, such as

domain wall resonance due to FMR, through an adjustment to the ladder resistors.

3.2.6 Summary Table

Table 3.1 provides a quick summary of the literature review performed in this

section. The features compared are considered to be the most important char-

acteristics of the microinductor model we are trying to construct. The model

presented in this chapter will cover every feature presented in Table 3.1.
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Table 3.1: Feature comparisons for microinductor models from literature.

Model Saturation Linear Eddy Core Eddy Capacitive Terminal On-Chip

Section Currents Currents Resonance Based

3.2.1 no no no no yes yes

3.2.2 yes no no no possibly no

3.2.3 yes no low-freq. rarely difficult yes

3.2.4 no yes linear yes yes yes

3.2.5 yes no yes rarely no no

3.3 Model Development

3.3.1 Model Circuit Topology

The topology we developed for on-chip microinductors is shown in Fig. 3.5 and was

initially proposed in [108] and expanded upon in [109]. One unique characteristic

of this model is that it takes features from the linear frequency-dependent model

and the higher-order nonlinear eddy current model. The ladder network on the

left is meant to capture the skin and proximity effects in the winding conductors,

as well as any other linear eddy current effects, such as in the substrate. The

left ladder network has a DC resistance and high-frequency inductance (unlike

the right ladder), this is to capture the DC resistance of the conductor windings

and any inductance external to the conductors and core. While the left ladder

is motivated by linear frequency-dependent models, the right ladder is motivated

by higher order eddy current core models. The nonlinear inductors represent the

saturation of the core material as the current in the winding increases (see Section

2.2.4). The right ladder only models eddy current effects which have zero DC
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Figure 3.5: Complete compact equivalent circuit model used for microinductors,
with an Mth order linear ladder network, an Nth order saturating core ladder
network, and parallel RC branch.

resistance, due to the lack of a DC conduction path to the core, and zero high-

frequency inductance, due to the high-frequency eddy currents blocking the flux

from reaching the core. The physical effect of electric field coupling discussed in

Section 2.2.5 also was discovered to be important in microinductors. Therefore,

the RC network of that section and from the linear frequency-dependent model is

included in our model. It should be noted that ferromagnetic resonance/relaxation

effects are not included in the model, since we are focusing on Ni-Fe alloys with

FMR frequencies in the GHz [67]. Fig. 3.5 is the first of its kind topology and is

suitable for many microinductor configurations (see Sections 1.2.1 and 3.5).
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3.3.2 Nonlinear Inductors

As mentioned in Section 2.2.1, the saturation effect of the nonlinear inductors

of Fig. 3.5 can be implemented in either the electric domain as a small-signal

characteristic or the magnetic domain as a flux-MMF relationship. Since the most

useful and general expression for the nonlinear inductance was found in the electric

domain and it cannot be analytically converted to a flux-MMF relationship for the

magnetic domain, we chose to implement the core inductors Lcn (I) in the electric

domain as small-signal inductances. Saturation of the core is often counteracted

(whether intentionally or unintentionally) through the addition of an air gap in

the core or shape factor effects [8].

To keep the model physical, general, and realizable, five properties of the Lcn (I)

function are required: it should be

1: an even function of current;

2: monotonically decreasing for increasing |I|;

3: guaranteed positive for all currents;

4: implementable in circuit simulators;

5: sufficiently general to model gaps/demagnetization and typical anhysteretic
B-H curves.

The first three properties are based on physical considerations, while the last two

give the function the necessary generality and ability to be implemented. The

function we develop to meet these specifications is based on generalizing a bandpass

filter characteristic. Starting with the natural logarithm of the magnitude of the
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transfer function of a 2-pole bandpass filter we have

Afilt,n (ω) = ln

∣∣∣∣∣∣ Kjω(
1 + jω

p1

) (
1 + jω

p2

)
∣∣∣∣∣∣ . (3.1)

Specifying the poles and frequency on a linear current scale while frequency is

logarithmically scaled, as in a Bode plot, we make the following substitutions:

ω 7→ eI (3.2a)

p1 7→ eα3n (3.2b)

P2 7→ e−α3n . (3.2c)

Making the substitutions and taking the magnitude of the complex terms gives

Afilt,n (I) = ln

(
KeI√

1 + e2(I−α3n)
√

1 + e2(I+α3n)

)
. (3.3)

Using the laws of logarithms, (3.3) can be rewritten as

Afilt,n (I) = ln (K) + I − 1

2
ln
(
1 + e2(I−α3n)

)
. . .

− 1

2
ln
(
1 + e2(I+α3n)

)
.

(3.4)

It is a simple matter of scaling the abscissa and ordinate axes to obtain the gener-

alized form
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Figure 3.6: Plot of (3.5) versus current showing effects of αin parameters.

Afilt,n (I) =α4n − α2nI − α1n ln
(
e
−α2n
α1n

(I+α3n)
+ 1

)
+ . . .

− α1n ln
(
e
−α2n
α1n

(I−α3n)
+ 1

)
.

(3.5)

The αin terms are parameters of the nonlinear inductance. Fig. 3.6 shows the

role of each of the α-parameters in creating (3.5). We obtain the final expression

for the nonlinear inductance by taking the exponential of Afilt,n and adding the

saturated inductance, L0n, as

Lcn (I) = eAfilt,n(I) + L0n. (3.6)

There are five parameters (α1n, . . . ,α4n,L0n) in (3.6). Notice that for real parame-

ters and positive L0n, (3.6) is always positive, guaranteeing passivity (see Appendix

C). A sample LTspice subcircuit for this type of nonlinear inductor is shown in

Fig. 3.7. For this implementation care should be taken for large arguments to
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Figure 3.7: Example LTspice subcircuit of a nonlinear inductor described by (3.6).
Inductor terminals are Vip and Vin.
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Table 3.2: Coefficients of M (H) functions (3.7a),(3.7b), and (3.7c).

MS1 = 9.08× 105 A/m g1 = 3.16× 10−4 m/A
MS2 = 9.15× 105 A/m g2 = 2.62× 10−4 m/A
MS3 = 9.83× 105 A/m α = 3.82× 10−10 a = 975 A/m

the exponential (for example, e89 is beyond the bounds of single precision floating

point numbers). If large arguments occur, the limit of ln(ex + 1) can be taken as

x.

We constructed (3.6) to meet properties 1-4. To confirm whether property 5

is met we consider three types of M-H curves and four different gap values. We

assume an anhysteretic M-H characteristics since the materials of interest (e.g.,

Ni-Fe [16, 64], Co-Ni-Fe [16, 65], Co-Ta-Zr [66]) typically have small coercivities .

The three M-H curves considered are: hyperbolic tangent [72], error function [72],

and Langevin [75]. Their expressions are

M (H) = MS1 tanh (g1H) (3.7a)

M (H) = MS2 erf (g2H) (3.7b)

M (H) = MS3

(
coth

(
H + αM

a

)
− a

H + αM

)
. (3.7c)

Recall that B (H) = µ0 (H +M). The coefficients of M-H functions (3.7a),(3.7b),

and (3.7c) are given in Table 3.2 with SI derived units of Tesla and A/m, as

appropriate.

A zero-current-bias small-signal inductance of about 100 nH is obtained for
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a one-turn microinductor using a 0.125 mm2 magnetic flux area and a 424 µm

magnetic path length (µr0 ≈ 270). The gap is modeled as a linear lumped re-

luctance appearing in series with the core reluctance. Its four values, given as

permeances (P = 1/R), are ∞ H, 300 nH, 100 nH, and 33.3 nH, respectively.

Using a global optimization algorithm to determine the five parameters of (3.6),

we obtained L2-norm errors of less than 2.5%. The L2-norm error is given as

100% · ‖ỹk − yk‖2 / ‖yk‖2 , (3.8)

where ‖·‖2 is the L2-norm [110], ỹk is the fitted or approximated value, and yk is the

measured or ideal value, both with the same x-value, xk. The excellent performance

of (3.6) can also be seen in Fig. 3.8. Overall, the circuit of Fig. 3.5 consists of a

combination of lumped linear elements and lumped nonlinear inductors described

by (3.6). The model can, thus, be readily implemented in many popular circuit

simulators.

3.3.3 Measurements Employed to Generate Model

Although, in general, the complete characterization of an unspecified nonlinear

dynamical circuit requires knowledge of the entire phase space, we have found it

sufficient to only measure the small-signal biased impedance to generate the specific

microinductor model in Fig. 3.5. Only the core model changes with respect to the

bias current, and at each bias current the small-signal model of the core is an

observable linear system. Therefore, the information needed to obtain the small-
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Figure 3.8: Small-signal inductance of a tanh-based microinductor using (3.7a)
with 4 different gap inductances (data points) showing the fitting performance of
(3.6) (solid lines).
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signal impedance Lcn at current Ij is available in the small-signal impedance of

the entire circuit, biased to current Ij.

Suppose the microinductor is biased at J unique currents (I1, . . . , Ij, . . . , IJ) and

the small-signal impedance is measured atK unique frequencies (f1, . . . , fk, . . . , fK)

for each of the J bias currents. These measurements are obtained either from

impedance analyzer measurements on a physical device, or from field-solver simu-

lations, depending on the design flow used. The small-signal impedance measure-

ments could be organized into a J ×K complex-valued matrix

Zm (Ij, fk) =


Zm (I1, f1) · · · Zm (I1, fK)

...
. . .

...

Zm (IJ , f1) · · · Zm (IJ , fK)

 . (3.9)

Zm (Ij, fk) is the small-signal impedance. Referring to Fig. 3.5, we observe that

a DC bias current through the microinductor model biases all the nonlinear core

inductors, Lcn (n = 1, . . . , N), at the same bias current. Therefore, the unknown

inductance functions Lcn can be sampled at bias Ij by finding the set of Lcn’s that

best fit the impedance of the jth row. We label this best fitting Lcn by Lcn,opt.

A sample graph of the small-signal inductance and resistance of a measured

microinductor with Ni-Fe core is provided in Fig. 3.9. Notice how the bias current

causes the core to saturate, lowering the inductance. This also lowers the flux-

density in the core material and, thus, reduces the eddy current loss in the core,

lowering the series resistance. Also, we can observe a self-resonance effect at ∼ 60

MHz (under zero-bias conditions) believed to be caused by electric-field effects.
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Figure 3.9: Small-signal inductance and resistance versus bias current and fre-
quency.

3.3.4 Measurements Employed to Validate Model

To validate the model we should consider the appropriate application domain.

Since PwrSoCs are the dominant application of microinductors in literature [14,

15, 21, 96, 97], we will validate our model in a PwrSoC application. Due to many

ICs powering off of a reduced supply voltage, the most common type of PwrSoC

is the buck converter, which is a DC-to-DC converter that steps-down the supply

voltage, hopefully with higher efficiency than linear regulators.

One of the key metrics in buck converter design is delivering a large amount

of power in a limited space [111]. This often means operating the microinductor

near saturation, in order to boost the current that can be supplied. In light of this,

we need to be able to measure key characteristics, such as the current waveform
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Figure 3.10: Simplified buck converter circuit used to validate the generated mod-
els. The signal Φ controlling the switches is a pulsed rectangular wave of given
duty cycle.

and power loss, when operating the device in a converter as the core material sat-

urates. Thus the two measurements we have chosen to validate the microinductor

equivalent circuit model are the current waveform and the instantaneous power

loss waveform in a simplified buck converter application (see Fig. 3.10).

3.3.5 Novelty of This Model

There are many features of our model, which are lacking in existing literature. The

most significant of which is the ability to incorporate the core material properties

without knowing them explicitly, this is not common in literature. For example,

the methods described in Section 3.2.5 are created for simplified geometries or an-

alytical solutions. The methods for off-chip inductors often suppose you have a

good technique to characterize the saturation characteristics of the magnetic ma-

terial, such as a cylindrical toroid. However, on-chip microinductor materials like

Ni-Fe are often anisotropic [97] and contain a soft and hard axis, or vary due to
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substrate surface or demagnetization [11], making toroidal analysis inappropriate.

Also, in on-chip designs, the need to make multiple integrated structures (such as

a separate toroid) to generate one device model can be costly. Our model and al-

gorithm provide a way to generate a single physically-motivated equivalent-circuit

device model, accurately and simply from only the terminal characteristics. Un-

like off-chip inductors, we developed a simple and accurate extraction algorithm

that fits terminal measurements made with an impedance analyzer or vector net-

work analyzer (VNA) to the compact physically-motivated equivalent circuit of

Fig. 3.5. The models are accurate in both the fitted and verification domains, and

the algorithm guarantees passivity of the model.

The closest model to ours is the one presented in [99], which is a first order

eddy current model for on-chip microinductors. In contrast, our model additionally

includes electric field-effects, high-frequency core eddy-currents and linear eddy

currents, which can make a significant difference in the performance of the model

topologies as we will demonstrate. Specifically, there is an ability of our model to

accurately capture the instantaneous power loss, and the current waveforms. Also,

in [99] there is no discussion of what extraction algorithm or measurements would

suitably generate their model. In what follows we have created our own extraction

algorithm for the model of [99], but use their nonlinear inductor expression and

circuit topology.
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3.4 Model Extraction Algorithm

3.4.1 Overview

The model extraction algorithm is broken up into three main stages as shown in

Fig. 3.11. First, the model is simultaneously fit to the unsaturated (j = 1), fully

saturated (j = J) and moderately saturated (j = Jmid) measured impedances ver-

sus frequency (k = 1, . . . , K). Next, for the remaining bias currents, the measured

impedance is fit to by selecting the core inductances, Lcn, for the particular bias

current. We label this best fitting Lcn by Lcn,opt (n = 1, . . . , N). This provides the

core small-signal inductances sampled at the J bias currents of the measurement.

The final stage is to fit (3.6) to Lcn,opt.

3.4.2 Stage 1: Three-Bias Fitting

This first stage is arguably the most important; it is also the most challenging due

to the large number of fitting parameters. First, the model’s fit is optimized to

the measured impedance data versus frequency at each of the three bias currents.

Only the magnetic part of the core saturates, thus only Lcn varies between the

three circuits.

The cost function used here is the RMS combination of percentage L2-norm

errors, see (3.8), of the resistance and inductance at each of the three bias currents.
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Stage 1: Fit to Fully Saturated, 
Moderately Saturated, 

 and Unsaturated 
Data Simultaneously 

(j = [1, Jmid,J]) 

Stage 2: For the Remaining 
 Bias Currents, Ij, Select 

Optimal Core 
Inductances Lcn,opt(Ij) 

Stage 3: Fit 
Inductance Model, (3.6), 

To Each Nonlinear Inductor 
Lcn,opt(Ij) = Lcn(Ij) 

…
 

…
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Zm(Ij,fk)= 

… 

… 
…

 

…
 

Figure 3.11: Flow chart of algorithm going from input measurements to output
model with three intermediate stages.
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fcost,1 =
[
1

6

(
E2
R,1 + E2

L,1 + E2
R,Jmid

+ E2
L,Jmid

+ . . .

E2
R,J + E2

L,J

)] 1
2 .

(3.10)

In (3.10), ER,j is the percentage L2-norm error of the model resistance versus

frequency to measurements and EL,j is the percentage L2-norm error of the in-

ductance versus frequency, both at bias current Ij. We can also make use of

weighting various errors to emphasize certain biases, or frequencies. In total, there

are 4N + 2M + 2 parameters to the optimization: N from the linear core resistors,

3N from each Lcn,opt (Ij) at each of the three bias currents (together making 4N),

2M from the linear ladder resistors and inductors, and 2 from RS and CS (see Fig.

3.5). To limit the effective number of parameters, four constraints are applied.

The first two constraints are that the DC resistance and DC zero-bias inductance

of the model match the measurements at the lowest frequency. The other two

constraints are that RS and CS guarantee a match to the zero-bias high-frequency

resistance and inductance, while keeping RS and CS positive.

Due to the large number of parameters and fast cost function analysis, the

genetic algorithm [112] can be used to solve this global optimization problem. 30

generations of population 500 were sufficient to find a good fit. To further improve

the fit we used a local optimizer [113] with bounds enforcing passivity. At the

end of stage 1, the optimized parameters provide every linear element and the

optimized nonlinear inductance elements of the microinductor model at the three

bias currents.
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3.4.3 Stage 2: Fit to Remaining Biases

The next part of the algorithm is to fit to the inductance and resistance at the

remaining bias currents, Ij (j = 2, . . . , Jmid − 1, Jmid + 1, . . . , J − 1). Since there

are few (N) cost function parameters several different global optimization routines

can be used to produce the values of Lcns (Ij) that minimize the percentage error.

The below pseudo code determines these optimal inductances.

input : Fitted linear elements, optimized nonlinear inductors at 3 biases,
and small-signal measurements Zm (Ij, fk).

output: Optimized nonlinear inductors at remaining biases.

for j ← 2 to J − 1 | j 6= Jmid do
optimize circuit to fit to Zm (Ij, f) with global optimizer ;

minimize fcost,2 =

√
E2
R,j+E

2
L,j

2
by varying Lc1,opt (Ij) , . . . , LcN,opt (Ij)

end

After stages 1 and 2 all the linear elements and the nonlinear inductors are deter-

mined at the J bias currents, Lcn,opt (Ij).

3.4.4 Stage 3: Fit Nonlinear Inductors

Optimally selecting the nonlinear inductors at the J bias currents can be viewed as

a sampling of their saturation behavior. For each nonlinear inductor element, the

five parameters of (3.6) are selected to fit to the “sampled” optimized inductance

versus bias current, Lcn,opt (I), using a global optimization algorithm. The cost

function to be minimized is the L2-norm error between these optimized inductances
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from stages 1 and 2, and (3.6), given as

fcost,3 = 100% · ‖Lcn (Ij)− Lcn,opt (Ij)‖2 / ‖Lcn,opt (Ij)‖2 . (3.11)

The below pseudo code determines the five parameters of (3.6) for each of the N

core inductors.

input : N Optimized nonlinear inductances at J measured currents,
Lcn,opt (Ij).

output: Parameters for each nonlinear inductor.

for n← 1 to N do
optimize (3.6) to fit to Lcn,opt (I) with global optimizer ;
minimize fcost,3 by varying α1n, α2n, α3n, α4n, L0n

end

3.5 Validation

In this section, we will be generating microinductor models from biased small-signal

impedance measurements, and then validating the models by comparing them in

the time domain using the idealized buck converter circuit discussed in Section 3.3.4

and illustrated in Fig. 3.10. For the buck converter circuit we expect our model to

outperform existing simple models in terms of both AC power loss and accurately

capturing the microinductor current waveforms. To make this comparison in the

simulation examples, we use the device-circuit cosimulation feature available in

transient field solvers. We employ the greatly simplified circuit of Fig. 3.10. The

switches operate at a given frequency and duty cycle.
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Figure 3.12: COMSOL Multiphysics layout in 2-D of racetrack microinductor from
[21]. The seven conductors are connected in series.

We will be comparing the Fig. 3.5 model with two popular field solvers (COM-

SOL [114] and Maxwell [115]) as well as measurements. To confirm that the

model is applicable to a range of microinductor geometries, we consider three dif-

ferent devices: device 1 is the 2-D approximation to a racetrack microinductor,

device 2 is a 3-D section of a stripline microinductor, and device 3 is a measured

toroidal microinductor. We also compare our model to three other models: a linear

frequency-dependent microinductor model of order four, a two-element nonlinear

model consisting of a nonlinear static inductor in series with a constant resistor,

and the model topology developed at Intel in [99]. The Intel topology was fit

to the small-signal impedance using extraction algorithms we developed specifi-

cally for the Intel circuit topology. The linear frequency-dependent model is fit to

the zero-bias impedance data, and the two element nonlinear model is fit the the

low-frequency data.
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3.5.1 Device 1 Simulation

The first device is a seven-turn racetrack microinductor motivated by [21]. Due to

the large dimensions of this microinductor relative to skin-depth, 3-D simulation

is prohibitive. However, we can approximate the racetrack by removing the bends,

which are not covered by the magnetic material. Then, we essentially have a 2-D

core with seven series-connected conductors representing the seven turns (See Fig.

3.12).

The microinductor’s turns are made of copper and have cross-sectional size

50×50 µm2 with an inter-winding separation of 50 µm. The core material is

assumed to have a saturation behavior of the hyperbolic tangent M-H curve of

(3.7a). The core’s resistivity is 45 µΩcm and completely surrounds the windings

with a 4.2 µm thickness. The length of the microinductor is 7.7 mm. We used

COMSOL Multiphysics R© to generate the terminal characteristic and transient

data.

3.5.1.1 Model Fit

Using COMSOL’s multiphysics simulation we obtained the small-signal impedance

at 13 bias currents from 0 to 3 A and 21 logarithmically-spaced frequencies from

100 kHz to 100 MHz. Our extraction algorithm is implemented in Matlab [116]

and took less than 3 minutes to generate a complete Spectre R© [68] model on a 3.2

GHz Pentium R© 4 workstation. The element values returned in the fitting routine

can be found in Appendix D.1. Throughout this section we use M = 2 and N = 4
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for this work’s microinductor model (see Fig. 3.5).

The third stage of the algorithm is to fit (3.6) to Lcn,opt. Each of the four

inductors fit within 6.5% L2-norm error. The comparison between Lcn,opt and

Lcn (I) is shown in Fig. 3.13. The nonlinear static inductance of the Intel topology

model has an L2-norm error of 7.9%. It is clear that the linear 4th order model

and the nonlinear 2-element model will have substantial errors when compared

to the biased small-signal impedance. The Intel topology model and this works’

model are not as clear of a case. Fig. 3.14 shows the comparison between the

COMSOL field solver data, and the two fitted Spectre models: our model, and

the Intel topology model. Our model captures the impedance with a 0.76% error

in resistance and a 0.81% error in inductance. However, the Intel topology model

makes substantial errors of 17% in resistance and 10% in inductance, due in-part

to the higher order eddy current effects being present in the “measured” device.

3.5.1.2 Transient Performance

To validate the model we performed a transient simulation using the four models

in Spectre and the COMSOL field-solver in a buck converter circuit. Our buck

converter circuit has an input voltage of 3.6 V and an output voltage of 1.2 V giving

a roughly 33% duty cycle. The switching frequency is 10 MHz and the converter

has a load resistance of 1.16 Ω with 160 nF output capacitance. Fig. 3.15 shows

the output voltage and microinductor current from an initially uncharged state.

While the linear model has an L2-norm error of 27% in the transient current, the
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Figure 3.13: Small-signal inductance for Lc1 through Lc4 for the device 1 racetrack
microinductor. The data points are the optimal inductances from stages 1 and 2
of the algorithm, and the curve is (3.6) fit to these points.
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Figure 3.14: Small-signal inductance and resistance versus frequency and bias
current showing comparison between fitted Spectre models and COMSOL “mea-
surements” for device 1.
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Figure 3.15: The top graph shows the rise of the output voltage to steady state,
the bottom graph shows the current through the microinductor in a test buck
converter. Five different models are compared for device 1.
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other three models match the COMSOL simulation quite closely. The model of this

thesis has the lowest L2-norm error of 2.0% in transient current. Another feature

which is important to capture in a buck converter is the peak current. Similar

performance characteristics are seen when comparing the peak currents (See Table

3.3).

Buck converters are used to improve efficiency over linear regulators. Therefore,

the power loss of the microinductor is of particular concern in this application. Our

equivalent circuit model also captures the steady-state power loss in the microin-

ductor well. To measure the instantaneous power loss in COMSOL we integrate the

instantaneous ohmic loss over the volume of the microinductor, i.e.,
∫
ρ |J(t)|2 dv.

Essentially the same is done for the circuit models by adding i(t)2R loss for each

resistor. The comparison of the last two periods (an estimation of steady-state)

for the power loss waveform demonstrates the good performance of the model (see

Fig. 3.16). The average power loss, the power efficiency of the microinductor, and

the L2-norm error in power loss waveform are shown in Table 3.3. We observe that

both this work and the Intel topology model from [99] do a good job of reproducing

the loss effects, making efficiency errors less than 0.4%. The other two models fail

to capture the loss sufficiently. The reason the Intel topology model succeeds in

estimating the power loss characteristics is that the eddy currents amount to a low

percentage of the total loss which is dominated by the conductor resistance. In

fact, the AC power loss for this scenario is less than 15% of the total loss. As we

will see in the following section, this is not always the case and when needed, our

model outperforms the others.
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Figure 3.16: Instantaneous power loss for different microinductor models of device
1 in a test buck converter circuit during the time 600 ns to 800 ns to approximate
steady-state operation.
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Table 3.3: Comparison of our model with traditional off-chip inductor models
and an Intel topology model. The COMSOL simulation is used as a reference to
calculate errors for device 1.

Linear 4th Nonlinear Intel Top. This Comsol
Order 2-Element Model Work Ref.

L (I, f) Error N/A N/A 10% 0.81% 0%
R (I, f) Error N/A N/A 17% 0.76% 0%
max (i (t)) Error -52% 4.5% 5.2% 3.9% 0%

i (t) Error 27% 3.7% 7.3% 2.0% 0%
Ploss (t) Error 27% 11% 5.9% 2.1% 0%

Ploss,ave 520 mW 380 mW 420 mW 420 mW 430 mW
Efficiency 72.9% 76.5% 74.4% 75.0% 74.8%

3.5.2 Device 2 Simulation

The second device is a stripline microinductor motivated from the V-groove mi-

croinductor in [97]. It should be noted that the V-groove in [97] is only a starting

point; we have altered the materials and length to be suitable for our converter.

The conductor is a copper equilateral triangular bar with a 420 µm side length

and 29.2 mm length. Since the problem has a large aspect ratio, we reduced the

microinductor length by a factor of 91.7 to 318 µm and scaled the circuit appro-

priately (see Fig. 3.17). The core material has saturation behavior in the form

of the hyperbolic tangent M-H curve of (3.7a). Its resistivity is 17.2 µΩcm, and

completely surrounds the conductor with a 10 µm thickness. In this case, we chose

the resistivity to be consistent with a measured Ni-Fe material, rather than the

material in the paper. All values shown in the following sections are scaled back

up to be relevant to the designed microinductor, rather than the reduced-length
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Figure 3.17: Ansys Maxwell layout in 3-D of reduced-length V-groove microinduc-
tor motivated from [97] and 2-D cross-section showing dimensions.

simulated microinductor.

3.5.2.1 Model Fit

The small signal impedance data was obtained via the Maxwell field solver [115] at

31 frequencies logarithmically spaced from 100 kHz to 100 MHz and 9 bias currents

from 0 to 8 A. Since a biased small-signal analysis was not available in Maxwell, we

approximated the core as saturating uniformly and simulated nine individual eddy

current analyses with different permeabilities to the core. This approximation is

justified by the small core thickness relative to its magnetic path length.

Our extraction algorithm took 2 minutes 40 seconds to generate the complete

Spectre model from the field solver data. The element values and nonlinear in-

ductor parameters are provided in Appendix D.1. The four static nonlinear in-

ductances fit their optimum values with L2-norm errors less than 6.6% (See Fig.
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Figure 3.18: Small-signal inductance for Lc1 through Lc4 for the device 2 V-groove
microinductor. The data points are the optimal inductances from stages 1 and 2
of the algorithm, and the curve is (3.6) fit to these points.
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Figure 3.19: Small-signal inductance and resistance versus frequency and bias
current showing comparison between fitted Spectre models and Maxwell “mea-
surements” for device 2.
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3.18). The Intel topology model had a static error of 7.0% for its single nonlinear

inductor. A large difference between the Intel topology model and this work is in

the small-signal impedance versus bias and frequency. In resistance, our model’s

L2-norm error with respect to the Maxwell simulation was 3.8%, but the Intel

topology model resulted in an error of 18%. Likewise, in small-signal inductance,

the L2-norm was 2.4% using our model and 14.8% using the Intel topology model

(See Table 3.4). The Intel topology model errors are not due to inaccuracy of the

extraction algorithm, but rather the inability to capture nonlinear high-frequency

eddy currents, do to the reduced topology. The comparison of the small-signal

impedance of the device 2 model to Maxwell simulations is shown in Fig. 3.19.

3.5.2.2 Transient Performance

Similar to device 1, we placed the Maxwell model and our compact model imple-

mented in Spectre R© [68], as well as the competing models, in a buck converter

circuit. The buck converter stepped 6 V down to 3 V at 50.5 MHz. The load re-

sistor was 1 Ω and the output capacitance was 100 nF. These values were properly

scaled by 91.7 to be applied to the co-simulation of the shortened Maxwell model.

The resulting start-up current and output voltage are shown in Fig. 3.20. In terms

of maximum current, both the Intel topology model and this work, match Maxwell

within 2.5% (See Table 3.4). Similarly, the L2-norm error in the current waveform

is 2.2% for this work, and 5.5% for the Intel topology model. The linear 4th order

model and nonlinear 2-element model give errors greater than 10%.
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Figure 3.20: The top graph shows the rise of the output voltage to steady state,
the bottom graph shows the current through the microinductor in a test buck
converter circuit. Five different models are compared for device 2.
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Table 3.4: Comparison of our model with traditional off-chip inductor models
and an Intel topology model. The COMSOL simulation is used as a reference to
calculate errors for device 2.

Linear 4th Nonlinear Intel Top. This Maxwell
Order 2-Element Model Work Ref.

L (I, f) Error N/A N/A 15% 2.5% 0%
R (I, f) Error N/A N/A 18% 3.8% 0%
max (i (t)) Error -19% 5.3% 2.4% 2.3% 0%

i (t) Error 12% 10% 5.5% 2.2% 0%
Ploss (t) Error 34% 88% 110% 9.3% 0%

Ploss,ave 330 mW 76 mW 1.0 W 490 mW 490 mW
Efficiency 96.2% 99.2% 89.6% 94.8% 94.9%

In buck converter applications, we are also concerned with the power loss. Since

the power loss is roughly split 50/50 between AC and DC components, the eddy

currents are more pronounced in this example over the previous. The only model

which can predict the steady-state power loss with less than 30% error for this

setup is the model presented in this thesis, which gives an error of just 1.4%.

The instantaneous power-loss waveforms shown in Fig. 3.21 are indicative of this.

Table 3.4 shows a numerical comparison summary including the L2-norm in the

power loss waveforms. The Intel topology model over estimates the eddy current

loss and thus makes an error of over 100% in power loss leading to a 5.3% lower

efficiency. Only our model can capture the critical efficiency parameter to within

1%.
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Figure 3.21: Instantaneous power loss for different microinductor models of device
2 in a test buck converter circuit during the time 594 ns to 634 ns to approximate
steady-state operation.
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3.5.3 Device 3 Measurements

The previous small-signal data has been obtained with magnetoquasistatic field

solvers. This ignores the effect of displacement currents and the capacitive part of

the model. To consider all relevant effects, we used actual device measurements

to generate the model. We measured the small-signal impedance for a device

made from a thin film alloy with low coercivity, and having a small saturation

current, using an Agilent 4294A precision impedance analyzer. The microinductor

was biased through an Agilent 16200B external DC bias adapter using a Keithley

2410 1100V source meter. Overall, we measured small-signal R and L from 2 to

110 MHz and for eight bias currents ranging from 0 to 60 mA. Since this device

showed resonant behavior, the three models we previously used as comparisons

to are insufficient to capture the characteristics. Instead, we compare this model

only in the transient domain to a reduced 1st order linear model with a lumped

inductor and resistor.

3.5.3.1 Model Fit

Our algorithm took less than 3 minutes and produced a model capturing the res-

onance sufficiently well. The element values and nonlinear inductor parameters

can be found in Appendix D.1. Although the L2-norm errors in resistance and

inductance were rather large (14% and 11% for R and L, respectively), (3.6) fit-

ting performances for the optimized inductances were good with errors around 5%.

The fit to the optimized inductances is shown in Fig. 3.5.3.1. The small-signal
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impedance of the measurements compared to the fitted model is shown in Fig.

3.23.

3.5.3.2 Transient Performance

We applied an approximately 7 V, 10 MHz square-wave to this microinductor and

measured the resulting current. We also compared the results to a two-element

linear model generated at zero bias current and low frequencies. The transient

current waveform obtained with our model had an L2-norm error of 10%, whereas

the simple linear model gave a much larger L2-norm error of 60%. The maximum

current comparison showed similar results with 3.6% error in our model, and 53%

in maximum current in the simple linear model. These results can be seen in Fig.

3.24 and show the improved performance with the proposed model. We can also

estimate the average power loss from the measurements and the models. We see

that while our model underestimates the power loss of 300 mW by only 1.4%, the

simple linear model gives a much larger error of 60% with a 120 mW power loss

estimate.

3.5.4 Discussion of Model Order

In the previous sections we only considered our work to have a fourth order core

model and a second order linear model (N = 4 and M = 2; see Fig. 3.5). Deter-

mining these values is often an exercise in trial and error. To accommodate order
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Figure 3.22: Small-signal inductance for Lc1 through Lc4 for the device 3 measured
microinductor. The data points are the optimal inductances from stages 1 and 2
of the algorithm, and the curve is (3.6) fit to these points.
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Figure 3.23: Small-signal inductance and resistance versus frequency and bias cur-
rent showing comparison between fitted Spectre model and actual measurements
for device 3.
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Figure 3.24: Top graph shows the voltage waveform applied to both models and
actual device. Bottom graph compares the resulting current waveform for actual
device, Fig. 3.5 model, and simple linear model.
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selection of the model, the algorithm presented in Section 3.4 allows the order to

be an input parameter. In this section, we present a study of the impact of model

order on model performance.

We first consider the device 1 microinductor. Since the genetic algorithm we

used starts with a random population, we take the average of 25 trials for each

model order. Initially we do not include eddy currents at all and the error in small-

signal impedance is large (see Table 3.5). The error in AC power loss is 72%. We

then add the 1st order eddy current R and the errors improve significantly. The

errors continue to improve as we raise the order of the core network, especially

the AC power loss, until we get to 4th order, after which they roughly remain

constant. Adding another order to the linear network, only improves the AC

power loss slightly. Therefore, we conclude the proper order for this device is

either N = 3, M = 2, or N = 4, M = 2, without the need for the RC branch.

Adding an RC branch actually makes the performance worse since the device is

strictly based on magnetoquasistatic simulations, which ignore capacitive effects.

Since the device 2 microinductor is also a magnetoquasistatic simulation, sim-

ilar results hold for its order analysis (see Table 3.6). However, device 2 has more

pronounced eddy current loss, and the AC loss is therefore more prominent. The

errors are smallest when using N = 4 and M = 1 without the RC branch. Increas-

ing the order of the linear eddy current branch may make the fitting procedure

more complicated and therefore lead to larger errors.

The order analysis of the fabricated and measured microinductor, device 3, is

shown in Table 3.7. The order of this measured device is mainly determined by the
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Table 3.5: Improvements in transient and small-signal errors as for different model
orders for device 1. Results shown are an average of 25 algorithm runs.

R (I, f) L (I, f) i (t) Ploss,ac Ploss (t)
Device 1 Error Error Error Error Error

No RC, Lc1 Alone, M = 1 99% 27% 10% 72% 13%
No RC, N = 1, M = 1 15% 6.9% 3.3% 10% 2.4%
No RC, N = 2, M = 1 6.5% 1.7% 1.9% 0.32% 1.3%
No RC, N = 3, M = 1 4.4% 2.4% 2.4% 3.0% 1.8%
No RC, N = 4, M = 1 2.9% 2.4% 3.8% 5.8% 1.7%
No RC, N = 4, M = 2 3.3% 2.3% 3.1% 3.4% 1.8%

With RC, N = 4, M = 2 5.2% 2.9% 3.2% 3.7% 3.0%

match to small-signal biased impedance measurements. Therefore, these are the

only parameters we show in Table 3.7. The addition of the RC branch in parallel

is the most significant improvement in the model. As we add more elements to the

core branch, the error becomes larger, possible due to the difficulty of optimizing

the three-bias stage of fitting. The optimal order for the device 3 microinductor

appears to be N = 2, M = 1, with the parallel RC branch present. Nonetheless,

we get acceptable results with the higher order network used in Section 3.5.3.

3.6 Future Work and Conclusions

In this section we propose the possibility of adding hysteresis and ferromagnetic

resonance to the model. These effects may be important depending on the core

material choice and the frequency of operation. Although not all of the details

to implementing these physical effects are determined at this time, we discuss the
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Table 3.6: Improvements in transient and small-signal errors as for different model
orders for device 2. Results shown are an average of 25 algorithm runs.

R (I, f) L (I, f) i (t) Ploss,ac Ploss (t)
Device 2 Error Error Error Error Error

No RC, Lc1 Alone, M = 1 100% 32% 20% 31% 88%
No RC, N = 1, M = 1 17% 14% 5.4% 233% 104%
No RC, N = 2, M = 1 21% 6.4% 3.0% 58% 37%
No RC, N = 3, M = 1 7.8% 3.5% 1.8% 29% 19%
No RC, N = 4, M = 1 4.2% 2.0% 2.2% 3.3% 9.9%
No RC, N = 4, M = 2 4.5% 2.3% 2.2% 8.9% 10%

With RC, N = 4, M = 2 4.7% 2.5% 2.2% 6.6% 10%

Table 3.7: Improvements in transient and small-signal errors as for different model
orders for device 3. Results shown are an average of 25 algorithm runs.

R (I, f) L (I, f)
Device 3 Error Error

No RC, Lc1 Alone, M = 1 87% 85%
With RC, Lc1 Alone, M = 1 24% 19%

With RC, N = 1, M = 1 27% 21%
With RC, N = 2, M = 1 16% 11%
With RC, N = 3, M = 1 18% 15%
With RC, N = 4, M = 1 21% 18%
With RC, N = 4, M = 2 18% 14%
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circuit topology and some of the extraction algorithm challenges. The final part

of this section are the conclusions we can draw from this chapter.

3.6.1 Adding Hysteresis

Many ferromagnetic materials exhibit hysteresis. Hysteresis is the next most sig-

nificant effect to include in the compact microinductor model presented in this

thesis. While eddy current loss at low frequencies is proportional to the square

of frequency, hysteresis loss without FMR is proportional to frequency. One way

to estimate whether hysteresis loss is significant is to measure the magnetic mate-

rial’s coercivity. As described in Section 2.2.2, hysteresis is caused by defects and

discontinuities pinning the domain walls. This means that the effect is dependent

on how the material is deposited and should be captured for the specific thin-film

microinductor in question.

Using the information presented in Section 2.2.2 and Fig. 3.7, it is fairly

straight forward to augment the circuit in Fig. 3.5 to include a Jiles-Atherton

type hysteresis. Fig. 3.25 shows an appropriate SPICE model for the nonlinear

inductors when hysteresis is present. This model is meant to replace the model

of Fig. 3.7 and has six parameters for the hyperbolic tangent anhysteretic func-

tion (MS,g,k,c,Acore,Lcore). More parameters would possibly be required for other

anhysteretic functions (see Table 2.1).

The hysteresis loss is negligible for small magnetic flux densities. Therefore,

the small-signal effects of hysteresis are non-existent if the bias current places
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Figure 3.25: A nonlinear inductor circuit model when hysteresis is present employ-
ing subcircuit from [87]. This model is meant to serve as a replacement for the
circuit of Fig. 3.7, with inductor terminals at Vip and Vin.

the material along the anhysteretic curve. If, however, the bias current can be

used to sweep the outer hysteresis loop, a biased measurement of the small-signal

characteristics would yield the effects of hysteresis, particularly in the small-signal

inductance. These two measurements provide a way to separate out the effects of

hysteresis from the fitted model. This would possibly allow our existing extraction

algorithm to be employed, and then an additional algorithm could augment the

anhysteretic model and capture the effects of hysteresis. We envision an algorithm

that separates the effects to be more effective than optimizing all the parameters

in one routine, since more parameters make finding the global optimum difficult.

3.6.2 Adding Ferromagnetic Resonance

The Hammerstein configuration of a second order linear network and the nonlinear

hysteresis network, can be modeled by the simple addition of a RLC low-pass



98

V=Acore*V(dB_dt)*1e6 

+ 
- B1 

Vip 

Vin 

1 uH 
I=μ0*(V(Ha)+V(Mdyn)) 

L1 

dB_dt 

B3 
X1 

+ 
- 

V=I(B1)/Lcore B2 

M(Ha) 
Block 
From Fig. 
2.7 (a) 

Ha 

Cdyn 

Rdyn 

Mdyn 
Ldyn 

Figure 3.26: A nonlinear inductor circuit model when hysteresis and domain wall
dynamics are present [87]. This is a replacement for the circuit of Fig. 3.7, with
inductor terminals at Vip and Vin.

filter [87]. This was done in Fig. 3.26 where the hysteresis core subcircuit is now

an M (Ha) block rather than B (Ha) block. If each of the nonlinear core inductors

of the circuit in Fig. 3.5 is replaced with the circuit of Fig. 3.26, then both

hysteresis and the effects of ferromagnetic resonance are present in a physically

meaningful, spatially distributed manner. If the model should capture FMR, but

does not need to include hysteresis, the M (Ha) block of Fig. 3.26 can be replaced

by an appropriate saturating controlled source modeling the susceptibility of the

material.

As described in Section 2.2.3 and as is exposed in [62], the resonance fre-

quency of the domain walls is related to the ferromagnetic resonance frequency.

The dampening factor is more complicated to estimate. Ultimately, the inclusion

of ferromagnetic resonance into the dynamics of a nonlinear microinductor, with

many other effects occurring is a challenging problem. It would be best if the FMR

effects for the material were measured before the device is modeled, and the FMR
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characteristics translated into the domain-wall motion dynamics (both ωn and λ,

from (2.2)).

3.6.3 Conclusions

We have presented a physically motivated nonlinear frequency-dependent model

for microinductors with alloy thin-film cores and compared it with literature and

simplified models. The model is obtained from terminal characteristics rather than

knowledge of material parameters and geometry, giving a unique advantage since

thin-film magnetic properties are process and dimension dependent. This allows

using wafer-level compatible measurements (or a field solver) to generate an accu-

rate model. The measurements are simply small-signal impedance measurements

with an applied DC current bias. We have also presented a unique, fast algorithm

capable of generating the compact model in Spectre or SPICE from these measure-

ments. Since commercial circuit simulation tools (e.g. those from Cadence [68])

directly simulate behavioral models, the presented methodology is compatible with

most commercially available circuit simulators. Using the proposed algorithm and

nonlinear static inductance expression, the model is guaranteed passive.

To demonstrate the performance and applicability of our model to PwrSoCs

we have placed two field-solver-based models in simplified buck converter circuits.

The results indicate that we are able to capture core eddy currents and saturation

behavior accurately. The peak current using a linear frequency-dependent model

can be in error by as much as 50%, whereas our model captures the peak current at
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startup to within 4%. The biased small-signal impedance is captured by our model

within 4%, however, the model from [99] consistently has impedance errors around

15%. For the V-groove device, Maxwell simulations predicted 94.9% efficiency,

and our model had an error in efficiency of 0.1%. The model from [99] gave

an error of 5.3% in efficiency. This is a considerable difference in the estimated

efficiency and could mean the difference between a viable PwrSoC design and a

unfeasible one. The model of this chapter is also compared favorably to actual

device measurements, where the RMS error in current is less than 7.1%. To the

authors’ best knowledge, this is the first time a measurement generated model of a

microinductor has been compared to large-signal time-domain measurements. Our

model is physically motivated and should be amenable to the addition of other

effects, including ferromagnetic resonance and hysteresis.
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Chapter 4 – Microtransformer Model

4.1 Introduction

With the second device category we add the complexity of an additional winding

and four terminals. That is, the device can be considered to be a set of two coupled

inductors, or equivalently a transformer. The transformer is often employed in AC

power conversion. For example, AC power can be transmitted at a high voltage to

reduce I2R losses and then easily stepped-down using a transformer. In addition

to voltage conversion the transformer has current conversion and impedance con-

version properties that find uses at a wide range of frequencies and applications.

Another useful property of transformers is the ability to provide galvanic isolation,

that is, there is no direct current conduction path from input to output. Micro-

transformer with magnetic materials can be used in an isolation fashion for either

signal or power. In this application there may be separate voltage domains on the

same chip or printed circuit board, and the microtransformer allows safe transfer of

power and signals across the domain boundary. Similarly, microtransformers may

be used in isolated Power Supplies on Chip (PwrSoCs) such as the flyback step-

down converter, or as coupled inductors in a multi-phase buck converter. On-chip

integration provides many of the benefits listed for microinductors including, de-

creased area, reduced component count, improved reliability, and reduced cost [8].



102

In these applications, the magnetic material provides a boost to the quality factor

especially at frequencies of 1 to 100 MHz.

Microfabricated transformers with on-chip magnetics have many examples in

the literature [26–34]. This chapter reviews the current state-of-the-art models for

both on- and off-chip transformer modeling, showing the novelty of this thesis’

work. Next, the model is developed in detail and a unique nonlinear reluctance

block is presented. In Section 4.4 a unique four stage algorithm, similar to that

of Section 3.4 is presented to fit the model to a unique set of easily made mea-

surements. The algorithm ensures an accurate and passive model, ensuring proper

device behavior. In Section 4.5 the model and algorithm are validated against

two simulators and measurements for three different sample devices. Finally, this

chapter concludes by providing suggestions for future work and conclusions for the

microtransformer model.

4.2 Literature Review

4.2.1 Linear Models not Capturing Core Eddy Currents

One of the simplest transformer models is the linear model not capturing core

losses. This model includes the effects of linear magnetic coupling through an

ideal transformer and three additional linear parasitic inductances: two leakage

inductances for ports 1 and 2 in series with the ideal transformer, and a magnetiz-

ing inductance in parallel with the ideal transformer, as illustrated in Fig. 4.1. The
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Figure 4.1: Example of simple linear microtransformer model without any core
eddy current losses.

ideal transformer itself is recovered if the leakage inductances , LL1 and LL2, are

zero and the magnetizing inductance, M , is infinite. This model can be considered

equivalent to the coupled inductor model available in many circuit simulators. It

also finds application in literature [31, 117–120]. Additionally, the conductor re-

sistance may be added as in Fig. 4.1 and [121]. Capacitive self-resonance is also

often included in research literature models of this type [29, 122–125]. The leak-

age impedances may even include conductor skin/proximity effects through RL

networks as in [126–128]. Many of these models are designed for microtransform-

ers, but only two of these include magnetic materials [29, 31]. Due to the fact

that this type of transformer model is strictly linear, it is not suitable to cap-

ture saturation effects or hysteresis, which is important in PwrSoCs and isolation

transformers. Moreover, the loss is an important consumer exposed parameter in

PwrSoCs, and these models ignore the important eddy current losses in the core

material. Nonetheless, the simplicity and ease of implementation of these models

make them attractive for first order approximations of device operation.
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4.2.2 Nonlinear Models not Capturing Core Eddy Currents

The nonlinear version of the transformer model not capturing eddy currents is very

similar to the linear version. The only difference is the magnetizing inductance in-

cludes the effects of saturation and/or hysteresis. As in the linear version, the non-

linear transformer model may have DC resistance in the leakage terms [129, 130],

or it may exclude the DC resistances [53]. The examples mentioned so far only

include saturation, but another nonlinear effect often relevant is hysteresis. Refer-

ences [80,87,131,132] all include the effects of hysteresis. The effects of capacitive

resonance may also be included as shown in [82, 133]. Although none of these

models discussed in this section are for microtransformers, it is not too difficult to

imagine a microtransformer for which they may be appropriate, namely one where

saturation matters, but core eddy currents are not dominant. For example, [87]

models ferromagnetic resonance in the core material, which would dominate over

eddy currents in some materials, such as ferrites.

4.2.3 First Order Core Eddy Current Models

We have seen in Appendix A that the low-frequency eddy current losses1 in the

core are proportional to (dΦ/dt)2 and, therefore, appear as a resistor in parallel

with the core inductance. The physics-based model presented in Appendix A.1

adds the effect of low-frequency eddy current losses and, thus, adds this parallel

1By low-frequency losses we mean those not altered by the skin effect, and proportional to
frequency squared.
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Figure 4.2: Example of nonlinear microtransformer model with core resistance
modeling 1st order core eddy current losses.

resistor (see Fig. 4.2). Some of these models are purely linear and do not include

saturation or hysteresis [33, 34, 134, 135]. Others include saturation in the magne-

tizing inductor [130,136–138]. Still others include hysteresis as well [139–144]. The

low-frequency core eddy current model, can certainly include capacitive resonance

effects through the addition of capacitors, as some of the referenced models do,

namely, [33, 134, 140–143]. Three of the above models make use of the concept

of a gyrator or differential gyrator [138, 141, 144] (see Appendix B.1 for discus-

sion of this device). While modeling microtransformers with magnetic materials

is relatively new, four of the above models are explicitly intended for microtrans-

formers, i.e. [33, 34, 135, 138]. The ability to include core eddy current effects is

important, thus the prevalence of the type of model discussed in this section. Fur-

thermore, many microinductors are operated at frequencies where their skin-depth

is a fraction of a single lamination’s thickness. This creates the need to model

eddy currents in a regime needing higher order eddy current models for the core.
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Figure 4.3: Example of linear microtransformer model with N+1th order core eddy
current modeling, capturing the skin-effect in the core.

4.2.4 Higher Order Core Eddy Current Models

Higher order models of eddy current core loss allow the capture of eddy currents at

frequencies where skin-effect is relevant. When the skin-effect in the eddy currents

is pronounced the losses are proportional to the square-root of frequency, and we

refer to these eddy currents as being “high-frequency.” Similar to the previous

models, the magnetizing inductances can either be linear, as in [145,146] and Fig.

4.3, or nonlinear, as in [90,106,147]. It should be noted that while many different

magnetizing RL networks are suitable in the linear case (such as the Foster network

in Fig. 4.3), only the Cauer network is suitable for the nonlinear case (similar to

the microinductor). This is because with nonlinear inductances the networks with

different topologies behave differently, whereas linear networks can create the same

impedance functions. The high-frequency core eddy current model discussed here

is the most appropriate so far for microtransformers with thin-film ferromagnetic

alloys as the core material, which at frequencies of 10-100 MHz have skin depths

smaller than the core thickness.
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Table 4.1: Feature comparisons for microtransformer models from literature.

Model Saturation Linear Eddy Core Eddy Capacitive Terminal On-Chip

Section Currents Currents Resonance Based

4.2.1 no rarely no often possibly yes

4.2.2 yes no no rarely no no

4.2.3 some no low-freq. often possibly yes

4.2.4 some few yes rarely possibly yes

4.2.5 Summary Table

Table 4.1 provides a quick summary of the literature review performed in this

section. The features compared are considered to be the most important char-

acteristics of the microtransformer model we are trying to construct. The model

presented in this chapter will cover every feature presented in Table 4.1.

4.3 Model Development

4.3.1 Model Circuit Topology

The topology we developed for on-chip microtransformers is shown in Fig. 4.4. The

outer connections are the RC branches associated with the capacitive self-resonance

effects of large on-chip microtransformers. The ladder networks on the left and

right are the Mth order leakage impedances of port 1 and port 2, respectively.

They include the DC resistance as well as any linear eddy current effects resulting

only from a single conductor, including skin-effect and substrate eddy currents.

There are two differential gyrators (see Appendix B.1) to make the two conductors
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Figure 4.4: Compact equivalent circuit model used for microtransformers, with
an Mth order linear conductor ladder network and an Nth order saturating core
ladder network in the magnetic domain.

connect to the magnetic domain, where the core is modeled by an Nth order

nonlinear ladder network. The first linear reluctance, Rlin, makes the network

one order higher. It is used to capture any coupling between the two conductors

external to the core material.
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4.3.2 Nonlinear Reluctances

Unlike the microinductor core network, the microtransformer core network was best

implemented in the magnetic domain. This allows for an intuitive understanding of

the major topology of the magnetic circuit. If, for example, we wanted to capture

the even-mode saturation of [138], we would split the magnetic ladder in two

and add a shunt reluctance to the magnetic ground. Also, nonlinear reluctances

become dependent only on the flux through them, whereas a nonlinear magnetizing

inductance would have to be dependent on the two port currents separated by a

transformer. In the magnetic domain, we implement the nonlinear reluctance, Rcn,

as a flux-MMF relationship (Φcn (Vcn)).

To keep the model physical, general, and realizable, six properties of the

Φcn (Vcn) function implementing the nonlinear reluctance Rcn are required: it

should be

1: an odd function of MMF, Vcn;

2: monotonically increasing;

3: only present in quadrants I and III of Φcn vs Vcn;

4: a one-to-one mapping;

5: implementable in circuit simulators;

6: sufficiently general to model gaps/demagnetization and typical anhysteretic
B-H curves.

It should be noted that properties 3 and 4 are consequences of 1 and 2; how-

ever, they are more directly related to the properties we specify in Appendix C to
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guarantee passivity. These four properties together are based on physical consid-

erations, while the last two give the function the necessary generality and ability

to be implemented. The function we develop to meet these specifications is based

on the hyperbolic tangent anhysteretic function (see Table 2.1). To make the func-

tion general enough to capture the variety of Φ-V behaviors, additional hyperbolic

tangent terms were added. These were added in pairs of equal positive and neg-

ative shifted and scaled versions, so as to preserve the oddness/antisymmetry of

the overall function.

The Φc,n (Vc,n) function is defined as

Φc,n (Vc,n) = β0,nVc,n + β1,n tanh

(
β2,n

β1,n

Vc,n
)

+
I∑
i=1

(
β3i,n tanh

(
β3i+1,n

β3i,n

(Vc,n − β3i+2,n)

)

+β3i,n tanh

(
β3i+1,n

β3i,n

(Vc,n + β3i+2,n)

))
.

(4.1)

This can be converted through differentiation to a small-signal permeance expres-

sion (P (V) = dΦ
dV ) as

Pc,n (Vc,n) = β0,n + β2,n sech2

(
β2,n

β1,n

Vc,n
)

+
I∑
i=1

(
β3i+1,n sech2

(
β3i+1,n

β3i,n

(Vc,n − β3i+2,n)

)

+β3i+1,n sech2

(
β3i+1,n

β3i,n

(Vc,n + β3i+2,n)

))
.

(4.2)
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In (4.1) and (4.2) the order is the number of uniquely defined tanh/sech2 terms,

i.e. 1 + I, and there are 3 + 3I parameters for the nth reluctance, namely,

β0,n, . . . , β3I+2,n. Consider a second order form of (4.1) with three hyperbolic tan-

gent terms. The first term is a constant slope β0,n representing the non-saturating

effect of free space permeability. The first tanh term is centered at the origin with

no shift. This term contributes a saturation flux of β1,n and has a slope of β2,n at

the origin.2 The second and third tanh terms are centered at ±β5,n, respectively.

Combined they saturate at 2β3,n. With higher orders come more degrees of free-

dom and the ability to fit to a wider range of Φ (Vm) behaviors, including gaps and

demagnetization effects.

The nonlinear permeance model described here can simply be implemented as

controlled sources. Either as a single behavioral voltage controlled current source,

or a parallel combination of such sources as shown in Fig. 4.5. Due to the generality

of (4.1) we expect with sufficient order, it can match any odd, monotonically

increasing function to arbitrary accuracy, and thus it should be able to capture

demagnetization effects and the addition of gaps in the core. For the addition of

magnetic material effects such as ferromagnetic resonance and hysteresis a more

advanced circuit is necessary. This will be discussed in detail in the future work.

2This slope is also the small-signal inductance of this term at zero current bias considering a
1-turn differential gyrator.
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Figure 4.5: Possible LTspice subcircuit of a second order nonlinear reluctance
described by (4.1). Magnetic domain terminals are Vmp and Vmn.

4.3.3 Measurements Employed to Generate Model

Transformers and coupled inductors are, at the very least, two port devices. A

reciprocal two port device at every bias current and frequency has 3 degrees of

freedom (since immittance matrices are symmetric for a reciprocal device). There-

fore, we need at least three separate small-signal impedance measurements versus

frequency and versus the two bias currents to form the impedance matrix

Zss (f, I1, I2) =

Z11 (f, I1, I2) Zm (f, I1, I2)

Zm (f, I1, I2) Z22 (f, I1, I2)

 . (4.3)

The circuit model in Fig. 4.4 has only a single nonlinear magnetic impedance

branch, thus the nonlinear reluctance is dependent on N1I1−N2I2. Therefore, the

circuit dependence on I2 can be derived from its dependence on I1 and vice versa.

We chose to measure the small-signal port impedance versus frequency and bias

for the primary port while the secondary is open or shorted with the bias applied

to the primary port and the same for the secondary port while the primary is

open with the bias again applied to the primary port. These measurement setups

are illustrated in Fig. 4.6. After performing these measurements, the results are
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three impedance values specified at K frequencies and J currents, namely the

complex-valued matrices

Zopen1 (Ij, fk) (4.4a)

Zopen2 (Ij, fk) (4.4b)

Zshort1 (Ij, fk) . (4.4c)

At each bias current and frequency measurement point, we can convert these mea-

surements into the corresponding impedance matrix via

Zm =
√

(Zopen1 − Zshort1)Zopen2 (4.5a)

Z11 = Zopen1 (4.5b)

Z22 = Zopen2. (4.5c)

Similar to the microinductor the measurements are strictly terminal based, and

use either an impedance analyzer or vector network analyzer and bias tee. Thus,

the measurements are simple to perform and compatible with wafer-level probing.
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Figure 4.6: The three distinct measurement setups proposed for determining the
small-signal behavior of a two port microtransformer.

4.3.4 Measurements Employed to Validate Model

Two application domains were selected to validate the microtransformer model

developed. The first application is an isolation transformer for transferring signals

and/or power from one electrically isolated domain to another. The second appli-

cation is an isolated step-down converter of flyback topology for isolated DC-to-DC

voltage conversion. Both of these domains stress the model.

It is desirable for isolation transformers to be able to transfer substantial power

at high frequencies. This application stresses the saturation behavior of our model

due to large currents, and the eddy current behavior due to high frequencies. The

input current and output voltage time-domain waveforms matching for a sinusoidal

input voltage will be the validating test for the designed isolation transformer.

Similar to the buck converter, in the flyback topology, power density should be
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high, so we need to operate close to saturation to boost output current. The most

important design criteria of a DC-to-DC converter typically is efficiency, so the

model should accurately capture the average power loss and, more specifically, the

instantaneous power loss time-domain waveform. Thus, the matching of these two

power figures will be the validating test for the flyback application.

4.3.5 Novelty of This Model

The model developed in this thesis has some rarely used features from literature.

Firstly, there are few models that are meant for microtransformers with on-chip

magnetic materials. Secondly, few models make use of the differential gyrator

concept (see Appendix B.1), which allows the use of the intuitive magnetic domain

and its automatic galvanic isolation. Thirdly, only one other reference was found

that implemented the skin-effect in the conductors and saturation in the core,

namely, [126]. The effects included in the core are high-frequency eddy currents

and saturation. It should be noted that ferromagnetic resonance/relaxation effects

are currently not included in this chapter’s model, since we are focusing on Ni-Fe

alloys with FMR frequencies in the GHz [67]. Hysteresis is also not included as

the Ni-Fe alloys also have a low coercivity [16,64]. Figure 4.4 is the first of its kind

topology and is suitable for many microtransformer configurations (see Section

1.2.2).

There are other features of our model, which are lacking in existing litera-

ture. The most significant of which is the ability to incorporate the core material
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properties without knowing them explicitly. For example, the methods described

in the literature review, are created for simplified geometries or analytical solu-

tions. On-chip magnetic materials like Ni-Fe are often anisotropic [97] and contain

a soft and hard axis, or vary due to substrate surface or demagnetization [11],

making the measurement of properties prohibitive. Also, in on-chip designs, the

need to make multiple integrated structures to generate a single device model can

be costly. Our model and algorithm provide a way to generate one physically-

motivated equivalent-circuit device model, accurately and simply from only the

terminal characteristics. Unlike off-chip transformers, we generated a simple and

accurate extraction algorithm that generates the compact, physically-motivated,

equivalent circuit of Fig. 4.4 by means of terminal measurements made with an

impedance analyzer or vector network analyzer (VNA). The models are accurate

in both the fitted and verification domains, and the algorithm guarantees passivity.

4.4 Model Extraction Algorithm

4.4.1 Algorithm Overview

The model extraction algorithm is broken up into four main stages as shown in

Fig. 4.7. First, the model’s element values are extracted from the measurements

made without any bias currents (j = 1); this provides appropriate parameter

bounds for the next stage. Next, the model’s elements are simultaneously fit to

match the unsaturated (j = 1), fully saturated (j = J), and moderately saturated
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Figure 4.7: Flow chart of microtransformer extraction algorithm going from input
measurements to output model with four intermediate stages.

(j = Jmid) small-signal impedance measurements versus frequency (k = 1, . . . , K).

Third, the nonlinear core reluctances, Rcn, at the remaining bias currents are

extracted by fitting to each bias current’s small-signal impedance measurements.

The optimal small-signal core reluctances from stages 2 and 3 are referred to as

Rcn,opt, (n = 1, . . . , N). The final stage is to fit (4.2) to the optimized small-signal

permeances, 1/Rcn,opt.

4.4.2 Stage 1: Zero-Bias Fitting

This first stage attempts to find a good fit using only parameters relevant to

the zero-bias measurements. This is done in order to ease the burden on the next

stage with its many fitting parameters by transforming it from a wide optimization
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region to a more narrow region. The parameters in stage 1 are the value of every

element in Fig. 4.4 with the nonlinear reluctances, Rcn, taking on a single value.

Since there are few parameters it is feasible to use a larger optimization region and

thus cover a wider array of microtransformers. We make sure that the upper limit

for each resistor and inductor is larger than the largest measured inductance and

resistance. The cost function of the fitting procedure is given by

fcost,1 =
[
1

6

(
E2
R,o1 + E2

R,o2 + E2
R,s1 + E2

L,o1 + E2
L,o2 + E2

L,s1

)] 1
2

, (4.6)

where ER,o1 is the percentage L2-norm error in the frequency-dependent resistance

of the open measurement at port 1, ER,o2 is the error for the resistance of the open

measurement at port 2, and ER,s1 is the error for the resistance of the shorted mea-

surement at port 1. The ‘L’ subscript indicates the errors are for the inductance.

This cost function doesn’t overemphasize small inductances and resistances in the

frequency domain by using the L2-norm error over frequency. It also provides

relatively equal weight to the contribution from R (f) and L (f) under different

measurement setups by combining them in the RMS sense.

4.4.3 Stage 2: Three-Bias Fitting

The second stage of the extraction procedure is the most important and most

challenging. Both aspects arise from the large number of fitting parameters. The

model parameters are optimized to the measured impedance data versus frequency

for three bias currents. To aid in getting a good fit, the parameter values obtained
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from stage 1 are leveraged to reduce the range of values for this stage. Only the

magnetic permeability of the core saturates, thus only Rcn vary between the three

circuits.

The cost function is a weighted RMS combination of the L2-norm errors for

each bias current

fcost,2 =

[
W1E

2
1 +WJmidE

2
Jmid

+WJE
2
J

W1 +WJmid +WJ

] 1
2

. (4.7)

In (4.7), Ej is the cost function of stage 1 applied to bias current j and Wj is

its weight. In total, there are 4N + 4M + 9 parameters to the optimization: 3N

from the N nonlinear core reluctances at the three bias currents, N from the linear

core magnetic inductances (together making 4N), 4M from the two linear leakage

branches in the electric domain, 8 from the surrounding R/C network, and 1 from

Rlin. To reduce the problem complexity, constraints are applied and the parameter

region is reduced. At zero bias the DC inductance is constrained to match the

measurements, and all of the core inductances are made equal.3 This reduces the

parameters by N . Furthermore, Rtop and Ctop are constrained to equal Rbot and

Cbot, respectively. This is an assumption that the interwinding capacitance and

loss are evenly distributed with the inductive portions and are thus lumped equally

on either side in a sort of Π configuration.

Due to the large number of parameters and fast cost function analysis, the

genetic algorithm [112] is employed to solve this global optimization problem. 30

3Equal inductance values were found to aid in the transient performance when going well into
saturation where eddy currents penetrate deeper into the core material.
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generations of population 500 were sufficient to find a good fit. To further improve

the fit a local optimizer [113] with bounds enforcing passivity was employed. At

the end of stage 2, the optimized parameters provide every linear element and

the optimized nonlinear core reluctance elements, Rcn,opt, of the microtransformer

model at the three bias currents.

4.4.4 Stage 3: Fit to Remaining Biases

The next part of the model extraction procedure is to fit to the inductance/reluctance

and resistance measurements at the remaining bias currents, Ij (j = 2, . . . , Jmid −

1, Jmid + 1, . . . , J − 1). Since there are few (N) cost function parameters sev-

eral different global optimization routines can be used to produce the values of

Lcns (Ij) that minimize the percentage error. The below pseudo code determines

these optimal inductances/reluctances.

input : Fitted linear elements, optimized nonlinear core reluctances at 3
biases, and small-signal measurements Zopen1, Zopen2, and Zshort1.

output: Optimized nonlinear reluctances at remaining biases.

for j ← 2 to J − 1 | j 6= Jmid do
optimize circuit to fit to Zopen1 (Ij, f), Zopen2 (Ij, f), and Zshort1 (Ij, f)
with global optimizer ;

minimize fcost,3 =
[

1
6

(
E2
R,o1 + E2

R,o2 + E2
R,s1 + E2

L,o1 + E2
L,o2 + E2

L,s1

)] 1
2

by varying Rc1,opt (Ij) , . . . ,RcN,opt (Ij)
end

After stages 1 through 3 all the linear elements and the nonlinear reluctances’

small-signal reluctance are optimized at the J bias currents, Rcn,opt (Ij).
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4.4.5 Stage 4: Fit Nonlinear Reluctances

The nonlinear reluctances optimized at the J bias currents can be viewed as a

sampling of their saturation behavior. For each nonlinear reluctance element, the

parameters of (4.2) are selected to fit to the “sampled” optimized permeance versus

bias current, 1/Rcn,opt (I), using a global optimization algorithm. The cost function

to be minimized is the L2-norm error between these optimized reluctances from

stages 1 through 3, and (4.2), given as

fcost,4 = 100% · ‖Pcn (Ij)− 1/Rcn,opt (Ij)‖2 / ‖1/Rcn,opt (Ij)‖2 . (4.8)

The below pseudo code determines the parameters of (4.2) for each of the N core

reluctances.

input : N Optimized nonlinear reluctances at J measured currents,
Rcn,opt (Ij).

output: Parameters for each nonlinear reluctance.

for n← 1 to N do
optimize (4.2) of order 1 + I to fit to 1/Rcn,opt (I) with global optimizer ;
minimize fcost,4 by varying β1,n, . . . , β3I+2,n

end

4.5 Validation

In this section, microtransformer models are generated from the three small-signal

biased impedance measurements. The models are then validated using the ide-
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alized application circuit for which the microtransformer was designed. When

relevant, time domain comparisons are performed using the device-circuit cosimu-

lation feature available in Maxwell.

Device 1 is a Maxwell [115] simulation of a 2:2 signal isolation transformer used

to transfer voltage signals between two galvanically isolated circuit domains. The

model should accurately capture the frequency dependent gain of the microtrans-

former and be able to replicate waveforms under low impedance loads. Device

2 is a Maxwell simulation of a microtransformer used in a flyback isolated step-

down DC-to-DC converter. The model should capture both AC and DC power

loss under heavy load conditions and reproduce any transient peaks in current

waveforms. These two devices are simulated as a single section of an interleaved

microtransformer to allow accurately capturing of eddy currents. As a measure-

ment example, a 18:18 solenoidal microtransformer was fabricated, measured, and

a model extracted. No validation measurements were able to be performed for this

microtransformer, but the biased small-signal data should match well.

Where appropriate, the necessity of the fully nonlinear dynamic model of Fig.

4.4 will be presented by comparing the validation results with two simplified mod-

els. The first simplified model is a 5-element nonlinear model intended to ignore

the dynamic effects of eddy currents. This model reduces the magnetic network to

a single nonlinear reluctance Rcore and reduces the leakage models to single series

combinations of a linear resistor and inductor. The topology of the 5-element non-

linear model is shown in Fig. 4.8. The other simplified model is a linear dynamic

model intended to ignore the nonlinear effects of core saturation. The magnetic
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Figure 4.8: Circuit diagram of the 5-element nonlinear model used in validation
comparisons.

network is reduced to a linear 4th order ladder network (N = 4) and the leakage

networks are linear 2nd order ladder networks (M = 2). The topology of the 8th

order linear model is shown in Fig. 4.9. Since the magnetoquasistatic simulations

in Maxwell necessarily ignore displacement currents, the RC networks have been

removed from both of these reduced models.

4.5.1 Device 1 Simulation

The first test device is a 2:2 interleaved racetrack microtransformer. Due to the

large dimensions of this microtransformer relative to the skin-depth in the core,

simulation of the full microtransformer is prohibitive. However, we can approxi-

mate the microtransformer by removing the bends not covered by magnetic ma-

terial, and then simulate a short section of the straightaway. To estimate the

characteristics of the full racetrack we then multiply the impedance by the frac-
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Figure 4.9: Circuit diagram of the linear 8th order (N = 4, M = 2) dynamic model
used in validation comparisons.

tional ratio. Figure 4.10 shows a perspective view for the Maxwell [115] simulation

of the section, and a 2-D cross-section showing the dimensions. The conductors

are made of copper, and the core material is a Ni-Fe alloy with resistivity 17 µΩcm

and a hyperbolic tangent M-H behavior as in (3.7a), with MS = 9.08 × 105 A/m

and g = 3.16× 10−4 m/A. The overall length of the microtransformer is 4.2 mm,

which was scaled by a factor of 200 to simulate in the field solver.

4.5.1.1 Model Fit

The three small signal impedance measurements of Fig. 4.6 were obtained via the

Maxwell field solver [115] at 31 frequencies logarithmically spaced from 1 kHz to 50
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Figure 4.10: Ansys Maxwell layout in 3-D of reduced-length device 1 microtrans-
former and 2-D cross-section showing dimensions.

MHz and 13 bias currents from 0 to 3 A. Since a biased small-signal analysis was

not available in Maxwell, we approximated the core as saturating uniformly and

simulated 13 individual eddy current analyses with different permeabilities to the

core. This approximation is justified by the core thickness relative to its magnetic

path length.

The developed extraction algorithm from Section 4.4 took 3 minutes 36 seconds

on a 3.2 GHz Pentium R© 4 workstation to generate the complete Spectre model

from the field solver data. The element values and nonlinear reluctance parameters

can be found in Appendix D.2. The four static nonlinear core inductances fit their

optimum values with L2-norm errors less than 8% (See Fig. 4.11). Combining

the L2-norm errors in resistance and inductance at each bias current in a root-

mean-square sense gives an error in the “open 1” measurement of 6.2%, an error in

the “open 2” measurement of 6.9%, and an error in the “short 1” measurement of

6.6%. (see Table 4.2). The comparison of the small-signal impedance of the model
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Figure 4.11: Port 1 reflected inductance for Rc1 through Rc4 for the device 1
isolation transformer. The data points are the optimal reflected inductances from
stages 1 through 3 of the algorithm, and the curve is the fit to these points.
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Figure 4.12: Small-signal impedance versus frequency and bias current for port 1
with port 2 open showing comparison between fitted Spectre model and Maxwell
“measurements” for device 1.

to Maxwell is shown in Figs. 4.12, 4.13, and 4.14.

4.5.1.2 Validation Performance

The application of device 1 is galvanic isolation of voltage signals between circuit

domains. A small-signal sinusoidal voltage was applied directly to the port 1

terminals and a 50 Ω load was placed across the port 2 terminals. The plot of
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Figure 4.13: Small-signal impedance versus frequency and bias current for port 2
with port 1 open showing comparison between fitted Spectre model and Maxwell
“measurements” for device 1.
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Figure 4.14: Small-signal impedance versus frequency and bias current for port 1
with port 2 shorted showing comparison between fitted Spectre model and Maxwell
“measurements” for device 1.
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Figure 4.15: The small-signal voltage gain between port 1 and port 2 of an isolation
transformer versus frequency when a 50 Ω load is placed across port 2. Solid line
is Spectre model, and data points are field solver simulations.

the voltage gain in dB for both the Spectre model and the Maxwell simulation are

shown in Fig. 4.15 for frequencies from 400 kHz to 100 MHz. The gain is greater

than -0.5 dB for 2.5 to 80 MHz, and this gain is matched to within 0.49% by the

Spectre Model.

The load was reduced to 1.6 Ω to test if the model still accurately predicts

the transient terminal characteristics under heavy load. With a 4 V amplitude

sinusoidal input voltage at 7 MHz, the peak transient current was simulated with

the field solver to be 10 A which was reproduced by the Spectre model. The large

signal input current and port 2 output voltage are shown in Fig. 4.16 for the initial

two periods. This work’s model matches the field solver output voltage waveform
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Table 4.2: Comparison of simplified microtransformer models and our model using
the Maxwell simulation as a reference to calculate errors for device 1.

Linear 8th Nonlinear This Maxwell
Order 5-Element Work Ref.

Open 1 Z (I, f) Error N/A N/A 6.2% 0%
Open 2 Z (I, f) Error N/A N/A 6.9% 0%
Open 1 Z (I, f) Error N/A N/A 6.6% 0%

iin (t) Error 65% 23% 13% 0%
vout (t) Error 32% 17% 4.1% 0%
max (i (t)) 3 A 12 A 10 A 10 A

with 4.1% error, whereas the linear 8th order model of Fig. 4.9 is in error by

32% and the nonlinear 5-element model of Fig. 4.8 is in error by 17%. Table 4.2

summarizes the performance of device 1.

4.5.2 Device 2 Simulation

The second test device is a 3:3 interleaved racetrack microtransformer, similar to

the previous device 1 microtransformer. The application is an isolated DC-to-

DC converter known as a flyback converter rather than the isolation transformer

of device 1. Similar to device 1, we can approximate the microtransformer by

removing the bends not covered by magnetic material, and then simulate a short

section of the straightaway. This is again due to the large dimensions of the

whole device relative to skin depth. To estimate the characteristics of the full

racetrack we then multiply the impedance by the fractional ratio. Figure 4.17

shows a perspective view for the Maxwell [115] simulation of the section, and a
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Figure 4.16: Large-signal input current and output voltage waveforms for the
device 1 isolation transformer with 1.6 Ω load at 7 MHz with a 4 V sinusoidal
input. “Linear 8th-Order Model” is simplified circuit of Fig. 4.9 and “Nonlinear
5-Element Model” is simplified circuit of Fig. 4.8.
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Figure 4.17: Ansys Maxwell layout in 3-D of reduced-length device 2 microtrans-
former and 2-D cross-section showing dimensions.

2-D cross-section showing the dimensions. The separation between the conductors

may be difficult to manufacture in practice, regardless, the results here should be

extendable to more realistic designs. The conductors are made of copper, and the

core material is a Ni-Fe alloy with resistivity 17 µΩcm and a hyperbolic tangent

M-H behavior as in (3.7a), with MS = 9.08× 105 A/m and g = 3.16× 10−4 m/A.

The overall length of the microtransformer is 20 mm, which was scaled by a factor

of 1000 to simulate in the field solver.

4.5.2.1 Model Fit

The three small signal impedance measurements of Fig. 4.6 were obtained via the

Maxwell field solver [115] at 24 frequencies logarithmically spaced from 1 kHz to

500 MHz and 12 bias currents from 0 to 3 A. Similar to device 1, we approximated

the core as saturating uniformly and simulated 12 individual eddy current analyses

having different permeabilities to the core. This approximation is justified by the

thin core thickness relative to its long magnetic path length.
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Figure 4.18: Port 1 reflected inductance for Rc1 through Rc4 for the device 2
flyback microtransformer. The data points are the optimal reflected inductances
from stages 1 through 3 of the algorithm, and the curve is the fit to these points.
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The developed extraction algorithm from Section 4.4 took 5 minutes on a 3.2

GHz Pentium R© 4 workstation to generate the complete Spectre model from the

field solver data. The element values and nonlinear reluctance parameters can

be found in Appendix D.2. The four static nonlinear core inductances fit their

optimum values with L2-norm errors less than 7.5% (See Fig. 4.18). Combining

the L2-norm errors in resistance and inductance at each bias current in a root-

mean-square sense gives an error in the “open 1” measurement of 6.7%, an error

in the “open 2” measurement of 7.9%, and an error in the “short 1” measurement

of 9.8%. (see Table 4.3). The larger error in the “short 1” performance is likely do

to the leakage inductance varying at larger bias currents, which isn’t captured by

the model of Fig. 4.4. The comparison of the small-signal impedance of the model

to Maxwell is shown in Figs. 4.19, 4.20, and 4.21.

4.5.2.2 Validation Performance

The application of device 2 is the isolated converter known as a flyback converter.

This converter is a DC-to-DC switching converter and the basic flyback circuit

topology used to validate device 2 is provided in Fig. 4.22. For the device 2

microtransformer we found an acceptable efficiency converting from 4.5 V to 2.25

V at 140 MHz with a 20 ohm load resistance. To smooth the output voltage ripple,

Cout was 5 nF. Both the circuit model and the Maxwell field solver model were

placed in a time domain simulation of the flyback converter. The converter reached

steady-state after about 250 ns, after which the current and power loss waveforms
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Figure 4.19: Small-signal impedance versus frequency and bias current for port 1
with port 2 open showing comparison between fitted Spectre model and Maxwell
“measurements” for device 2.
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Figure 4.20: Small-signal impedance versus frequency and bias current for port 2
with port 1 open showing comparison between fitted Spectre model and Maxwell
“measurements” for device 2.
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Figure 4.21: Small-signal impedance versus frequency and bias current for port 1
with port 2 shorted showing comparison between fitted Spectre model and Maxwell
“measurements” for device 2.
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were recorded.

Due to time constraints, the field solver simulation had a course mesh (34 µm

RMS edge length in core material) and a large time step of 100 ps. We believe

these factors contribute to the errors present in the following comparison, during

the last two periods from 256 to 271 ns. The average output power from Maxwell

was 320 mW, which this thesis’s model captured within 10%, the nonlinear 5-

element model of Fig. 4.8 was in error by 27%. The linear model of Fig. 4.9

performed well with just 4.7 % error in output power, but this is believed to be

an indication of the inaccurate field solver solution. The efficiency of the field

solver was likely over estimated at 70.3% and we believe a more accurate field

solver simulation would produce an efficiency more similar to this thesis’s model

of 64.7%. The efficiency is calculated through the average instantaneous power

loss waveform, and the average output power. A comparison of the instantaneous

power loss waveform for the last two periods is provided in Fig. 4.23. The field

solver simulation, this thesis’ model, the linear model and the nonlinear 5-element

model all accurately captured the microtransformer’s output current waveform

well with none having an L2-norm error greater than 4.5%4 (see Fig. 4.24). For a

summary of these number and more comparisons refer to Table 4.3.

4The reference is taken to be the Maxwell field solver measurements.
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Figure 4.22: Isolated flyback converter circuit used to validate device 2. The
two switches are controlled by 50% duty cycle complementary clocks and Rload

represents the output load.

Table 4.3: Comparison of simplified microtransformer models and our model using
the Maxwell simulation as a reference to calculate errors for device 2.

Linear 8th Nonlinear This Maxwell
Order 5-Element Work Ref.

Open 1 Z (I, f) Error N/A N/A 6.7% 0%
Open 2 Z (I, f) Error N/A N/A 7.9% 0%
Open 1 Z (I, f) Error N/A N/A 9.8% 0%

iout (t) Error 3.2% 4.2% 3.3% 0%
Pout,ave 304 mW 233 mW 287 mW 320 mW
Ploss,ave 141 mW 33.2 mW 157 mW 135 mW

Efficiency 68.4% 87.5% 64.7% 70.3%
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Figure 4.23: Comparison of the instantaneous power loss waveform used to cal-
culate the device 2 microtransformer efficiency in a flyback converter application.
The “Linear 8th-Order Model” is simplified circuit of Fig. 4.9 and “Nonlinear
5-Element Model” is simplified circuit of Fig. 4.8.
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Figure 4.24: Comparison of the device 2 microtransformer’s input current (top)
and output current (bottom) when models are placed in a flyback converter with
a 20 Ω load. The “Linear 8th-Order Model” is simplified circuit of Fig. 4.9 and
“Nonlinear 5-Element Model” is simplified circuit of Fig. 4.8.
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4.5.3 Device 3 Measurements

The previous biased small-signal data have been obtained with magnetoquasistatic

field solvers. This ignores the effect of displacement currents and the capacitive

portion of the model. To confirm the model works when all relevant effects are

present, actual device measurements were used to generate the model. The three

measurement configurations from Fig. 4.6 were setup for a packaged 18:18 micro-

transformer with a thin film alloy with a low coercivity. Small-signal impedance

measurements were performed with an Agilent 4294A precision impedance ana-

lyzer, and the microtransformer was biased through an Agilent 16200B external

DC bias adapter using a Keithley 2410 1100V source meter. For each setup, 201

logarithmically-spaced frequency points from 2 to 110 MHz were measured at 6 bias

currents from 0 to 500 mA. Unfortunately we have no verification measurements

for this microtransformer, therefore we can only judge the model performance on

how well we match the measurements used to generate the model.

4.5.3.1 Model Fit

Altogether the four stages of the fitting algorithm took less than 8 minutes for

N = 4 and M = 2, with 35 generations of population 500 for each use of the genetic

algorithm. The computer used was a 3.2 GHz Pentium R© 4 workstation. The

element values and nonlinear reluctance parameters can be found in Appendix D.2.

The fit of the shifted hyperbolic tangent nonlinear core reluctances as inductances

reflected to the primary side is shown in Fig. 4.25. The errors in these inductors
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range from 4% to 12%, but could be reduced with a higher number of unique

hyperbolic tangent functions than the three used. Combining the L2-norm errors

in resistance and inductance at each bias current in a root-mean-square sense,

gives an error in the “open 1” measurement of 8.6%, an error in the “open 2”

measurement of 10%, and an error in the “short 1” measurement of 8.4%. The

comparison of the small-signal impedance of the model to the measurements is

shown in Figs. 4.26, 4.27, and 4.28.

4.6 Conclusions and Future Work

In this section we first present the conclusions of this chapter on microtransformer

modeling. Next, improvements of the model that verify more rigorously the per-

formance and enable the use of a wider range of materials are proposed. These

improvements fall under the category of future work to be accomplished on the

model.

4.6.1 Conclusions

We have presented a physically motivated nonlinear frequency-dependent model

for microtransformers with alloy thin-film cores in the context of current litera-

ture. The model is obtained from terminal characteristics rather than knowledge

of material parameters and geometry, giving a unique advantage since thin-film

magnetic properties are process and dimension dependent. This allows using wafer-
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Figure 4.25: Port 1 reflected inductance for Rc1 through Rc4 for the device 3
microtransformer. The data points are the optimal reflected inductances from
stages 1 through 3 of the algorithm, and the curve is the fit to these points.
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Figure 4.26: Small-signal impedance versus frequency and bias current for port 1
with port 2 open showing comparison between fitted Spectre model and fabricated
device measurements for device 3.
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Figure 4.27: Small-signal impedance versus frequency and bias current for port 2
with port 1 open showing comparison between fitted Spectre model and fabricated
device measurements for device 3.
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Figure 4.28: Small-signal impedance versus frequency and bias current for port 1
with port 2 shorted showing comparison between fitted Spectre model and fabri-
cated device measurements for device 3.
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level compatible measurements (or a field solver) to generate an accurate model.

The measurements are the accessible small-signal impedance measurements with

an applied DC current bias, and ideal loads applied to the unmeasured port. We

have also presented a unique, fast algorithm capable of generating the compact

model in Spectre or SPICE from these measurements. Since commercial circuit

simulation tools (e.g. those from Cadence [68]) directly simulate behavioral cir-

cuit elements, the presented methodology is compatible with most commercially

available circuit simulators. Using the proposed algorithm and nonlinear static

inductance expression, the model is guaranteed passive.

To demonstrate the performance and applicability of our model to complete

circuit solutions we have simulated a 2:2 microtransformer in a signal isolation

circuit and a 3:3 microtransformer in a flyback converter circuit. Both models

accurately capture the biased small-signal measurements with errors less than 10%.

The isolation microtransformer accurately captured the small-signal frequency-

dependent voltage gain, the output voltage waveform, and the peak input current

with errors under 4.2%. Other simpler microtransformer models, failed to capture

the behavior of this device correctly. The flyback converter estimated the power

loss to within 10% and the efficiency to within 5.7%. However, we believe more

accurate could be obtained with finer discretization and time step. Our model

is physically motivated and should be amenable to the addition of other effects,

including ferromagnetic resonance and hysteresis.
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4.6.2 Future Work

There are several steps that could be undertaken to improve and further validate

the model. For example, no time-domain application measurements were available

for the fabricated microtransformer topology to confirm its accurate behavior. Per-

forming such measurements is the most important future work to be accomplished.

Additionally, a rather coarse time-domain field solver analysis was used to validate

device 2 microtransformer. Improving the mesh and time step of the field solver

simulation, making the design easier to fabricate, and providing transient data

under heavy load would all aid in validating the model presented in this chapter.

To enable the use of materials with a significant coercivity, the addition of

hysteresis needs to be made. The Jiles-Atherton implementation of hysteresis dis-

cussed in Section 2.2.2 can be implemented with our shifted hyperbolic tangent

function as the anhysteretic magnetization behavior. If accurate large-signal M-H

plots showing the hysteresis of the material could be made, we simply need to

add the domain wall flexing constant, c, and domain wall pinning constant, k,

from [79]. Another approach is a more significant alteration on the work presented

here. Since the effects of hysteresis may not show up in the small-signal analysis,

additional measurements, where hysteresis is included, could enable a new extrac-

tion algorithm. Large signal sinusoidal terminal measurements could possibly serve

as the needed additional measurements.

If the frequency or material is altered it may be necessary to include the effects

of ferromagnetic relaxation/resonance (FMR) from Section 2.2.3. As was shown
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in that section, the Hammerstein configuration of a second order linear block after

the M-H block, would enable the inclusion of FMR into each nonlinear reluctance,

Rcn of our model in Fig. 4.4. However, there maybe a way to transform FMR

to its effects on domain-wall dynamics [62, 91, 92]. In general, we need to add

the two FMR parameters (ωn and λ) to our fitting procedure. Fortunately, FMR

impacts biased small-signal measurements, and should be distinguishable form the

capacitive resonance already included.
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Chapter 5 – Microfluxgate Model

5.1 Introduction

The third device category considered in this thesis adds the complexity over the

transformer of two cores and an externally applied field in a dual-core fluxgate.

The interaction between the nonlinear cores and the externally applied field is

integral as this is how a fluxgate senses the magnitude of the external field in a

certain direction. If two fluxgates are used (or one two-axis fluxgate), they can

together be used as an electronic compass, or eCompass. They can also sense

the strength of the magnetic field once properly calibrated and thus be used as

magnetometers. This, together with their use as indirect current inspectors, gives

them applications in physical sciences, modern aviation, space exploration, and

even consumer electronics [35].

The design for which a circuit model will be generated is the dual-core solenoidal

design. Dual-core microfluxgates have a number of examples in literature [39–41],

and a simplified diagram is shown in Fig. 5.1(a). In this design the drive coil

excites oppositely directed magnetic fields (odd mode) for the two parallel cores

and the sense coil picks up even mode changes in core flux. Two fluxes are shown

for a combination of even and odd mode excitations in Fig. 5.1: ΦA, that passes

through either core and its air/dielectric surrounding, and Φlink, that links the two
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Figure 5.1: Simplified schematic of dual-core solenoidal microfluxgate (a) and
equivalent magnetic circuit based on flux paths, ΦA and Φlink (b).

cores together through the surrounding air/dielectric. The reluctance RC has both

ΦA and Φlink flowing through it and is mainly in the core material. Reluctance RA

(Rlink) carries flux ΦA (Φlink) alone, and both include some air/dielectric reluc-

tance. Considering this we can develop an expanded magnetic model as provided

in Fig. 5.1(b). An additional external magnetic field will behave as an even mode

magnetomotive force similar to the sense coil’s current.

This chapter reviews the current state-of-the-art modeling techniques applica-

ble to dual core flux-gates, showing the novelty of the model in this thesis. Next,

the model’s circuit topology is developed in detail, including the novel magnetic

domain circuit, which is simplified from Fig. 5.1(b). In Section 5.4 a simple algo-

rithm is presented to fit the model to a unique set of easily made measurements,

guaranteeing an accurate and passive model. In Section 5.5 the model is validated

by reproducing the terminal characteristics in the time-domain when an external
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field is present for both a simulation and actual device measurements. Finally, this

chapter provides a section on future work and conclusions for the microfluxgate

model.

5.2 Literature Review

5.2.1 Theoretical Models

For off-chip fluxgates their behavior, to first order, can be described by theoretical

analysis of the nonlinearity in the core. A analytic model from 1967 [148] initially

performs perturbation analysis on a single core fluxgate. Then, with the aid of

a simple power function for µr (H), the authors calculate the sense coil voltage

for a square wave excitation on the drive coil. Another theoretical analysis was

performed in [149] for a ring-core fluxgate. Making use of Heavyside step functions

to approximate µr (H) and a sinusoidal voltage on the drive coil, [149] proceeds to

derive a formula for the second harmonic voltage amplitude on the sense coil.

Both of these types of theoretical models can be extended to the dual-core

fluxgate with the addition of a demagnetization effect, and a second core. However,

they are not suitable for creating a circuit model. Moreover, these models do not

calculate the input current to the drive coil, the effect of a load on the sense coil,

or any resistive impacts.
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5.2.2 Existing Circuit Models

As fluxgates have transitioned to microfluxgates (on chip), more modern models of

microfluxgates have become available. Reference [150] developed a circuit model in

the magnetic domain for a ring-core microfluxgate. Although hysteresis is included

in the core, many effects are still ignored. For one, it is not a full four-terminal

model and does not calculate the effect of any loading on the sense coil. Moreover,

the drive coil is assumed to be linear, although when the core saturates during

normal operation the effective inductance should decrease. Ignoring these effects

make the model in [150] physically inconsistent.

Another, more recent microfluxgate model is presented in [151]. The model

is implemented in SPICE and is a true four-terminal device model of a dual-

core solenoidal flux-gate, similar to this work. The model is implemented entirely

in the electric domain making the addition of any higher order magnetic effects

difficult to include, and the effect of magnetic field less intuitive. Moreover, the

terminal measurements of the device is not directly used in the model extraction,

but rather an estimate of the core’s µr (i) is used. No general extraction algorithm

is presented.
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5.3 Model Development

5.3.1 Model Circuit Topology

The model proposed in this thesis for dual-core microfluxgates is presented in Fig.

5.2. The model is separated into the electric domain and the magnetic domain.

Although Fig. 5.2 uses behavioral controlled sources to couple the two domains,

four differential gyrators (see Appendix B.1) could also be used. The number

of turns relate the two domains, and ND (NS) is the total number of turns to

the drive (sense) coil around both cores. The electric domain consists of the DC

conductor resistances and the linear leakage1 inductances of the drive and sense

coils at their respective ports. The controlled sources in the electric domain couple

the time derivative of the odd flux linkage for the drive coil and the even flux

linkage for the sense coil. The magnetic domain is a simplification of the circuit

in Fig. 5.1(b) representing the physical topology of the dual core microfluxgate.

For even mode excitations,2 the half circuit consists of the series combination of

RC and RA together these form the effect of the core and its demagnetization,

which is nonlinear. For odd mode excitations, the core has flux flowing mutually

between the two cores, this is modeled by the nonlinear reluctance, Rlink which

partially links the two cores. All of the nonlinear reluctances are implemented with

the same behavioral function but having different parameter values (see Section

5.3.2).

1The linear leakage inductance is any inductance that does not pass through the core material.
2Even mode excitations include the external magnetic field, Hext, which is scaled by the length

of the coil around one core, `c (See Fig. 5.2), to generate a magnetomotive force.
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Figure 5.2: Compact equivalent circuit model of a dual-core microfluxgate. The
circuit is broken up into the electric and magnetic domains.

5.3.2 Nonlinear Reluctances

The microfluxgate core network was best implemented in the magnetic domain.

This allows an intuitive understanding of the major topology of the magnetic

circuit. Also, nonlinear reluctances become dependent only on the flux through

them, whereas, a nonlinear magnetizing inductance would have to be dependent

on both the drive and sense coil currents separated by ideal transformers. In the

magnetic domain, we implement the nonlinear reluctance, Rcn, as a flux-MMF

relationship.

The nonlinear reluctance model used for the microfluxgate is the same as that

for the microtransformer from Section 4.3.2. The same benefits and key character-

istics are desirable for the nonlinear reluctances of this chapter. For reference we
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Figure 5.3: Possible LTspice subcircuit of a second order nonlinear reluctance
described by (4.1). Magnetic domain terminals are Vmp and Vmn.

reproduce the permeance expression (4.2) as (5.1) below. Additionally the LTspice

subcircuit implementing this behavior is reproduced in Fig. 5.3.

Pcn (Vcn) = β0,n + β2,n sech2

(
β2,n

β1,n

Vcn
)

+
I∑
i=1

(
β3i+1,n sech2

(
β3i+1,n

β3i,n

(Vcn − β3i+2,n)

)

+β3i+1,n sech2

(
β3i+1,n

β3i,n

(Vcn + β3i+2,n)

))
.

(5.1)

5.3.3 Measurements Employed to Generate Model

Given that the microfluxgate is operated at a low frequency, we can ignore eddy-

current effects as implied by the lack of ladder circuits in Fig. 5.2. To capture the

behavior in the magnetic domain, we need to measure the nonlinear inductance

versus bias current for the drive and sense coils. It is important that the bias cur-

rent be applied to the same coil at which the inductance is measured. The electric

domain can be obtained from the DC resistance of each coil and the assumption
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that the linear leakage inductance is the measured inductance at core saturation.

The primary measurements needed are

Zdrive (Idrive,j)
∣∣∣∣
low-frequency

(5.2a)

Zsense (Isense,j)
∣∣∣∣
low-frequency

. (5.2b)

If the device is to have physically meaningful magnetic circuit parameters, the

number of turns for each coil should also be provided. Furthermore, if measure-

ments in an external field3 are not possible, then the length of the coil around a

single core needs to be provided (see `c parameter of Fig. 5.2).

5.3.4 Measurements Employed to Validate Model

A fluxgate is intended to measure the strength of the magnetic field. For a dual-core

microfluxgate the average magnitude of the sense voltage should be proportional

to the magnetic field applied along its axis. To validate our models we applied

a sinusoidal drive coil current and observe the time-domain voltage across drive

coil (See Fig. 5.4), and, more importantly, the sense coil making sure they both

match for various applied magnetic fields. Additionally, the sensitivity plot of

the average sense voltage magnitude for varying external magnetic fields will be

3External magnetic fields can be applied by placing the whole device in a Helmholtz coil.
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Figure 5.4: Application circuit for validating the dual-core solenoidal microfluxgate
models in the time-domain using Spectre. The external voltage Hext is the means
by which the external field is applied to the model through a voltage-controlled
voltage source with gain `c to the magnetic domain (see Fig. 5.2).

compared between our model and the target device.4

5.3.5 Novelty of This Model

The model of Fig. 5.2 has many advantages over the existing literature. When

compared to theoretical models, this work does not need measurements of the

actual demagnetization factor for a complicated nonlinear material, nor measure-

ments of the nonlinear permeability. Moreover, this chapter’s model is physically

consistent in that an input current in the drive coil is necessary to drive the device

into saturation. Additionally, the resistive effects of both coils and the loading

effects of the sense coil are accurately reproduced.

When compared to state-of-the-art circuit models [150,151], there are also ad-

4Target device refers to either the measured fabricated device in a Helmholtz coil, or the
field-solver simulated device.
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vantages to using the approach of this chapter. The model of this chapter includes

the effects of loading and resistance on each coil, unlike [150]. Furthermore, ref-

erence [150] uses a linear model of the drive coil, which is physically inconsistent

with the operation of a fluxgate. Unlike [151], if higher order magnetic effects

need to be included, the magnetic domain implementation of Fig: 5.2 makes it

intuitive. Finally, the model proposed here is easily obtained from device terminal

measurements, and does not require detailed knowledge of the magnetic mate-

rial. To generate the model a simple extraction algorithm obtaining a passive and

accurate fit is provided.

5.4 Model Extraction Algorithm

5.4.1 Algorithm Overview

There are 5 inputs to the model extraction algorithm: the coil length around a

single core, the number of turns for the drive and sense coil around both cores, and

the biased small-signal impedance measurements for each coil at low frequencies.

The algorithm is broken up into three main stages as shown in Fig. 5.5. The first

stage (Section 5.4.2) is the simplest and requires no optimization algorithm; it is

the extraction of the electric domain parameters. The second stage (Section 5.4.3)

is to model the sense coil’s small-signal inductance versus bias current. This is

done by approximating RC + RA as a single nonlinear reluctance since Rlink is

irrelevant to the sense coil’s even mode excitation (see Fig. 5.2). The final stage
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Figure 5.5: Flow chart of model extraction algorithm going from input measure-
ments to output microfluxgate model with three intermediate stages.

(Section 5.4.4) is most involved. The drive coil’s small-signal nonlinear inductance

is used to find the optimal splitting of RC +RA and the parameters that describe

Rlink, thus completing the description of the magnetic domain.

5.4.2 Stage 1: Electric Domain Extraction

In this first stage we obtain the electric domain parameters, namely the DC coil

resistances, RD and RS, and the linear leakage inductances, LD and LS (see Fig.

5.2). The conductor resistance does not change with bias, so the real part of
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Zdrive (Idrive,j) is taken as RD; likewise, the real part of Zsense (Isense,j) is taken as

RS. A fluxgate operates by taking the core in and out of saturation. This means

we need to measure the small-signal impedances beyond saturation. If we assume

there is little coupling to the coils outside of the core material, and the core has

negligible inductance in saturation, then the linear leakage inductances, LD and

LS, can be taken to be the respective measured small-signal coil inductance at the

highest bias current. These assumptions are validated by the good performance of

the model in Section 5.5.

5.4.3 Stage 2: Even Mode Magnetic Domain Extraction

The second stage captures the even mode characteristics of the sense coil, through

the magnetic domain model. Using the biased small-signal inductance of the sense

coil and removing the leakage inductance, the permeance versus magnetomotive

force, P (V), of the even mode half-circuit is obtained. The half circuit is composed

of the series combination of RC and RA, we call this combination Req (or in

permeance Peq). Using a global optimizer with positive bounds, we fit Peq (V)

to the permeance model, (5.1). That is we obtain β0,eq, . . . , β3I+2,eq through the

following algorithm.
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input : Biased small-signal impedance of sense coil Zsense (Isense,j), number
of sense coil turns, NS, extracted sense coil leakage inductance, LS,
number of unique tanh terms to fit, I + 1.

output: Parameters for equivalent nonlinear permeance.

obtain magnetic domain half-circuit permeance and MMF ;
for j ← 1 to J do
Peq [j] = 2 [Im {Zsense (Isense,j)} / (2πf)− LS] /N2

S;
V [j] = (NS/2) · Isense,j;

end
optimize (5.1) to fit to Peq (V) with global optimizer ;
minimize 100% · ‖Pcn − Peq‖2 / ‖Peq‖2 by varying β0,eq, . . . , β3I+2,eq;

5.4.4 Stage 3: Odd Mode Magnetic Domain Extraction

The final stage of the extraction algorithm captures the odd mode nonlinear char-

acteristics of the drive coil. In fitting to the biased small-signal inductance of the

drive coil, Req of the previous stage is split into RC and RA and the 3I+3 param-

eters of Rlink / Plink are obtained. Assuming the portion of reluctance that creates

RA is kA, then the portion for RC is kC = 1−kA. Parameters kA and kC scale the

MMF of the series reluctances but not the flux, and thus scale certain parameters

of (5.1), namely β0,eq, β2,eq, β3i+1,eq, and β3i+2,eq. The following algorithm is used

to obtain kA and the parameters of the nonlinear linkage reluctance, such that the

odd mode half circuit permeance is fit.
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input : Biased small-signal impedance of drive coil Zdrive (Idrive,j), number
of drive coil turns, ND, extracted drive coil leakage inductance, LD,
number of unique tanh terms to fit, I + 1.

output: Parameters for nonlinear permeance Plink and kA.

obtain magnetic domain half-circuit permeance and MMF ;
for j ← 1 to J do
Ptarg [j] = 2 [Im {Zdrive (Idrive,j)} / (2πf)− LD] /N2

D;
V [j] = (ND/2) · Idrive,j;

end
optimize (5.1) and kA to fit the half circuit permeance, Phalf (V) to Ptarg (V)
with global optimizer ;
minimize 100% · ‖Phalf − Ptarg‖2 / ‖Ptarg‖2 by varying kA,
β0,link, . . . , β3I+2,link;

5.5 Validation

In this section, two microfluxgate models are generated from the biased nonlinear

drive and sense coil inductances, using the extraction algorithm from Section 5.4.

One model is based on field-solver simulations, and the other is a fabricated on-

chip device, with physical measurements made using an impedance analyzer. The

models are then validated as magnetometers (see section 5.3.4). Comparisons are

made with both the sensitivity curve and the time domain voltages across both

coils. Time domain measurement are made using an oscilloscope and sinusoidal

current source with the device in a Helmholtz coil. Simulation-based comparisons

are performed using the device-circuit cosimulation feature available in Maxwell

[115].



166

1 mm 

15
0 
μ

m
 

10
0 
μ

m
 

Sense Coil (Cu) 

Drive Coil (Cu) 

Core (Ni-Fe) 

3 μm 
2 μm 

1.7 μm 

Figure 5.6: Top-down view of Maxwell design of device 1 dual-core solenoidal
microfluxgate and 2-D cross-section with labeled dimensions.

5.5.1 Device 1 Simulation

Device 1 is a field solver simulation of a 1 mm long microfluxgate with 505 turns

to the drive and sense coils around both cores. Figure 5.6 shows the design of the

microfluxgate in Maxwell.

5.5.1.1 Model Fit

The extraction algorithm took 2 minutes and 43 seconds to complete on a 3.2 GHz

Pentium R© 4 workstation. The L2-norm error in the measured nonlinear drive coil

inductance was 6.2% and that for the sense coil was 0.64%. The better performance

in the sense coil is likely due to the fact that there are fewer constraints on this

inductance; the drive coil inductance is constrained to match the series combination

5In this work, reference is always made to the total number of turns around both cores. In
this case 50: 25 turns around one core and 25 around the other core.
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Figure 5.7: Drive coil inductance versus bias current comparing this work’s model
with Maxwell results (top) and likewise for sense coil (bottom).

of RC and RA. Both sense and drive coil inductance match closely as shown by

the curve comparison in Fig. 5.7.

5.5.1.2 Transient Performance

To validate the model, a time domain simulation was performed with a 40 mA

amplitude sinusoidal drive current at 1 MHz. To emulate the effect of an exter-
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nal field, the sense coil was biased with the corresponding DC current, a proper

Helmholtz coil configuration would be used with more time. The drive and sense

coil voltage were recorded under a 1 MΩ load on the sense coil. Comparisons be-

tween this work’s model and the Maxwell field solver measurements are shown for

100 µT and 500 µT in Fig. 5.8 and Fig. 5.9, respectively.

Eight time domain simulations were performed under fields ranging from 0 to

1.5 mT. The amplitude of the sense voltage should be an indication of the field

strength. The circuit that performs this calculation integrates the sense voltage

magnitude. Plotting this signal voltage versus the external magnetic field for both

Maxwell and the model produced curves which matched with an L2-norm error of

6.6% (see Fig. 5.10).

5.5.2 Device 2 Measurements

Device 2 is a fabricated dual-core solenoidal microfluxgate. There are 50 turns to

each the drive and sense coil, and the core length is ∼1 mm. Figure 5.11 shows a

micrograph of the microfluxgate.

5.5.2.1 Model Fit

Measurements of the biased small-signal inductance, for both the drive and sense

coils, were made using an impedance analyzer operating at 1 MHz. The extraction

algorithm took 3 minutes and 37 seconds to complete on a 3.2 GHz Pentium R© 4
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Figure 5.8: Time domain voltage across drive coil (top) and sense coil (bottom) for
device 1 with a 40 mA, 1 MHz current drive coil excitation in a 100 µT external
magnetic field.

Figure 5.9: Time domain voltage across drive coil (top) and sense coil (bottom) for
device 1 with a 40 mA, 1 MHz current drive coil excitation in a 500 µT external
magnetic field.
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Figure 5.10: Integrated absolute sense voltage versus external magnetic field for
both Maxwell simulation and the model of this thesis for device 1.
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Figure 5.11: Micrograph of device 2, fabricated dual-core solenoidal microfluxgate.

workstation. The L2-norm error in the measured nonlinear drive coil inductance

was 2.1% and that for the sense coil was 1.9%. Both fits match relatively well as

shown by the curve comparison in Fig. 5.12.

5.5.2.2 Transient Performance

To validate the model, time domain oscilloscope measurements were performed

with an 80 mA amplitude sinusoidal drive current at 1 MHz. A Helmholtz coil was

used to generate the external magnetic field. The drive and sense coil voltage were

recorded under a 1 MΩ load on the sense coil. Comparisons between this work’s

model and the measurements are shown for 100 µT and 500 µT in Fig. 5.13 and

Fig. 5.14, respectively.

Do to certain obstacles we were unable to measure the time domain response for
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Figure 5.12: Drive coil (top) and sense coil (bottom) inductance versus bias current
plot, comparing this work’s model with measurement results for device 2.
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Figure 5.13: Time domain voltage across drive coil (top) and sense coil (bottom)
for device 2 with a 80 mA, 1 MHz current drive coil excitation in a 100 µT external
magnetic field.

Figure 5.14: Time domain voltage across drive coil (top) and sense coil (bottom)
for device 2 with a 80 mA, 1 MHz current drive coil excitation in a 500 µT external
magnetic field.
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Figure 5.15: Integrated absolute sense voltage versus external magnetic field for
both measurements and this work for device 2, showing good match for two fields.

more than the two applied fields. We continue with the available measurements.

Plotting the integrated signal voltage versus the external magnetic field for both

the two measurements and the model produced data points which matched to

within a maximum error of 7.2% (see Fig. 5.15).
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5.6 Conclusions and Future Work

5.6.1 Conclusions

In this chapter we have extended our modeling effort to a two core device with the

addition of an external magnetic field by modeling a dual-core solenoidal magne-

tometer. Our circuit model correctly provides the resulting non-sinusoidal voltage

response to the drive coil and any losses due to low-frequency resistance of the

coils. A modeling extraction algorithm is provided to create an accurate and pas-

sive model in the absence of direct magnetic core characterization. The model is

physically consistent in that nonlinearities of the core translate to nonlinearities in

both coil responses and includes a physically meaningful magnetic subcircuit. The

accuracy of our model used as a magnetometer beyond its linear range is demon-

strated both through a field solver and actual fabricated device measurements.

The L2-norm error of the sense signal is 6.6% when compared to the field-solver,

and the maximum error is 7.2% when compared to measurements.

5.6.2 Adding Hysteresis

To allow the use of materials with a significant coercivity, hysteresis should be con-

sidered in the model. The Jiles-Atherton implementation of hysteresis discussed

in Section 2.2.2 can be implemented with the shifted hyperbolic tangent function

approach as the anhysteretic magnetization behavior. If the biased small-signal

measurements of inductance are made with both an increasing and decreasing bias
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current, then an indication of the outer hysteresis loop is present in the measure-

ments. In stages 2 and 3 of the algorithm, the domain wall flexing constant, c, and

domain wall pinning constant, k, from [79] could be added to the optimization and

thus include the effects of hysteresis.

5.6.3 Improving the Model

We have noticed with a microfluxgate ∼50% longer in core length that the model

of Fig. 5.2 is not suitable to capture the nonlinear magnetic circuit behavior.

For example, there are currents where the half-circuit flux for the odd mode is

less than for the even mode, but this is not possible with the magnetic domain

arrangement in the circuit model of Fig. 5.2. Currently, it is not clear what

is causing this behavior, so part of the future work would be to reproduce this

behavior in a field solver to aid in building a suitable circuit. One hypothesis

is that there is a component of the magnetic flux due to the odd mode which

saturates the core, but does not contribute to the flux seen by the coil. This

flux would have to be orthogonal to the solenoid’s axis, and would reduce the

small-signal permeance of the core, without adding to the flux seen by the MMF.

Ultimately, more consideration of why the circuit model presented in this chapter

is not suitable for some dual-core solenoidal microfluxgate layouts of larger physical

size needs to be determined.
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Chapter 6 – Summary and Future Direction

6.1 Summary

In this thesis, we have presented techniques to enable equivalent circuit modeling of

on-chip magnetic devices based on terminal measurements. Describing the specific

details of models, algorithms, and performance benefits for three example devices:

a microinductor, a microtransformer, and a microfluxgate.

Chapter 1, exposed the benefits to adding more features to the back end of

line (BEOL) for integrated circuit (IC) manufacturing and put it in the context

of traditional IC scaling and Moore’s Law. Specifically, in this thesis the BEOL

“More-than-Moore” process of adding magnetic materials to integrated circuits is

focused on. The devices were seen to benefit in increased power density, decreased

cost, improved reliability, better thermal management, and simplified designs for

IC customers. However, there is a need to model these passive devices accurately.

In Chapter 2, we first discussed the benefits to the modeling effort chosen in

this thesis. Numerical field solvers were seen to be too time and memory expensive

to simulate the entire relevant system. We specifically compare behavioral models

to physics-based models, deciding that the benefits of proper operation outside

of the region of interest, the ability to enforce passivity and the design insight

obtained from physically meaningful elements and circuit topology, along with the
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ability to have higher orders, outweigh the costs of more complicated algorithm

and model development. To enable physically meaningful circuits capturing the

relevant physics, how to model individual physical effects in circuit simulators is

discussed, before transitioning into the specific device solutions of the following

chapters.

Chapters 3 through 5 are complete solutions to the three device categories

from Chapter 1: the microinductor, the microtransformer, and the microfluxgate,

respectively. For each device, a literature review is performed considering both

on and off chip examples. In this context, the novelty of this thesis’ model is

discussed. Next, the details of the nonlinear implementation and measurements

used to generate and validate the model are discussed in each chapter. The de-

tails of extracting the complete circuit from the measurements is provided through

an extraction algorithm. Finally, each chapter shows that for the relevant applica-

tion, our model can accurately reproduce the important behaviors and parameters;

whereas other models may have inaccuracies.

6.2 Future Direction

This thesis has addressed the challenge of modeling on-chip magnetic devices with

compact equivalent circuits. The future direction of this research includes the

addition of other magnetic effects such as hysteresis and ferromagnetic resonance

to the modeling tools, further validation of the models and augmenting the models

to account for a wide range of designs. The tools will help enable the design of
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novel integrated circuits employing magnetic materials.

For the microinductor we have included the dominant effects for ferromag-

netic alloys of eddy currents (both in the core and conductors), saturation, and

capacitive resonance. However, other popular materials may require inclusion of

hysteresis, or ferromagnetic resonance. The microinductor was validated with a

single excitation for a strongly nonlinear microinductor. Although the model of

this thesis performed well, not every modeled effect was significant in the measure-

ment. Further measurement validation of our model when capacitive resonance,

conductor loss, or core loss is dominant would be important future work.

The microtransformer model included the same physical phenomena dominant

in the microinductor model. This was done since the same material was employed.

There are popular materials which may require the inclusion of hysteresis and/or

ferromagnetic resonance. Research into extending the model to include these effects

would widen the application domain of this thesis. The microtransformer model

was confirmed via a fabricated microtransformer to be able to reproduce the biased

small-signal impedance measurements. Ideally, there would also be time-domain

verification in the domain of application for fabricated devices.

The microfluxgate model included magnetic saturation, external magnetic field,

and resistances. These are the dominant effects, however, at higher frequencies it

may be important to capture the core eddy currents. Future research on including

effects such as hysteresis, or core eddy currents would be a valuable contribution.

The fabricated dual-core microfluxgate was measured in the presence of two exter-

nal fields, adding more field points (especially larger external fields) would verify
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if the model is correct in this regime. It is also recommended there be future re-

search into why the microfluxgate model presented in this thesis was inadequate

to capture some behaviors present in fabricated microfluxgates.
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Appendix A – Behavioral and Physics-Based Model Examples

This appendix discusses a specific example of a comparison between a physics-

based and behavioral model of a simplified physical stripline microinductor. It

is used to aid in the understanding of the differences between these two types of

modeling approaches and help elucidate the costs and benefits discussed in Section

2.1.1

A.1 Simple Physical Structure

We cannot construct an actual microinductor which is as simple as we would

like, so we will use a PEEC field solver to obtain “measurement” data. The simple

physical structure is a coaxial line shorted at the far end1 with a nonlinear magnetic

material, as shown in Fig. A.1. The inner conductor is made of copper (relative

permeability, µr = 1, conductivity, σ = 6× 107 S/m) with a radius of ri = 150µm,

and the outer shield is a perfect electric conductor (σ = ∞). The thin cylinder

between inner and outer conductors is a 10µm thick nonlinear magnetic material

with conductivity σcore = 1 × 106 S/m and a magnetization that is a specific

function2 of the magnetic field, i.e.

1The length is sufficiently longer than the cross-sectional dimensions, so end effects are neg-
ligible.

2For an example plot of this tanh form, see Fig. 2.1(c).
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Figure A.1: Dimensional and material information for simple coaxial inductor
shorted at the far end.

M = MS tanh (gH) . (A.1)

In (A.1) H is the magnetic field intensity magnitude in A/m, M is the magneti-

zation magnitude in A/m, MS = 9.08 × 105 A/m is the saturation magnetization

and g = 3.16 × 10−4 m/A is a scaling term. In this model we are ignoring hys-

teresis, Ferro-Magnetic Resonance/Relaxation (FMR), and electric field effects.

Therefore, the “measurements” are made with a magnetoquasistatic simulation of

an microinductor which simultaneously includes the effects of magnetic saturation

and eddy currents. This is simulated with a PEEC solver, although many other

field solvers would also be appropriate.
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A.2 First Order Physics-Based Model

While the field-solver “measurements” are solutions to a Partial Differential Equa-

tion (PDE), the physics-based model we are constructing is described by a first

order Ordinary Differential Equation (ODE). Such a first order model is only ca-

pable of capturing the low-frequency eddy currents in the core and thus ignores

the skin-effect. The inner conductor is described by its internal DC resistance and

inductance, ignoring end effects, given by

R0 =
`

σπr2
i

(A.2a)

L0 =
µ`

8π
. (A.2b)

In the above, ` is the length of the coax and ri is the radius of the inner conductor

(see Fig. A.1) [152]. For most currents the internal inductance of the inner con-

ductor and the external inductance to the core is eclipsed by the inductance of the

magnetic material region which is boosted by its relative permeability. Therefore,

in what follows we will make the approximation L0 = 0 and ignore any inductance

due to the dielectric regions. This is necessary to have only one inductor and thus

a 1st order model (i.e. one independent reactive element).

A first order physics-based model of a coaxial microinductor with nonlinear

magnetic material can be rather involved. The hyperbolic tangent static nonlin-

earity of (A.1) makes considering the difference in magnetic path length along the
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inner and outer surface of the core difficult. Fortunately, this difference is small

compared to the average magnetic path length, so we will consider a uniform mag-

netic field for the inductance calculation. The first step is to find the effective

magnetic path length and magnetic flux area. We take the magnetic path length

to be the circumference at the center of the core, that is

lcore = 2π
(
rc +

tc
2

)
. (A.3)

See Fig. A.1 for definition of variables in (A.3). The cross-sectional area normal

to the flux-density is the magnetic flux area

Acore = `tc. (A.4)

Using Ampere’s Law with the magnetic path length as the integration path, we

have by symmetry

H =
iL
lcore

, (A.5)

where iL is the current through the inner conductor. Substituting (A.1) and (A.5)

in to the definition of flux (Φ = BA) gives

Φcore = BAcore = µ0Acore (H +M (H)) (A.6)

Φcore = µ0Acore

(
iL
lcore

+MS tanh
(
giL
lcore

))
. (A.7)
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The small-signal inductance of the core can then be found using the chain rule of

calculus

vL =
dΦcore

dt
=
dΦcore

diL

diL
dt

= L (iL)
diL
dt

, (A.8)

where vL is the voltage across the inductor. Performing differentiation with respect

to iL on (A.7) gives the expression for the small-signal nonlinear inductance of the

core as

L (iL) =
µ0Acore
lcore

+
µ0AcoreMSg

lcore
sech2

(
giL
lcore

)
. (A.9)

Using (A.3) and (A.4) gives the inductance based on physical dimensions as

L (iL) =
µ0`tc

2π
(
rc + tc

2

) +
µ0`tcMSg

2π
(
rc + tc

2

)sech2

 giL

2π
(
rc + tc

2

)
 . (A.10)

The next consideration of the physics-based core model are eddy currents. Eddy

currents are generated when time varying magnetic flux gives rise to an induced

electromotive force in a conductive material. For eddy currents it is more important

to know the variation in magnetic field in the core,3 so consider the core to have

a small-signal permeability of µ (ibias), where ibias is the DC bias current to the

microinductor. Ampere’s law can be used to obtain the small-signal flux from r to

rc + tc as

3When compared to their importance in calculating the inductance
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Φcore (r) =
`iLµ (ibias)

2π
ln
(
rc + tc
r

)
, (A.11)

where iL is the amplitude of the small-signal sinusoidal microinductor current. In

the coaxial model, since the perfect electric conductor enforces a zero electric field

at the outer edge of the coaxial configuration, we can consider the path length for

Faraday’s law to be `, thus

Ecore (r) =
jωΦcore (r)

`
=
jωiLµ (iL)

2π
ln
(
rc + tc
r

)
. (A.12)

In (A.12) ω is the radian frequency of the small-signal sinusoidal microinductor

current. Using Ohm’s law and integrating over the core’s volume to obtain ohmic

power loss, gives

Peddy = `
∫ rc+tc

rc

σcore |Ecore (r)|2

2
2πrdr. (A.13)

Evaluating the integral, we arrive at

Peddy =
`i2Lσcoreω

2µ2 (ibias)

16π

[
2rctc + t2c − 2r2

c

(
ln2

(
rc + tc
rc

)
+ ln

(
rc + tc
rc

))]
.

(A.14)

The voltage across the nonlinear inductor is jωΦcore (rc), therefore the parallel

resistance due to eddy currents is
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R0

R1

L(iL) iL
i(t)

v(t)
+ -

Figure A.2: First order physics-based model of coaxial nonlinear microinductor of
Fig. A.1.

Table A.1: Element values of circuit given in Fig. A.2 for first order physics-based
model.

Element Formula Value
R0 (A.2a) 7.1 mΩ

L (iL) (A.10) 0.27 + 77 · sech2 (0.22 · iL) nH
R1 (A.15) 6.5 Ω

R1 =
ω2Φ2

core (rc)

2Peddy
=

2`

πσcore

ln2
(
rc+tc
rc

)
(
2rctc + t2c − 2r2

c

(
ln2

(
rc+tc
rc

)
+ ln

(
rc+tc
rc

))) . (A.15)

Thus, our final model for the low-frequency core eddy currents and nonlinear induc-

tance is a parallel combination of L (iL) described by (A.10) and R1 described by

(A.15). Together, these elements form the first order physics-based model shown

in Fig. A.2 modeling the coaxial microinductor of Fig. A.1. The specific element

values for the dimensions and materials used are given in Table A.1 and their

scalable formulas are given in Appendix A.
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A.3 First Order Behavioral Model

Behavioral models are based on a simplified mathematical descriptions of the phys-

ical device. One quite general way to describe a nonlinear ordinary differential

equation is through the state-space description. Let us consider the Nth order

state-space representation of a general P-port system:

ẋ (t) = f (x (t) ,u (t) , t) (A.16a)

y (t) = g (x (t) ,u (t) , t) . (A.16b)

In (A.16) bold letters represent vector functions or quantities. x (t) is a N×1

vector of state variables as a function of time, t and ẋ (t) is their time derivative

vector. The state variables in our case typically represent fluxes or currents through

microinductors. The input P×1 vector, u (t), captures the voltages and/or currents

applied to the model and y (t) is the P×1 vector of output currents and/or voltages.

The system evolves according to the N state-derivative functions organized into a

N×1 vector of functions, f ( · ). The output variables are then obtained from the

P output functions organized into a P×1 vector of functions, g ( · ). The goal of

behavioral modeling is to accurately reproduce the functions f ( · ) and g ( · ), and

thus the device’s behavior.

First, we will consider the state-space description of the physics-based model

(Fig. A.2). The physics-based model is first order and a single port, so we have

(N=1 and P=1). Considering the time-dependent terminal voltage, v (t), as our



207

input and the microinductor current, iL (t), as our state, it can be shown using

Kirchoff’s Laws/circuit analysis that the state derivative function is

fphysics (iL (t) , v (t)) =
diL (t)

dt
=
R1 (v (t)−R0iL (t))

(R0 +R1)L (iL (t))
. (A.17)

Also, using basic circuit analysis, the terminal “output” current can be found from

the state and input giving g ( · ) as

gphysics (iL (t) , v (t)) = i (t) =
v (t) +R1iL (t)

R0 +R1

. (A.18)

Now that we have the state-space description of our physics-based circuit, let

us consider some behavioral/mathematical modeling approaches. To reproduce

the behavior of the coaxial microinductor we need to approximate the functions

f ( · ) and g ( · ). To simplify, we will use the physics-based model’s linear g ( · ),

(A.18), and focus on the nonlinear state function f ( · ). To completely specify our

example, we will be using the values given in Table A.1 for the elements. The PEEC

field-solver state-function is obtained by harmonic balance simulations for ten bias

currents from -8 Amps to 8 Amps each performed at ten logarithmically-spaced

frequencies from 100 kHz to 5 MHz. The applied large-signal sinusoidal voltage

had amplitude 1.4 × 10−6 · f so as to not cause huge currents at low frequencies.

A rectangular domain over ±7 Amps and ±4 Volts is then obtained by removing

points outside the domain. The state-function is generated over this domain from

the terminal characteristics (i (t), v (t), and di(t)
dt

) by using (A.18) and its time

derivative.
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Two common ways to estimate f ( · ) are a canonical form for the Volterra series

[153] and Artificial Neural Networks (ANNs) [154]. For a first order network, [153]

gives f ( · ) as the sum of two polynomials α and β

fpoly (iL (t) , v (t)) =
M∑
m=1

(αmiL (t)m) +
N∑
n=0

(βnv (t)n) . (A.19)

where αm and βn are the coefficients of the polynomial. A linear least squares

fitting of (A.19) with order M= 7, N= 7 to the PEEC field-solver data is used as

our polynomial behavioral model. The state functions for the PEEC field solver

and this behavioral model are shown in Fig. A.3(a) and (b), respectively, over the

domain iL ∈ [−4.7, 4.7] and v ∈ [−2.35, 2.35]. The L2-norm error4 for the polyno-

mial behavioral model is 2.6%. Expanding the domain by 70% and calculating the

difference between the two models shows that the polynomial approximation does

a poor job of extrapolation (See Fig. A.3(c)). This is expected since polynomials

may grow fast outside their fitting domain, and the PEEC field-solver data remains

relatively flat. The L2-norm error jumps to 34% over the expanded domain for the

polynomial behavioral model.

The artificial neural network approach is more involved [154]. For example, the

state function is formulated as

fANN (iL (t) , v (t)) = −iL (t) + τhANN (iL (t) , v (t) , w) . (A.20)

4The L2-norm error for a bivariate function is defined as 100% ·√∑
i

∑
j

∣∣∣f̃ (xi, yj)− f (xi, yj)
∣∣∣2/√∑

i

∑
j

|f (xi, yj)|2 where f̃ is the approximation being

compared to the reference f .
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Figure A.3: State-function for field-solver measurements (f ( · )) (a), the polyno-
mial fit to the state-function (fpoly) (b), and the difference between the two on an
extended domain (c).

In (A.20), τ is a constant scaling parameter to a feed-forward Multi-Layer Percep-

tron (MLP) neural network, hANN with constant weighting parameters w [155].

Using ten hidden neurons that have hyperbolic tangent activation functions, the

neural network was trained to the PEEC field-solver data. The comparison be-

tween the PEEC field-solver data and the trained neural network behavioral model

on the same domain as the polynomial behavioral model is shown in Fig. A.4(a)

and (b). The L2-norm error over this domain is just 2.2%. The difference on a 70%

expanded domain is shown in Fig. A.4(c), where we see that the artificial neural

network also poorly extrapolates, with an L2-norm error of 39% on the expanded

domain.

The physics-based model from Appendix A.1 is not trained or fitted to the

field-solver data. Their comparison is shown in Fig. A.5 (a) and (b). The L2-

norm error on the original domain is actually larger than the fitted functions, i.e.
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Figure A.4: State function for field-solver measurements (f ( · )) (a), the artificial
neural network fit to the state function (b), and the difference between the two on
an extended domain (c).

Figure A.5: State function for field-solver measurements (f ( · )) (a), the physics-
based state function (b), and the difference between the two on an extended domain
(c).
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4.5%. However, as shown in Fig. A.5 (c) on the expanded domain the error is

much lower at 8.2% than for the behavioral models. We believe the errors in the

physics-based model are due to ignoring higher-order eddy current-effects in the

core and conductor.
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Appendix B – Magnetic Domain and Inductance

B.1 Magnetic Circuits

The word circuit is from the Latin circuitus, which literally means “a going around,”

or more mathematically, “something making a closed path.” Electrical circuits are

made of closed paths of elements as evidenced by the ability to apply Kirchhoff’s

Voltage Law (KVL). As we will see, magnetic circuits, too, form closed paths and

obey their respective Kirchoffian laws. For an electric circuit, Kirchoff’s laws are

K∑
k

Ik = 0 (B.1a)

N∑
n

Vn = 0. (B.1b)

Equation (B.1a) is Kirchoff’s Current Law (KCL), and (B.1b) is Kirchoff’s Voltage

Law, where Ik are the K currents flowing into a particular node, and Vn are the

voltages across the N elements around a particular closed loop (a mesh). Kirchoff’s

laws are related to Maxwell’s equations. If we regard dΦ
dt

as a lumped voltage source

giving rise to Vs in an otherwise passive circuit, then the integral form of Faraday’s

Law becomes
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0 = −Vs +
∮
C
E · dl ≈ −Vs +

N∑
n

Enln = −Vs +
N∑
n

Vn, (B.2)

which is KVL. Similarly, consider the integral form of the continuity equation with

dq
dt

= 0, this is the case for a circuit node. If there is a build up of charge, a

capacitance needs to be additionally placed at the node. The integral form of the

continuity equation thus becomes

0 =
{

S

J · dA ≈
K∑
k

JkAk =
K∑
k

Ik, (B.3)

where we have used the lumped circuit approximation of wire area Ak for current

Ik and transformed the equation to KCL.

It is instructive to see that magnetic circuits also follow KVL and KCL, where

in an analogous way, voltage (electromotive force) is replaced by magnetomotive

force, and current is replaced by magnetic flux. Instead of Faraday’s law and the

continuity equation, we will be starting from Ampere’s law and Gauss’s law for

magnetism.

0 = −Itot +
∮
C
H · dl ≈ −Itot +

N∑
n

Hnln = −Itot +
N∑
n

Fn (B.4a)

0 =
{

S

B · dA ≈
K∑
k

BkAk =
K∑
k

Φk. (B.4b)

Note the analogy between (B.2) and (B.4a), also (B.3) and (B.4b). From this form

of KCL and KVL we can see that the magnetomotive force (MMF) can either be
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Figure B.1: Simple diagram of a section of a microinductor (a), and its correspond-
ing magnetic circuit (b)

described by the magnetic field integrated over a path, or the enclosed current

creating said field (see (B.4a)). In either case, the general unit of MMF is the

ampere-turn (At). The flow term of the magnetic circuit should be more familiar,

it is the magnetic flux, Φ, and has the unit weber (Wb).1

Let us consider the microinductor illustrated in Fig. B.1(a). Application of

(B.4a) produces

0 = −2Is +
4∑
n

Hnln = −2Is +
4∑
n

Φ
ln

µnAn
, (B.5)

where Is is the source current, ln is the length of section n, and An is the area of

section n. From (B.5) it can be seen that Φ is multiplied by a factor very similar

to resistance with σ replaced by µ. In fact, this term is the analog of resistance

1Named after German physicist Wihelm Eduard Weber
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called reluctance. Our magnetic KVL equation becomes

0 = −2Is +
4∑
n

ΦRn, (B.6)

where Rn is the nth reluctance of the magnetic circuit (see Fig. B.1 (b)).

Now that we have established the basics of magnetic circuits, how can the

concept of a magnetic circuit be applied to formation of electric circuits? One

way is to convert a magnetic circuit to an electric circuit using Slemon’s dual

[94]. Slemon’s dual derives from the fact that magnetic current (Φ) gives rise

to electric voltage (NdΦ/dt) and magnetic voltage (F) is created from electric

current (NI), where N is the number of turns. In general this dual relationship

between voltage and current is described by a generalized impedance inverter [156].

Thus, parallel combinations of reluctances in the magnetic domain, are the dual

of series combinations of inductances. Likewise, series combinations of reluctances

become parallel inductances. To transform from a magnetic circuit to electric, one

simple needs to generate the dual circuit where parallel and series combinations

are switched.

In reference [94] Slemon presents a method to form the dual network graphi-

cally. First, consider the magnetic circuit in Fig. B.2(a). Instead of individually

converting parallel and series connections, label the mesh openings with letters A,

B, and C (don’t forget the “opening” C on the outside of the circuit). Next, for

each element, make a connection from one opening to the other through the ele-

ment (dashed blue lines in Fig. B.2(a). In the dual circuit the opening A becomes
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Figure B.2: Example of a magnetic circuit (a) being converted to an electric circuit
(b).

node A, and a dashed line from A to B through R3 is a connection from node A to

node B with element L3, see Fig. B.2(b). In this way, the complete dual network

is formed from the original network.

Unfortunately, the conversion from a magnetic circuit to an purely electric

circuit cannot always be done, specifically for non-planar magnetic circuits. To

handle this scenario impedance inverters [156] such as the gyrator [157], or the

magnetoelectric differential gyrator [89], can be employed. Using the gyrator, the

reciprocal of reluctance, known as permeance, is replaced by a capacitor in the

magnetic circuit. Next, the winding interface to the electric domain is replaced by

the gyrator. In the magneto-electric differential gyrator, which we will be using,

the magnetic circuit is represented more intuitively, with resistance replacing reluc-

tance and the winding being modeled by the differential gyrator. The differential

gyrator has the relationship between its two domains of
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Figure B.3: Magnetoelectric differential gyrator symbol adopted from [89] (a) and
an example subcircuit implementation (b).

Ve = N
dΦ

dt
= N

dIm
dt

(B.7a)

F = Vm = NIe, (B.7b)

where the subscript m indicates the magnetic domain, and e indicates the electric

domain. The magnetoelectric differential gyrator symbol is shown in Fig. B.3(a)

and can be implemented in common circuit simulators using controlled sources and

a memory element such as an inductor. An example of such a circuit using a 1 µH

inductor is shown in Fig. B.3(b).

With the conversion equations between domains in place, it is possible to de-

termine how a complex magnetic impedance transforms to the electric domain.

Consider a general impedance in the magnetic domain,
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Table B.1: Conversion of equations and elements between domains.

Electric Domain Magnetic Domain

Faraday’s Law ∇×E = ∂B
∂t

Ampere’s Law ∇×H = ∂J
∂t

Continuity Equation ∇ · J = −∂ρ
∂t

= 0 Gauss’s Law ∇ ·B = 0

Electromotive Force V = Ve Magnetomotive Force F = Vm

Electric Current I = Ie Magnetic Flux Φ = Im

Inductance L = N2

R Reluctance R = N2

L

Resistance R = N2

L Magnetic Inductance L = N2

R

Impedance Ze = jωN2

Zm Magnetic Impedance Zm = jωN2

Ze

Vm = ImZm. (B.8)

Using phasors and the fact that the operator d/dt is multiplication by jω, we can

replace the magnetic domain terms with the electric domain terms from (B.7) and

simplify.

NIe =
1

Njω
VeZm (B.9a)

Ze =
Ve
Ie

=
N2jω

Zm
, (B.9b)

where j =
√
−1. From (B.9b), we see that magnetic resistance (inductance)

behaves in the electric domain as an inductance (resistance). Table B.1 summarizes

the analogy between the electric and magnetic circuit domains.
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B.2 Nonlinear Inductance Definitions

Corresponding to the two domains discussed in Appendix B.1 (electric and mag-

netic) are two different implementations of nonlinear inductors. We first consider

an implementation in the electric domain. The linear electric circuit definition

of inductance is v = L · di/dt, if we were to define a linearized inductance at

each current which satisfied this relationship, we would have what is known as the

small-signal, or incremental inductance, i.e.

v (t) = Lss (i (t))
di (t)

dt
, (B.10)

where Lss (i (t)) is the small-signal inductance. The small-signal inductance can be

implemented with controlled sources in the electric domain. It also can be related

to the magnetic domain. Consider Faraday’s Law and the chain rule of calculus.

v (t) =
NdΦ (t)

dt
=
NdΦ (i (t))

di

di (t)

dt
. (B.11)

We see from comparing (B.11) to (B.10), that the definition of small-signal induc-

tance in terms of magnetic circuit quantities is

Lss (i) =
NdΦ (i)

di
. (B.12)

Instead of performing the differentiation of Φ with respect to i, which amounts

to the slope of the tangent line of Φ (i) at i, we can take the slope of the secant

line from (0, 0) to (i,Φ), i.e.



220

Lls (i) =
NΦ (i)

i
, (B.13)

where Lls (i) is known as the secant or large-signal inductance. Regardless of the

definition of inductance used, we see that it may be implemented in the mag-

netic domain as a voltage controlled current source or, equivalently, a nonlinear

reluctance, in essence, Φ (i).

We have seen the two definitions of inductance for a single inductor, what about

two or more coupled inductors, as in a transformer? Consider the arrangement of

two toroidal conductors shown in Fig. B.4. Φ10 is the flux flowing through coil

1, but not coupled to any other coil, likewise with Φ20 and coil 2. Φ12 is the flux

generated by coil 2 linking to coil 1, and Φ21 is the flux generated by coil 1 linking

to coil 2. All of these terms in a nonlinear magnetic configuration are functions of

all the source currents. We can, therefore, write the equations for the total flux

through coil 1 (Φ1) and coil 2 (Φ2) as

Φ1 (I1, I2) = Φ10 (I1, I2) + Φ12 (I1, I2) + Φ21 (I1, I2) (B.14a)

Φ2 (I1, I2) = Φ20 (I1, I2) + Φ21 (I1, I2) + Φ12 (I1, I2) . (B.14b)

Similar to the single inductor case, we can divide by the current generating the

flux and get the secant, or large-signal inductance matrix, M ls (I1, I2).
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Figure B.4: Two magnetically coupled toroidal conductors with labeled fluxes.

Φ1

Φ2

 =

Φ10+Φ12

I1
Φ21

I2

Φ12

I1
Φ20+Φ21

I2


I1

I2

 = M ls (I1, I2) I. (B.15)

The incremental, or small-signal inductance is used to calculate voltage rather

than flux. Instead of a vector of currents on the right-hand-side of the matrix, we

have a vector of their time derivatives. The multi-variable chain rule informs us

the matrix components to create the voltage are ∂Φi/∂Ij so the definition of the

small-signal inductance matrix, M ss (I1, I2) is

V1

V2

 =

dΦ1

dt

dΦ2

dt

 =

∂Φ1

∂I1
∂Φ1

∂I2

∂Φ2

∂I1
∂Φ2

∂I2


dI1dt
dI2
dt

 = M ss (I1, I2)
dI

dt
. (B.16)

If there are Ni turns to coil i, simply replace Φi by NiΦi in (B.15) and (B.16).

For more details, including how to convert between the forms, see [158], where the

small-signal inductance is referred to as “differential inductance.”
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Appendix C – Passivity

The enforcement of passive behavior for the passive components in this thesis

is important. Passivity implies that no net energy is generated by the device.

When power is a critical parameter of many of the devices, it is apparent that

it is undesirable for power to be generated by our device, for this non-physical

effect would alter the accurate modeling of power loss. Less apparent, is the the

benefits of having a passive circuit, such as causality, and aiding in stability [71].

Also, in general, since we are generating physics-based models it is good for them

to have physically appropriate properties such as passivity. In this section we

demonstrate that both the electrical nonlinear inductor used in the microinductor

model, and the magnetic nonlinear reluctance used in the microtransformer model

and microfluxgate model are passive with the proper choice of parameters.

C.1 Electric Domain

The model of Fig. 3.5 has all linear lumped elements, except for the N nonlinear

inductors, Lcn. Since series and parallel combinations of passive elements creates

a passive circuit, if all of these elements can be proven to be passive, then the

total circuit of Fig. 3.5 would be passive. The algorithm presented in Section III

guarantees that all of the linear lumped elements are positive, thus all that remains
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is to show that the N nonlinear inductors, Lcn, are also passive.

The definition of passivity for any element is that the energy absorbed is always

non-negative. Thus, using passive sign convention, we require

∫ t

τ→−∞
v (τ) i (τ) dτ ≥ 0. (C.1)

In (C.1) v is the voltage across the nonlinear inductor and i is the current through

the inductor. Next, we replace the voltage with the expression for the voltage

across a small-signal nonlinear inductor.

∫ t

τ→−∞
Lcn (i)

di

dτ
idτ ≥ 0 (C.2)

Changing our integration variable, with the assumption that lim
τ→−∞

i (τ) = 0 gives

∫ i

λ=0
Lcn (λ)λdλ ≥ 0. (C.3)

If Lcn is non-negative for all currents, then the integrand of (C.3) is either in

quadrant I or III and the integral is non-negative for any i. It is a sufficient

condition for passivity that the small-signal inductance be non-negative and thus

the circuit of Fig. 3.5 is passive with appropriate choice of circuit parameters.

C.2 Magnetic Domain

For the magnetic domain, it is helpful to convert the condition for passivity from

the electric to the magnetic side of a magneto-electric differential gyrator. It then
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becomes apparent that the transformed passivity condition is met for the nonlinear

reluctance and linear magnetic inductor we are using in the magnetic domain.

Since the transformed condition for passivity for series and parallel connections is

preserved in the magnetic domain, this shows that the total networks of Fig. 4.4

and Fig. 5.2 are passive.

On the electric domain side of a differential gyrator the condition for passivity is

(C.1). Using the conversion to the magnetic domain of v = NdΦ/dt and Vm = Ni

from (B.7a) and (B.7b) gives:

∫ t

τ→−∞

1

N
Vm (τ)

NdΦ

dτ
dτ ≥ 0. (C.4)

Changing the integration variable and simplifying, while assuming lim
τ→−∞

Φ (τ) = 0

gives

∫ Φ

Ψ=0
Vm (Ψ) dΨ ≥ 0. (C.5)

Equation (C.5) is employed to evaluate if the elements on the magnetic side

of the differential gyrator preserve passivity. Consider first the linear magnetic

inductor representing loss. Its equation is Vm = LdΦ/dt, rewriting this expression

with differentials and the exchange of variable Ψ = Φ yields

dΨ =
Vm
L
dt. (C.6)

Inserting this expression into (C.5) and making the exchange of variables back to

time, reveals
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∫ t

τ→−∞

(Vm (τ))2

L
dτ ≥ 0. (C.7)

It is clear from (C.7) that the integrand (and thus integral) is always positive for

positive magnetic inductance, L.

We now use (C.5) to evaluate if the nonlinear reluctance we have created is

also passive. The expression for a nonlinear reluctance is Φ (Vm); notice that this

is the inverse of the integrand in (C.5). So what can be said about the relationship

between MMF and Flux based on passivity? If the integrand of (C.5) is a one-

to-one function and is always in quadrants I or III, then the integral will always

be positive, and the nonlinear reluctance is passive. This is true for our shifted

hyperbolic tangent nonlinear reluctance if, the x-axis shifts, slopes, and y-axis

scalings for each term are always positive. Our optimization routine is only fit over

positive parameter values, thus we guarantee the nonlinear reluctance is passive.
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Appendix D – Sample Device Models

This appendix catalogs the specific ideal element values and parameters of the

models generated throughout this thesis.

D.1 Microinductor Device Models

Microinductor device 1 (see Section 3.5.1) has parameters given in Table D.1,

device 2 (see Section 3.5.2) has parameters given in Table D.2 and device 3 (see

Section 3.5.3) has parameters given in Table D.3. The circuit topology for all three

is given in Fig. 3.5.

Table D.1: Extracted circuit element values and nonlinear inductance parameters
for microinductor device 1.

Rs 555 Ω Cs 291 pF

Lt1 1.71 nH Rt1 897 mΩ Lt2 6.19 nH Rl2 638 mΩ

Rc1 867 Ω Rc2 82 Ω Rc3 103 Ω Rc4 507 Ω

α11 0.287 α21 -1.30 A−1 α31 0.232 A α41 -15.7

L01 27.9 pH

α12 0.556 α22 -2.56 A−1 α32 0.639 A α42 -14.5

L02 23.2 fH

α13 0.778 α23 -4.66 A−1 α33 0.355 A α43 -14.4

L03 2.52 nH

α14 0.593 α24 -2.64 A−1 α34 1.00 A α44 -13.5

L04 1.40 nH
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Table D.2: Extracted circuit element values and nonlinear inductance parameters
for microinductor device 2.

Rs 101 mΩ Cs 305 fF

Lt1 7.05 nH Rt1 16.4 mΩ Lt2 5.31 nH Rl2 15.0 mΩ

Rc1 133 Ω Rc2 4.29 Ω Rc3 31.7 Ω Rc4 13.5 Ω

α11 0.598 α21 -0.702 A−1 α31 2.84 A α41 -15.7

L01 367 aH

α12 0.889 α22 -1.03 A−1 α32 5.32 A α42 -12.4

L02 1.42 fH

α13 0.289 α23 -1.16 A−1 α33 1.68 A α43 -15.8

L03 444 aH

α14 0.301 α24 -0.412 A−1 α34 2.15 A α44 -17.1

L04 2.58 nH
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Table D.3: Extracted circuit element values and nonlinear inductance parameters
for microinductor device 3.

Rs 103 Ω Cs 11.1 pF

Lt1 166 nH Rt1 1.06 kΩ Lt2 4.47 nH Rl2 73.8 Ω

Rc1 35.8 kΩ Rc2 26.9 kΩ Rc3 54.8 kΩ Rc4 30.1 kΩ

α11 0.893 A α21 −1.08× 103 A−1 α31 10.6 mA α41 -2.75

L01 135 pH

α12 0.963 A α22 −1.13× 103 A−1 α32 12.3 mA α42 6.41× 10−3

L02 58.7 pH

α13 0.963 A α23 −1.09× 103 A−1 α33 12.4 mA α43 -0.498

L03 49.0 pH

α14 0.322 A α24 -247 A−1 α34 12.9 mA α44 -10.8

L04 1.64 nH
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D.2 Microtransformer Device Models

Microtransformer device 1 (see Section 4.5.1) has parameters given in Table D.4,

device 2 (see Section 4.5.2) has parameters given in Table D.5 and device 3 (see

Section 4.5.3) has parameters given in Table D.6. The circuit topology for all three

is given in Fig. 4.4.

Table D.4: Extracted circuit element values and nonlinear reluctance parameters
for microtransformer device 1.

N1 2 N2 2 Rlin 1.55× 109 H−1

Cs1 0 F Rs1 ∞ Ω Cs2 0 F Rs2 ∞ Ω

Ctop 0 F Rtop ∞ Ω Cbot 0 F Rbot ∞ Ω

Ra1 782 mΩ Ra2 703 mΩ Ra3 746 mΩ

La1 897 pH La2 998 pH La3 2.05 nH

Rb1 955 mΩ Rb2 542 mΩ Rb3 918 mΩ

Lb1 797 pH Lb2 1.51 nH Lb3 868 pH

Lc1 24.8 m0 Lc2 295 m0 Lc3 97.1 m0 Lc4 41.1 m0
β0,1 3.76 pH β1,1 1.83 nWb β2,1 1.31 nH β3,1 542 pWb

β4,1 780 pH β5,1 678 mAt

β0,2 32.5 pH β1,2 886 pWb β2,2 1.42 nH β3,2 663 pWb

β4,2 1.99 nH β5,2 749 mAt

β0,3 24.1 pH β1,3 1.31 nWb β2,3 1.42 nH β3,3 1.43 nWb

β4,3 2.53 nH β5,3 1.37 At

β0,4 12.0 pH β1,4 1.82 nWb β2,4 1.48 nH β3,4 1.07 nWb

β4,4 549 pH β5,4 2.29 At
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Table D.5: Extracted circuit element values and nonlinear reluctance parameters
for microtransformer device 2.

N1 3 N2 3 Rlin 7.77× 108 H−1

Cs1 0 F Rs1 ∞ Ω Cs2 0 F Rs2 ∞ Ω

Ctop 0 F Rtop ∞ Ω Cbot 0 F Rbot ∞ Ω

Ra1 4.64 Ω Ra2 738 mΩ

La1 6.98 nH La2 8.09 nH

Rb1 5.48 Ω Rb2 780 mΩ

Lb1 9.04 nH Lb2 5.88 nH

Lc1 3.69 m0 Lc2 3.86 m0 Lc3 4.79 m0 Lc4 3.12 m0
β0,1 1.00 aH β1,1 1.38 nWb β2,1 566 pH β3,1 1.57 nWb

β4,1 470 pH β5,1 5.49 At

β0,2 23.8 pH β1,2 276 pWb β2,2 298 pH β3,2 3.18 nWb

β4,2 1.44 nH β5,2 2.34 At

β0,3 32.3 pH β1,3 1.18 nWb β2,3 565 pH β3,3 376 pWb

β4,3 488 pH β5,3 3.15 At

β0,4 21.9 pH β1,4 246 pWb β2,4 233 pH β3,4 2.28 nWb

β4,4 1.77 nH β5,4 1.42 At
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Table D.6: Extracted circuit element values and nonlinear reluctance parameters
for microtransformer device 3.

N1 1 N2 1 Rlin 1.46× 109 H−1

Cs1 9.88 pF Rs1 44.9 Ω Cs2 10.7 pF Rs2 79.1 Ω

Ctop 122 fF Rtop 346 mΩ Cbot 122 fF Rbot 346 mΩ

Ra1 6.71 Ω Ra2 9.01 Ω

La1 57.8 nH La2 54.4 nH

Rb1 5.00 Ω Rb2 23.7 Ω

Lb1 63.6 nH Lb2 34.3 nH

Lc1 5.79 m0 Lc2 722 µ0 Lc3 312 µ0 Lc4 810 µ0
β0,1 840 pH β1,1 372 pWb β2,1 3.52 nH β3,1 1.79 nWb

β4,1 18.6 nH β5,1 75.0 mAt β6,1 1.76 nWb β7,1 23.2 nH

β8,1 174 mAt

β0,2 86.2 pH β1,2 813 pWb β2,2 8.13 nH β3,2 377 pWb

β4,2 9.11 nH β5,2 83.3 mAt β6,2 1.28 nWb β7,2 8.24 nH

β8,2 250 mAt

β0,3 107 pH β1,3 1.69 nWb β2,3 8.08 nH β3,3 412 pWb

β4,3 8.59 nH β5,3 297 mAt β6,3 1.35 nWb β7,3 13.1 nH

β8,3 232 mAt

β0,4 1 aH β1,4 1.89 nWb β2,4 7.86 nH β3,4 519 pWb

β4,4 8.99 nH β5,4 392 mAt β6,4 3.27 nWb β7,4 20.2 nH

β8,4 292 mAt
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D.3 Microfluxgate Device Models

Microfluxgate device 1 (see Section 5.5.1) has parameters given in Table D.7, device

2 (see Section 5.5.2) has parameters given in Table D.8. The circuit topology for

both is given in Fig. 5.2.

Table D.7: Extracted circuit element values and nonlinear reluctance parameters
for microfluxgate device 1.

ND 50 NS 50 `c 1.05 mm

LD 6.34 nH RD 4.15 Ω LS 11.0 nH RS 17.2 Ω

β0,C 1 aH β1,C 13.2 pWb β2,C 38.9 pH β3,C 22.1 pWb

β4,C 97.6 pH β5,C 199 mAt β6,C 1.88 pWb β7,C 18.7 pH

β8,C 331 mAt

β0,A 1 aH β1,A 13.2 pWb β2,A 39.5 pH β3,A 22.1 pWb

β4,A 99.1 pH β5,A 196 mAt β6,A 1.88 pWb β7,A 19.0 pH

β8,A 326 mAt

β0,link 1 aH β1,link 3.70 pWb β2,link 47.1 pH β3,link 13.0 pWb

β4,link 190 pH β5,link 11.0 mAt β6,link 30.3 pWb β7,link 41.2 pH

β8,link 270 mAt
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Table D.8: Extracted circuit element values and nonlinear reluctance parameters
for microfluxgate device 2.

ND 50 NS 50 `c 1.05 mm

LD 116 nH RD 5.91 Ω LS 113 nH RS 25.3 Ω

β0,C 1 aH β1,C 12.1 pWb β2,C 38.9 pH β3,C 7.60 pWb

β4,C 8.00 pH β5,C 680 mAt β6,C 18.4 pWb β7,C 98.9 pH

β8,C 328 mAt

β0,A 1 aH β1,A 12.1 pWb β2,A 132 pH β3,A 7.60 pWb

β4,A 27.2 pH β5,A 200 mAt β6,A 18.4 pWb β7,A 336 pH

β8,A 96.3 mAt

β0,link 1 aH β1,link 5.76 pWb β2,link 33.8 pH β3,link 33.9 pWb

β4,link 152 pH β5,link 65.9 mAt β6,link 2.27 pWb β7,link 62.3 pH

β8,link 74.7 mAt




