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This dissertation explores the engineering of carbon nanotube electronic devices using 

atomic force microscopy (AFM) based techniques. A possible application for such 

devices is an electronic interface with individual biological molecules. This single 

molecule biosensing application is explored both experimentally and with computational 

modeling. 

 Scanning probe microscopy techniques, such as AFM, are ideal to study 

nanoscale electronics. These techniques employ a probe which is raster scanned above a 

sample while measuring probe-surface interactions as a function of position. In addition 

to topographical and electrostatic/magnetic surface characterization, the probe may also 

be used as a tool to manipulate and engineer at the nanoscale. 

 Nanoelectronic devices built from carbon nanotubes exhibit many exciting 

properties including one-dimensional electron transport. A natural consequence of one-

dimensional transport is that a single perturbation along the conduction channel can have 

extremely large effects on the device’s transport characteristics. This property may be 

exploited to produce electronic sensors with single-molecule resolution. 

 Here we use AFM-based engineering to fabricate atomic-sized transistors from 

carbon nanotube network devices. This is done through the incorporation of point defects 

into the carbon nanotube sidewall using voltage pulses from an AFM probe. We find that 

the incorporation of an oxidative defect leads to a variety of possible electrical signatures 

including sudden switching events, resonant scattering, and breaking of the symmetry 

between electron and hole transport. We discuss the relationship between these different 



electronic signatures and the chemical structure/charge state of the defect. Tunneling 

through a defect-induced Coulomb barrier is modeled with numerical Verlet integration 

of Schrodinger’s equation and compared with experimental results. 

 Atomic-sized transistors are ideal for single-molecule applications due to their 

sensitivity to electric fields with very small detection volumes. In this work we 

demonstrate these devices as single-molecule sensors to detect individual N-(3-

Dimethylaminopropyl)-N′-ethylcarbodiimide (EDC) molecules in an aqueous 

environment. An exciting application of these sensors is to study individual 

macromolecules participating in biological reactions, or undergoing conformational 

change. However, it is unknown whether the associated electrostatic signals exceed 

detection limits. We report calculations which reveal that enzymatic processes, such as 

substrate binding and internal protein dynamics, are detectable at the single-molecule 

level using existing atomic-sized transistors. 

 Finally, we demonstrate the use of AFM-based engineering to control the function 

of nanoelectronic devices without creating a point defect in the sidewall of the nanotube. 

With a biased AFM probe we write charge patterns on a silicon dioxide surface in close 

proximity to a carbon nanotube device. The written charge induces image charges in the 

nearby electronics, and can modulate the Fermi level in a nanotube by ±1 eV. We use this 

technique to induce a spatially controlled doping charge pattern in the conduction 

channel, and thereby reconfigure a field-effect transistor into a pn junction. Other simple 

charge patterns could be used to create other devices. The doping charge persists for days 

and can be erased and rewritten, offering a new tool for prototyping nanodevices and 

optimizing electrostatic doping profiles. 
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PREFACE 

 

I joined Ethan Minot’s research group in Fall 2007 during my second academic year at 

Oregon State University. Initially I worked with Jörg Bochterle to fabricate quantum dots 

in a graphene sheet using scanning probe nanolithography techniques. We were 

unsuccessful in our task, but the electrical utilities we added to our group's atomic force 

microscope (AFM) I used constantly throughout the remainder of my research. 

After this work I undertook an ambitious project, with a long term goal of using 

atomic-sized field-effect transistors for all-electronic detection of single enzyme activity. 

This work was largely motivated by recent progress by Brett Goldsmith in Phil Collins' 

group in UC Irvine. They had recently demonstrated single molecule sensing with such 

transistors. I began with computational simulations to verify that single enzymes would 

produce signals large enough to be detectable in such sensors. This work was published 

in the Journal of Physical Chemistry B. 

In parallel to this theoretical project I began fabricating point-defect based carbon 

nanotube devices for use as single-molecule sensors. For this I learned a suite of 

semiconductor processing techniques to produce carbon nanotube network devices. In 

order to fabricate the atomic-sized transistor element from a network device I relied 

heavily on the work of Ji-Yong Park, who had pioneered scanning probe engineering of 

carbon nanotube devices. 

The AFM-based characterization and engineering techniques I used to produce 

the atomic-sized transistors attracted the interest of Asylum Research. They invited us to 

author an application note on the subject to be included in their commercial AFM 

documentation. In writing this article I had the opportunity to work with Amir Moshar 

from Asylum Research. This work is additionally in press at Microscopy and Analysis. 

Once I learned to fabricate atomic-sized transistors I began characterizing their 

transport properties and sought an explanation for the strange electronic behavior I 

observed. Eventually I developed a model, and Ethan Minot and David Roundy 

encouraged and aided me in refining it. This work is in review at the Journal of Physical 

Chemistry C. 



In addition to understanding transport characteristics, I also attempted to use these 

devices for single-atom and single-molecule detection experiments. Mostly these 

experiments were unsuccessful; however, I believe we achieved single-molecule 

resolution on a few occasions. Our poor success rate is likely due to the lack of control of 

the chemical structure of the induced carbon nanotube defects. 

During my last year of doctoral work I had the privilege to work closely with Ji-

Yong Park from Ajou University (Korea), who was on sabbatical at Oregon State 

University. This was a special treat for me, since many of the engineering techniques I 

employed were based on his work. I learned a lot from him during his stay here. Quite on 

accident, I discovered an AFM technique to deposit surface charge on SiO2 surfaces. This 

surface charge is retained for about a day under ambient conditions, and can be used as a 

‘side gate’ to induce doping charge in nearby nanoelectronics. Dr. Park suggested that 

this charge could be used to spatially modulate the doping profile in a nanoelectronic 

device, thereby altering the function of the device. Together we published an article in 

Applied Physics Letters about reconfiguring the function of carbon nanotube devices with 

charge lithography. 

In June 2011 Kerstin Blank, a collaborator from Radboud University (The 

Netherlands), visited for a series of experiments aimed at electronic single-molecule 

detection. We were able to witness interaction events between a diazonium salt 

(synthesized by Daniel Myles) and the carbon nanotube sidewall with single-molecule 

resolution. Soon we will author an article summarizing those experiments. In July I 

joined her group in Holland for further work towards electronic single-enzyme detection. 

In addition to this work I participated in projects lead by other groups. In Walt 

Loveland’s nuclear physics group I aided in high energy scattering experiments to 

determine fusion cross sections between heavy, neutron-rich, radioactive isotopes. I 

participated in experiments conducted at Oak Ridge National Lab in Tennessee, Argonne 

National Lab in Chicago, and TRIUMF national lab in British Columbia. These 

experiments lead to four publications. For Raghuveer Parthasarathy’s biophysics group I 

aided in surface energy dissipation measurements of mycobacterial membranes in liquid 

using AFM. For Oksana Ostroverkhova’s photonics and electronics group I provided 

electrostatic potential surface mapping to identify charge traps in thin film pentacene 



transistors. For Christine Kelly’s biotechnology group I provided liquid AFM surface 

distribution measurements of PEO-polybutadiene-PEO triblock surfactants to determine 

the brush layer morphology. I also provided AFM surface distribution measurements of 

beta-cyclodextrin labeled PBD backbones. For John Conley’s materials science group I 

worked with Santosh Murali to investigate the function of memristive oxide 

nanoswitches using conductive AFM. 

 

Landon Prisbrey 

October 13
th

, 2011 

Corvallis, Oregon 
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CHAPTER 1 

 

Introduction 
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1.1 Introduction 

In the last two decades the field of nanomaterials research has emerged. Its focus 

is on the creation, manipulation, and characterization of materials at nanometer length 

scales. Many materials, which are well understood in the bulk, exhibit suprising new 

properties when their dimensions are reduced to nanometer length scales. Nanomaterials 

research is centered on understanding this new behavior, which arises in the regime 

where classical and quantum physics overlap. 

Through the application of nanomaterials, new technologies emerge with 

advantages over those based on bulk materials. Some promising applications include 

stronger materials,
1
 disease targeting,

2
 and faster and more energy efficient computer 

processors.
3
 Many advantages arise simply from miniaturization, such as smaller 

electronic components,
4,5

 more compact memory,
6,7

 highly sensitive sensors,
8
 and 

possibilities for in vivo pharmescuetical drug delivery systems.
9
 Some of the most 

exciting applications are those which utilize quantum effects that are never exhibited in 

the bulk. For example, particles exhibit sharp optical resonances which are tunable as 

their dimensions are reduced to the nanometer length scales. The tunable fluorescence of 

such nanoparticle quantum dots is already used commercially in laser diodes,
10

 and for 

tissue labeling.
11,12 

 

1.2 Scanning probe techniques 

To study materials at nanometer length scales scientists have invented new tools. 

The first of these was the scanning tunneling microscope (STM).
13,14

 The STM was 

invented in 1982 and was immediately recognized as an important revolution in materials 

science. Its inventors, Gerd Binnig and Heinrich Rohrer of IBM Zurich, were awarded 

the Nobel Prize in Physics only four years after its development. That same year they 

invented another breakthrough technology with Calvin Quate, the atomic force microsope 

(AFM).
15

 These tools were a remarkable breakthrough which enabled researchers to 

study surfaces at previously unexplored length scales, and paved the way for 

nanomaterials research. 
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The AFM is utilized extensively throughout this work and what follows is a brief 

introduction. The AFM may be operated in a number of imaging modes, some provide 

topographical measurements, while others provide characterization of other surface 

properties. In many of these imaging modes the basic operation of the AFM is similar 

(Fig. 1.1). A laser is reflected from a cantilever containing a sharp probe (typical radius 

of curvature ~ 10 nm), and this reflected light is detected with a photodetector. In the case 

of topographical measurements the probe is brought into contact with the sample and 

then dragged along the surface while the deflection of the cantilever arm is measured as a 

change in the angle of the reflected laser light. A feedback loop utilizes this signal to 

adjust the vertical height of the probe, and in this way the surface topography can be 

mapped as a function of lateral tip position. Other imaging modes are variations on this 

theme, where probe-surface interactions are detected through a deflection of the 

cantilever. 

 
FIG. 1.1. Schematic of an atomic force microscope. 

 

The advent of the AFM has made commonplace subnanometer topographical 

measurements, mostly commonly by dragging (see above) or tapping the tip along a 
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sample. However, many variations on this imaging scheme have been developed as 

researchers invent new AFM-based techniques for their own areas of research. These 

techniques allow for characterization of surface properties other than topography. For 

example, in the field of magnetic memory research, magnetized probes are used to map 

magnetization patterns,
16

 while ferroelectric materials are studied by locating the electric 

fields from polarized domains.
17

 In addition to characterization, the AFM is also used to 

manipulate matter at nanometer length scales.
18,19,20

 It is possible, for example, to flip 

discrete magnetic or ferroelectric domains and then image the resulting changes,
17,21

 or to 

construct a nanoscale electronic device by positioning nanoparticles between two 

electrodes with an AFM probe.
22

 Chapter two of this thesis covers AFM-based 

techniques relevant to this work, which are used to study and engineer nanoelectronic 

devices (invited application note for Asylum Research, and in press at Microscopy and 

Analysis, 2012).
23

 

 

1.3 Nanoelectronics 

Nanoscale electronic devices are an area of intensive research. These devices 

offer many commercial possibilities due to optical transparency,
24

 miniature size,
25

 and 

low power consumption.
3
 DNA sequencing, based on electronic detection of single 

protons, is already established by Life Technologies in a commercial setting.
26

 In addition 

to engineering applications, nanoelectronic devices give researchers a powerful test bed 

for physical experimentation in the quantum realm. Exotic phenomena such as the 

Aharanov-Bohm effect,
27

 zero mass particles,
28

 the fractional quantum hall effect,
29

 

Luttinger-liquid behavior,
30

 and single electron transport
20,31

 have been observed. 

Nanoelectronic devices have been made from graphene,
29

 nanoparticles,
22

 

semiconducting nanowires,
32

 and single molecules
33

 including carbon nanotubes 

(CNTs).
34

 CNTs are unique among this list in that they have the smallest cross section 

and largest aspect ratio. 

Ever since their discovery
35

 by Sumio Iijima in 1991 CNTs have been the focus of 

a great quantity of research. A CNT is a hollow tube of carbon atoms, arranged in a rolled 

up, chicken-wire structure (Fig 1.2). Diameters of single-walled CNTs range from 7 Å to 



5 

 

2 nm and can be grown up to millimeters long.
36

 CNTs come in metallic and 

semiconducting varieties, and the small diameter and enormous aspect ratio lead to one-

dimensional electron transport. Electronic devices built from CNTs were first 

demonstrated in 1997.
4,5

 

 

 
 

FIG. 1.2. A (5,5) carbon nanotube. 

 

Often nanoscale devices are constructed in a field-effect transistor (FET) 

geometry. Figure 1.3 illustrates a CNT FET on a Si/SiO2 substrate. A source-drain bias 

(Vsd) is applied across the CNT, and its Fermi level may be modulated via the back gate 

voltage (Vbg) connected to the doped silicon layer. The conductance of a FET device is 

dependent on the number of charge carriers in the conduction channel. As Vbg is changed, 

doping charge enters the channel and the conductance is modulated. 

 

 

FIG. 1.3. Schematic illustrating a carbon nanotube field-effect transistor. 
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The function of a CNT FET device as shown in figure 1.3 can also be modified 

through the incorporation of a single point-defect in the CNT sidewall (Fig. 1.4). Point 

defects can be engineered into the CNT sidewall with voltage pulses from an AFM
37,38

 or 

STM
39

 probe, or through feedback-controlled chemical treatments.
40,41

 A single defect 

can have a disproportionate effect on the device behavior because electronic transport 

through a CNT is one dimensional, and every charge carrier must travel through the 

defect. It has been shown that a CNT containing a single defect may function as a FET, 

where the field-effect response is localized to the region immediately surrounding the 

defect.
37,40

 In these devices, the point defect acts as a bottleneck for electron transport, 

and the remainder of the CNT effectively behaves as contact electrodes to the atomic-

sized transistor. 

 

FIG. 1.4. A CNT with a carboxyl point defect. 

 

These atomic-sized transistors approach the ultimate miniaturization limit, and 

offer many exciting possibilities due to their small size. They are attractive for 

miniaturization of integrated circuits, and for sensing applications at very small detection 

volumes. However, in order for these devices to find application there is still much work 

to be done to understand their fundamental properties. Existing techniques for 

engineering a point defect don‟t allow control of the chemical structure of the defect, and 

existing characterization techniques of defects remain crude. Work aimed toward 

engineering and characterization of defects is presented in chapter three. In that chapter 

we also attempt to resolve some of the inconsistancies between theory and experiment 

related to electronic transport though CNT defects (in review at The Journal of Physical 

Chemistry C). 
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1.4 Sensing Applications 

As discussed above, the conductance of a FET device is modulated as a function 

of the electrostatic environment. In the example device illustrated in Figure 1.3, a global 

back gate used to control the electrostatic potential at the CNT, however, any source of 

electric field may be used to modulate the device conductance. For example, adsorbtion 

of charged molecules on the surface of the conduction channel can induce enough charge 

carriers in the device to cause a change in conductance.
42

 A FET operating in this way is 

effectively a charge sensor, and intensive work is being applied to fashion selective 

sensors from nanoscale FETs for a wide range of sensing applications.
8,42,43,44

  

Charge sensors built on these principles find many biological and medical 

applications, therefore, sensing experiments are often performed in an electrolyte solution 

meant to mimic physiological conditions (Fig. 1.5). In these environments mobile ions 

act to diminish electric fields over a characteristic length scale known as the Debye 

screening length, D. This length effectively sets the detection volume of a CNT sensor 

operating in electrolyte (illustrated in Fig. 1.5)  

 

FIG. 1.5. A carbon nanotube sensor operating in an aqueous environment. The detection 

volume is a concentric cylinder around the CNT of radius D (indicated by dashed line). 
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As discussed in section 1.3, an atomic-sized transistor device can be engineered 

from a CNT FET device through the incorporation of a single defect into the CNT 

sidewall (Figure 1.4). Due to the miniature size of the transistor element, point-defect 

based CNT sensors may be sensitive to electric fields at very small detection volumes 

(Fig. 1.6). Similar to the pristine CNT sensor described above (Fig. 1.5), the Debye 

screening length sets the effective detection volume in an electrolyte environment. 

However, instead of a cylindrical detection volume of radius D (Fig. 1.4), the detection 

volume of an atomic-sized transistor is a sphere of radius D. This suggests a dramatic 

reduction in detection volume compared to the pristine CNT device. Under physiological 

conditions this volume is on the order of 1 nm
3
, allowing the possibility for sensor 

applications with single-molecule resolution. 

 

FIG. 1.6. A point-defect based sensor operating in an aqueous environment. The 

detection volume is a sphere of radius D centered on the defect (indicated by dashed 

line). 

 

Point-defect based CNT sensors have recently been used to study chemical 

reactions at the single-molecule level.
45,46

 It has been suggested by Goldsmith, et al. that 

these sensors are ideal to study enzymatic activity at the single molecule level,
45

 where 
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the defect acts both as the sensing element and as the anchor by which the enzyme is 

tethered to the device (Fig. 1.7).  

 

FIG. 1.7. The enzyme T4 Lysozyme tethered to a CNT point defect. 

 

Studying enzymes at the single-molecule level reveals new phenomena which is 

lost in ensemble techniques such as nuclear magnetic resonance and activity assays. 

Single-molecule resolution reveals the time sequence of events for a single enzyme. This 

information can reveal the presence of active and unactive conformational states, 

transient intermediate states, and the presence of dynamic disorder in the catalytic 

activity. Currently, this information can be gained from molecular dynamics 

simulations
47

 and fluorescence techniques.
47,48,49

 However, these techniques have 

limitations. Simulations running on supercomputers are far from describing a single 

turnoever event (~1 ms) because of the very short time step required. Single molecule 

fluorescence techniques have been around since 1990,
50

 but remain challenging to 

implement and time intensive. As a result, to date there have only been a handful of 

enzymes which have been studied at the single molecule level.
49

 Furthermore, 

fluorescence techniques suffer from other disadvantages. They require bulky fluorescent 

labels which potentially modify enzyme properties, and are typically limited to time 

scales of 1 ms to a few seconds. 
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Point-defect based CNT sensors offer a new and complementary approach to 

track single-enzyme activity. Accessible time scales are expected to be ~1 s to hours,
51

 

and being charge sensitive, the technique is label-free. These attributes make point-defect 

based CNT sensors a complement to existing methods. 

In an all-electronic detection scheme single-molecule processes are manifested as 

fluctuations in the conducatance of the transistor element. The simplest signals would 

originate from two state systems, where the reversible transition between the two states 

corresponds to a change in electrostatic potential at the transistor element. Figure 1.8 

illustrates an example system which would produce this two-state telegraph signal. A 

protein is tethered to the atomic-sized transistor element, and the CNT carries a current Isd 

(labeled (1) in Fig. 1.8) As the protein undergoes a conformational change, a charged 

region of the protein is moved closer to the CNT defect, thereby changing the 

electrostatic potential at the defect (labeled (2) in Fig. 1.8).  The new local electrostatic 

potential induces a change in conductance, manifest as a reduction of current by I. As 

the protein stochastically populates each conformation, a two-state fluctuation is 

observed in the conductance.  
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FIG. 1.8. Example signal expected from a single-molecule sensor. A two-state process 

(conformational change of a tethered protein) causes two-state telegraph noise in the 

conductance of the CNT. 

 

In order to utilize nanoelectronics to study enzymes at the single-molecule level it 

must be ensured that signals generated from enzymatic activity can exceed device noise. 

In chapter four of this work we investigate this issue in a theoretical study of point-defect 

based CNT devices as single-enzyme sensors (published in The Journal of Physical 

Chemistry B, 2010).
51

 

 

1.5 Other Applications 

Nanoelectronic devices are not limited to only sensing applications. Often, the 

function of an electronic device is governed by the interface of two materials with 

different properties, such as a p-n junction or a metal-semiconductor junction. Control 

over the spatial doping profile in a FET device allows for modification of the function of 

the device. This can be achieved in a number of ways. For example, a nanoscale FET 
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device can be reconfigured into a pn junction through the use of a second gate 

electrode.
52

 Devices in this geometery show great promise for solar energy conversion, 

and are a powerful test bed to explore fundamental optoelectronic properties of 

nanomaterials.
53,54

 In chapter five of this thesis we demonstrate a new technique to 

control surface charge and therby the spatial doping profile in nanoelectronic devices. In 

this way, we alter the function of a nanoscale FET (published in Applied Physics Letters, 

2011).
55

 These techniques allow for on-the-fly device creation which may be used for 

prototyping nanoelectronic devices, and also find application in optoelectronics 

experiments. 
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A growing tool-kit of scanning probe microscopy-based techniques is enabling 

new ways to build and investigate nanoscale electronic devices. Here we review several 

advanced techniques to characterize and manipulate nanoelectronic devices using an 

atomic force microscope (AFM). Starting from a carbon nanotube (CNT) network device 

that is fabricated by conventional photolithography (micron-scale resolution) individual 

carbon nanotubes can be characterized, unwanted carbon nanotubes can be cut, and an 

atomic-sized transistor with single molecule detection capabilities can be created. These 

measurement and manipulation processes were performed with the MFP-3D AFM 

(Asylum Research) and illustrate the recent progress in AFM-based techniques for 

nanoelectronics research. 

2.1 Author’s note 

The majority of the material contained in this chapter is published as an invited 

application note for Asylum Research, and has also been accepted for publication in 

Microscopy and Analysis (to be published April 2012). This chapter is a near duplication 

of those articles, but also contains additional material for added clarity and a more 

thorough exploration of the topic. These additions do not appear as an independent 

supplemental section. Instead, they have been inserted into the main line text of the 

original article to preserve the readability of the chapter. To examine the journal 

approved text, or to cite this work, we refer the reader to the forthcoming peer-reviewed 

publication. 

 

2.2 Introduction 

Research in nanoscale systems relies heavily on scanning probe microscopy. 

Many of these nanoscale systems have unique properties that are amenable to scanning 

probe techniques and, therefore, a wide variety of specialized scanning probe techniques 

have been developed. For example, in the field of magnetic memory research, 

magnetized probes are used to map magnetization patterns,
1
 while ferroelectric materials 

are studied by locating the electric fields from polarized domains.
2
 In many cases the 
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scanning probe microscope is used both as a manipulation tool as well as an imaging tool. 

It is possible, for example, to flip discrete magnetic or ferroelectric domains and then 

image the resulting changes.
2,3

 

In the field of nanoelectronic devices, researchers have developed their own 

unique set of scanning probe imaging and manipulation techniques. In this article we 

review key techniques that allow for mapping the distribution of electrical resistances, 

measuring local field-effect sensitivity, and engineering new electrical characteristics into 

nanoscale devices. We use CNT devices as our working example, showing that CNTs in 

parallel can be analyzed, unwanted CNTs can be cut, and finally a point defect can be 

created which has single-molecule detection capabilities. While we focus on CNT 

devices, many of the same techniques are being used for nanowire
4
 and graphene

5
 

devices. 

 

2.3 Characterization modes 

 We first discuss how electric force microscopy (EFM) and scanning gate 

microscopy (SGM) techniques are used to characterize the electrical response of 

nanoelectronic devices. The information contained in EFM and SGM images is extremely 

valuable for relating the local electrical behavior of a device to the global device 

properties. In the specific example of our CNT network device, we use the knowledge of 

local resistance and local semiconducting behavior to choose the “best” CNT out of a 

mixture of parallel CNTs. 
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FIG. 2.1. (a) Schematic illustrating a carbon nanotube field-effect transistor and „hover 

pass‟ (see text) microscopy geometries. Not to scale. (b) AFM topography colored with 

electric force microscopy phase (Vtip = 8 V, height = 20 nm). 

 

 To acquire EFM and SGM signals, a conducting AFM probe hovers above an 

electrically contacted device (Figure 2.1a). During a “hover pass”, the microscope 

maintains a constant separation between the conductive AFM tip and the surface (typical 

separations are 20 - 200 nm). To achieve this constant separation distance, the 

microscope alternates between standard topographical line scans and hover pass line 

scans. A typical electrical contact configuration involves a current amplifier and three 

voltage sources (Vsd, Vtip, and Vbg). Depending on the particular imaging technique, 

different voltage signals will be applied and the AFM tip may or may not be 

piezoelectrically driven (see Table 2.1). 
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TABLE 2.1.  Key differences between modes used for imaging nanoelectronic devices  

 

 Vsd Piezoelectrically driven? „Hover Pass‟ Signal 

dc-EFM 

ac-EFM 

SGM 

tm-SGM 

DC 

AC @ fcantilever 

DC 

DC 

yes 

no 

no 

yes 

phase and amplitude 

amplitude 

Isd 

Isd, AC @ fcantilever 

 

 To demonstrate the utility of EFM and SGM, we used dc-EFM,
6
 ac-EFM,

7
 SGM,

8
 

and tip modulated SGM (tm-SGM)
9
 to image a carbon nanotube (CNT) network device 

(Figures 2.1b and 2.2a). The device is fabricated by growing CNTs on a SiO2/Si substrate 

(300 nm oxide),
10

 and then patterning electrodes with photolithography. The images in 

Figures 2.1b and 2.2a are a combination of a dc-EFM data (color scale) and AFM 

topography. Many individual CNTs are seen bridging the gap between the source and 

drain electrodes. We are interested in learning which CNTs are metallic, which are 

semiconducting, which are well connected to the metal electrodes and which contain 

natural defects. 
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FIG. 2.2. „Hover pass‟ microscopy data of a typical CNT FET. (a) Electric force 

microscopy (Vsd = 20 mV, Vbg = 0 V, Vtip = 5 V, height = 20 nm). Color scale shows 

phase of cantilever response. (b) Alternating current electric force microscopy (Vsd = 100 

mV @ 63 kHz, Vbg = 0 V, Vtip = 2 V, height = 20 nm). Color scale shows amplitude of 

cantilever response. (c) Scanning gate microscopy (Vsd = 20 mV, Vbg = 0 V, Vtip = 5 V, 

height = 20 nm). Color scale shows the change in current, Isd, through the device. (d) 

Tip-modulated scanning gate microscopy (Vsd = 20 mV, Vbg = 0 V, Vtip = 5 V, height = 20 

nm). Color scale shows the change in current at the cantilever fundamental frequency, 

Isd,ac. 

 

 The electrostatic forces which give imaging contrast in dc-EFM
6
 (Figure 2.1b and 

2.2a) are due to a voltage difference between the tip and the grounded electrodes. During 

each hover pass, the AFM cantilever is piezoelectrically driven at a fixed frequency (the 

fundamental resonance of the cantilever). If the AFM tip is above a grounded conductor, 

a vertical gradient in electrostatic force causes a shift in the resonance frequency of the 

cantilever. This resonant frequency shift modulates both the phase and amplitude of the 

cantilever motion. The dc-EFM image shown in Figure 2.2a allows us to quickly locate 

all conducting objects in the large (60 m) imaging area and requires minimal set-up. 

 The vertical gradient in electrostatic force, which gives rise to the dc-EFM signal, 

depends on the tip-sample capacitance and the tip-sample voltage difference. When the 

tip hovers above a large-area electrode, the vertical gradient in tip-sample capacitance is 
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large. When the tip hovers over a small CNT, the vertical gradient in tip-sample 

capacitance is small. Thus, the EFM signal from CNTs is weaker than from the electrodes. 

There has been steady progress in mapping out the vertical gradient in tip-sample 

capacitance to allow more quantitative imaging of the potential difference between the tip 

and the sample.
11,12

 

 Figure 2.2b shows an ac-EFM
7
 image in which different voltage signals are sent 

to the source and drain electrodes, respectively. This type of ac-EFM scan is used to 

visualize the voltage profile along the length of electrically-biased CNTs. A similar 

measurement can be done with dc-EFM, however, the ac-EFM signal is cleaner (more 

discussion below). CNTs labeled 1-4 in Figure 2.2b exhibit a sharp voltage drop where 

they meet the inner electrode (the length of the CNT appears uniform black). This sudden 

voltage drop indicates a high contact resistance. The CNT labeled 5 exhibits a sharp 

voltage drop midway along its length. The location of the voltage drop corresponds to a 

sharp bend in the CNT, showing that the bend is a point of high resistance. CNTs labeled 

6-10 show a gradual voltage gradient along their length, indicating that these CNTs are 

well connected to both electrodes, and are free from major electrical defects. These CNTs 

with small contact resistance will be subsequently singled out for additional engineering 

and experiments.  

 To obtain the ac-EFM signal in Figure 2.2b, an AC bias was applied to the outer 

electrode (frequency matching the cantilever‟s mechanical resonance) while the inner 

electrode and the AFM tip were grounded. During the hover pass the cantilever is not 

piezoelectrically driven, instead cantilever oscillations are driven by capacitive coupling 

to the AC biased electrode. These oscillations are detected by monitoring the cantilever 

deflection signal using a lock-in amplifier. The oscillation amplitude is plotted as a 

function of tip position to create the ac-EFM image. Cantilever oscillations are strongest 

when the probe is near the biased electrode. The ac-EFM signal is “cleaner” than dc-EFM 

signals because stray DC signals (such as charge on the insulating substrate) are invisible 

in ac-EFM.  

 We now turn our attention to scanning gate techniques, which allow researchers 

to further characterize the electronic properties of individual CNTs. Scanning gate 
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techniques identify the local semiconducting response of a nanoscale conductor, 

revealing the presence of localized semiconducting „hotspots‟ and bottlenecks for 

electron transport.
8
 Figure 2.2c shows an SGM image, where the AFM probe acts as a 

roaming gate electrode to modulate the doping in the underlying electronics. The SGM 

image (Figure 2.2c) shows a single feature, indicating that the global semiconductor 

response of the device is dominated by a single CNT (labeled 10 in Figure 2.2b). Other 

CNTs are present in the imaging area, but the SGM signals from these are significantly 

smaller. Methods to improve sensitivity are discussed below. 

 The imaging contrast in Figure 2.2c corresponds to changes in global device 

current when the biased probe locally changes the doping level in the underlying 

electronics. A small source-drain voltage (Vsd) is applied across the device to drive global 

current. By monitoring changes in current as a function of tip position, the local field-

effect sensitivity can be mapped. 

 A variation of SGM which offers greater sensitivity is tip-modulated SGM (tm-

SGM).
9
 Compared to conventional SGM, tm-SGM offers higher spatial resolution and is 

capable of resolving weaker signals. Figure 2.2d shows a tm-SGM image. This scan 

reveals five CNTs with a semiconducting response (labeled 6-10 in Figure 2.2b). One 

CNT contains a region of highly localized semiconducting response, indicating the 

presence of a natural defect (labeled 8 in Figure 2.2b). 

 In tm-SGM the AFM cantilever is biased and piezoelectrically driven at its 

resonant frequency, resulting in an AC electric field which modulates the local doping 

level in the underlying electronics. The local field-effect response of the sample is 

mapped as a function of tip position by isolating the component of the conductance signal 

at the cantilever resonant frequency using a lock-in amplifier. 

 The detailed characterization outlined in Figure 2.2 allows us to pick the best 

CNT out of the ten CNTs for building a nanotransistor with chemical functionality. Using 

dc-EFM (Figure 2.2a), we identified the locations of all CNTs in a large area scan, 

providing a road map for engineering. With ac-EFM (Figure 2.2b) we identified desirable 

CNTs with low contact resistance (no sudden drop in voltage at metal-CNT contact) and 

an absence of natural defects (no sudden drop in voltage along length of CNT). Finally, 
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using SGM methods (Figures 2.2c and 2.2d), we identified CNTs with a semiconducting 

response. The most desirable CNT for building a nanotransistor is one with low contact 

resistance, no natural defects, and a uniform semiconducting response along its length. 

The CNT labeled 10 in Figure 2.2b satisfies these criteria, and is singled out for further 

experimentation. 

 

2.4 Engineering modes 

With initial characterization complete, we move to AFM manipulation 

techniques. Once a desired CNT is identified, we use AFM engineering to prune 

unwanted CNTs,
13

 then engineer an atomic-sized transistor element into one remaining 

CNT.
14

 These techniques combine AFM lithography modes with control of the tip-

sample voltage. Mechanical manipulation by AFM has also been used by many 

authors,
15,16

 but is not discussed here.  

To cut unwanted CNTs, a Pt-coated AFM probe is biased to Vtip = -10 V, engaged 

with the surface, and then dragged through the CNTs in contact mode (contact force ~ 6-

9 nN). Previously obtained dc-EFM and ac-EFM scans, such as in Figures 2.2a and 2.2b, 

provide a convenient road map of the locations of the unwanted CNTs. Figure 2.3 shows 

a time trace of global device conductance during electrical cutting. Sharp decreases in 

device conductance are observed as the CNTs are severed. Each cutting event produces a 

downward step in conductance with variable height. This variation reflects the fact that 

each nanotube has a unique electrical resistance. The vertical spike which appears 

following the second cut in figure 2.3b is due to the formation of a brief electrical 

connection between the negatively biased AFM probe and the sample electronics. After 

cutting, ac-EFM and SGM scans may be used to verify that a single CNT forms the only 

electrical contact between the electrodes.  
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FIG. 2.3. Electrical cutting of unwanted CNTs. (a) Electric force microscopy image of a 

device. Cutting path indicated by dotted arrow (Vsd = 25 mV, Vbg = 0 V, Vtip = 8 V, height 

= 20 nm). (b) Time trace of cutting event (Vsd = 25 mV, Vbg = 0 V, Vtip = -8 V, contact 

force = 6-9 nN). 

 

A single CNT can be converted into an atomic-sized transistor by further AFM-

based engineering. Such nanotransistors approach the ultimate limit of miniaturization. 

To engineer an atomic-sized transistor, a conducting AFM probe is brought into gentle 

contact with the CNT and a -3 V, 15 ms square wave pulse is applied to the tip (Figure 

2.4a). During the pulse, a chemical defect is incorporated into the sidewall of the CNT, 

and the device‟s electrical properties change significantly as a result (Figure 2.4b).
14,17

 

Typical defects add between 10 k to 1 M to the overall resistance of the circuit, and 

change the field-effect sensitivity of the device. Figure 4c shows a single-CNT device 

produced by the electrical „nicking‟ method described above. SGM measurements show 

that the pristine CNT is uniformly gate sensitive (Figure 4d). Figure 4e shows an 

identical measurement following defect engineering, where gate sensitivity is localized to 

the region around the defect. The remainder of the CNT produces no signal due to its 

small resistance compared to the defect. The SGM scan reveals that the defect acts as a 

gate sensitive bottleneck for transport, and the remainder of the CNT serves only as 

contact electrodes to the miniature transistor. 
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FIG. 2.4. Defect engineering in a CNT FET. (a) Schematic illustrating defect engineering 

geometry. (b) Transistor characteristics before (dashed black) and after (solid red) defect 

creation. The red curve has been multiplied by 10 (Vsd = 25 mV). (c) AFM topography of 

a CNT device. A defect was engineered at the location indicated by an arrow. (d) 

Scanning gate microscopy data of the device shown in (c) taken before and (e) after 

defect engineering (Vsd = 25 mV, Vbg = 0 V, Vtip = 8 V, height = 20 nm). The color scale 

(Isd/I0) indicates changes in device current relative to the baseline value, I0. In (d) and 

(e) the values of I0 are 280 nA and 7 nA, respectively. 

 

A unique attribute of point-defect nanotransistors is their sensitivity to 

electrostatic potential within a very small detection volume. This attribute, combined 

with their high electrical resistance relative to the rest of the circuit, make them ideally 

suited for single-molecule sensing applications. Recently, point-defect nanotransistor 

sensors have been used to study biochemical reactions at the single molecule level.
18,19

  

Figure 25 demonstrates the use of an AFM-engineered point-defect nanotransistor as a 

single-molecule sensor. The reaction between N-(3-Dimethylaminopropyl)-N′-
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ethylcarbodiimide (EDC) and a carboxyl group is used as a model reaction. EDC is 

frequently used to activate carboxyl groups in bioconjugation chemistry, and reacts 

reversibly with a carboxyl point defect on the CNT sidewall. The point-defect 

nanotransistor was immersed in an electrolyte solution containing EDC (Figure 25a). 

Figures 25b and 2.5c show the conductance data for a point-defect CNT before and after 

the addition of 20 M EDC, respectively. Discrete switching events are observed in the 

presence of EDC. This two-state telegraph noise is believed to reflect changes in the 

electrostatic environment resulting from the reaction with single EDC molecules.
18

 When 

EDC is bound to the defect, current through the CNT is low. When EDC releases from 

the defect, current through the CNT is high. 

 
FIG. 2.5. Single-molecule detection of EDC. (a) Schematic illustrating detection 

geometry. The liquid potential is controlled with a liquid-gate electrode biased to Vlg. (b) 

Isd trace of a nanotransistor in MES buffer (pH 4.5, Vsd = 25 mV, Vlg = 250 mV). (c) Isd 

trace of the same device following the addition of 20 M EDC (pH 4.5, Vsd = 25 mV, Vlg 

= 100 mV). 

 

This two-state switching behavior is commonly attributed to a two state process, 

for example, binding and unbinding events. Illustrated in figure 2.6 are two possible 

configurations which could produce two-state switching. In the high conductance state 
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there are no EDC molecules within the detection volume of the sensor. When a molecule 

diffuses into the detection volume the device enters a low conduction state. 

 
FIG. 2.6. Diagram illustrating a possible origin of the two-state switching signal. 

 

2.5 Summary 

Using CNT network sensors as our working example, we have reviewed AFM-

based techniques which are used to study and engineer nanoelectronic devices. We have 

used dc-EFM and ac-EFM to identify the locations and resistances of individual CNTs 

that are electrically connected in parallel. Next, SGM and tm-SGM were used to reveal 

the semiconducting response of each CNT. With the information available in these scans 

a single CNT with desirable properties was singled out for further experimentation. The 

unwanted CNTs were electrically cut with a biased AFM probe to leave a device 

containing a single CNT. An atomic-sized transistor with chemical functionality was 

engineered in the remaining CNT using a voltage pulse from the AFM probe. This 

nanotransistor was then demonstrated to be a single molecule sensor sensitive to EDC in 
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an aqueous environment. This multi-step measurement and manipulation process 

illustrates the power of AFM-based techniques to map out and control the properties of 

nanoelectronic devices. 
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 A thorough understanding of how electrons pass through point defects in carbon 

nanotubes is crucial for building carbon nanotube devices. We have engineered point 

defects in the sidewalls of pristine carbon nanotubes via voltage pulses from a conducting 

atomic force microscope probe and studied the resulting changes in electron transport 

properties. We find that the incorporation of an oxidative defect leads to a variety of 

possible electrical signatures including sudden switching events, resonant scattering, and 

breaking of the symmetry between electron and hole transport. We discuss the 

relationship between these different electronic signatures and the chemical 

structure/charge state of the defect. Tunneling through a defect-induced Coulomb barrier 

is modeled with numerical Verlet integration of Schrodinger’s equation and compared 

with experimental results. 

 

3.1 Author’s Note 

The majority of the material contained in this chapter is under review at The 

Journal of Physical Chemistry C. This chapter is a near duplication of that article, but 

also contains additional material for added clarity and a more thorough exploration of the 

topic. These additions do not appear as an independent supplemental section. Instead, 

they have been inserted into the main line text of the original article to preserve the 

readability of the chapter. To examine the journal approved text, or to cite this work, we 

refer the reader to the forthcoming peer-reviewed publication. 

 

3.2 Introduction 

Recently much work has gone into utilizing the properties of defects in carbon 

nanotubes (CNTs). Devices with a single point defect have been used as single molecule 

sensors,
1,2

 and CNT network devices with multiple defects have shown higher sensitivity 

to certain chemicals compared to pristine devices.
3
 

 It is an ongoing challenge to link theoretical and experimental studies of the 

electronic properties of CNT defects. Previous scanning tunneling microscope 

spectroscopy experiments have shown that defects can locally change the density of 
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states of a CNT.
4,5,6

 Electron transport experiments on metallic CNTs with single defects 

have shown strongly suppressed conductance for electron doping, but much less 

suppression for hole doping.
1
 Theoretical work has focused on band structure calculations 

of CNTs with defects, and often predicts the formation of localized impurity states in and 

around the band gap.
7,8,9,10,11,12,13

 A small number of theoretical studies have attempted to 

link defect structure to electron transport characteristics.
7,14

 

Oxidative defects in CNTs are typically introduced using gas phase or liquid 

phase treatments such as exposure to heat,
15

 ozone,
16,17

 acids,
1,18,19,20

 or peroxides.
21,22

 

Depending on the oxidant and/or process, a variety of oxidative defects can be created in 

the sidewall of a CNT such as ethers/epoxides (C-O-C), alcohols (C-OH), 

ketones/aldehydes (C=O), and carboxylic acids (COOH).
23,24

 Bulk chemistry using the 

above methods yields mixtures of these different oxidation states. To generate individual 

point defects for single molecule sensing, feedback-controlled electrochemical attack
1
 

and local anodic oxidation utilizing voltage pulses from an AFM
25,26

 or STM
27

 probe 

have been applied. None of these techniques offer control over the chemical nature of the 

defect, and only carboxylic acid groups have been previously identified at the single-

defect level.
20

 

We have used the AFM technique to create oxidative point defects in 15 different 

individually-contacted quasi-metallic CNTs (small band gap CNTs) and observed a 

variety of different transport signatures. Half of our stable post-defect devices showed 

strongly suppressed conductance for electron doping, but much less suppression for hole 

doping. We present a new model to explain this characteristic behavior. Other post-defect 

devices showed electron transport characteristics that are consistent with resonant 

scattering from impurity states, suggesting that a defect‟s impurity state spectra can be 

acquired through low-bias electrical measurements. Overall, our results illustrate the wide 

range of electron transport characteristics that are associated with oxidative point defects 

in CNTs and suggest new ways to identify the chemical structure of point defects.  
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3.3 Methods 

Individual CNT devices were made by patterning iron catalyst on a SiO2/Si 

substrate (300 nm oxide) and growing CNTs by catalyzed chemical vapor deposition.
28

 

Source and drain electrodes were patterned with photolithography to produce circuits 

with a number of CNTs connected in parallel. Electric force microscopy
29

 and scanning 

gate microscopy (SGM)
30

 were used to identify circuits whose gate response is 

dominated by a single CNT (Figure 3.1). 

 
FIG. 3.1. Schematic illustrating CNT FET device, defect engineering, and scanning gate 

microscopy geometries. Not to scale. 

 

Point defects were engineered in ambient conditions with voltage pulses from a Pt 

coated AFM probe.
25,26,31

 A homebuilt AFM stage with electrical probes was used to 

contact the CNT device. A small source-drain bias (Vsd = 25 mV) was applied to monitor 

the conductance of the device before, during, and after modification. To engineer a defect 

we lower the AFM probe onto the CNT (contact force = 6 - 9 nN) and apply a -3 V, 15 

ms square wave pulse to the tip. 

 

3.4 Results and discussion 

Successful defect engineering is manifested as a drop in CNT conductance. 

Afterward, the CNT may remain permanently modified or else „self heal‟, which we 

observe as an abrupt return of the conductance to the pre-modified state.  
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We first discuss the self-healing phenomenon. Figure 3.2 shows electrical current 

through a CNT before, during, and after defect engineering (Vsd = 25 mV throughout the 

experiment). When a voltage pulse was applied from an AFM tip at t = 20 s, a sudden 

increase in resistance was observed (a drop in current). The device remained modified for 

4 seconds before the resistance returned to the pre-modified state. We note that the self-

healing event does not coincide with lifting the AFM tip away from the surface. 

 
FIG. 3.2. The creation of a short-lived CNT defect. The tip was lowered until it touched 

the CNT, a voltage pulse was applied between the AFM tip and the CNT, and the tip was 

retracted. Shown are time traces of (a) tip height, htip, (b) tip voltage, Vtip, and (c) current 

through the CNT (Vsd = 25 mV). 

 

It is reasonable to assume that a short-lived defect is chemically unstable and/or 

energetically unfavorable. For example, the following two mechanisms might be 

considered. The voltage pulse may lead to C-C bond rotation that is reversible with fast 

time scales at room temperature.
27

 Alternatively, oxygen might be added to the nanotube 

in a high-energy configuration, leading to structural rearrangements and subsequent 

elimination of the oxygen.
7
 Although not clearly defined chemically, our current results 

show that these unstable states can be observed by transport measurements at the single 

defect level. 
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Unstable defects are not relevant for the development of CNT electronics 

applications and we now focus on CNTs with oxidative defects that were long lived. 

Scanning gate microscopy measurements, where a biased AFM tip operates as a roaming 

local gate (Figure 3.1), were performed before and after stable defect engineering to 

confirm that electrical transport is dominated by the introduced defect. Shown in Fig. 

3.3a is a topology scan of a pristine CNT. SGM measurements show that it is gate 

sensitive along its entire length (Figure 3.3b). An identical measurement following defect 

engineering reveals that gate sensitivity is localized to the region around the defect, and 

this region is behaving as a bottleneck for charge transport (Figure 3.3c). Control 

experiments show that the observed effects were not caused by local charge injection into 

the oxide.
32

 Voltage pulses were applied between the AFM tip and the oxide near the 

CNT with no observable effect on conductance.  

 
FIG. 3.3. (a) AFM topography. A defect was engineered in the CNT where indicated by 

the arrow. (b) Line-averaged scanning gate microscopy image before defect engineering 

and (c) after (Vsd = 50 mV, Vbg = -700 mV, Vtip = 3 V, height = 20 nm). Scale bars 1 m. 

 

 Stable-defect device characteristics are shown in Fig. 3.4, 3.5, and 3.6. Each 

figure shows before-defect and after-defect low-bias transport characteristics representing 

the range of behavior that we have observed from quasi-metallic CNTs.  

Figure 3.4 shows two devices for which the overall conductance decreased and n-

type conductance was suppressed relative to p-type conductance (i.e. conductance at 

positive gate voltages was suppressed relative to the conductance at negative gate 

voltages). We also observed a notable increase in conductance fluctuations after 
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incorporation of the defect. Of the 15 defect devices we have characterized, 8 were 

qualitatively similar to Fig. 3.4. 

 
FIG. 3.4. Transistor response of two CNT FET devices before (black) and after (red) 

defect engineering. The red curves are the average of a few Isd(Vbg) sweeps. In panel (b) 

the red curve is multiplied by four. (Vsd = 25 mV). 

 

Figure 3.5 shows two devices where the point defect modification resulted in a 

minimal conductance change at most gate voltages, but caused sharp conductance dips at 

specific gate voltages. In addition, when Vbg was in the vicinity of one of these dips we 

sometimes observed random telegraph noise.
33

 Five out of 15 devices were qualitatively 

similar to Fig. 3.5. 
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FIG. 3.5. Resonant scattering behavior. (a & b) Transistor characteristics of two CNT 

devices before (black) and after (red) defect engineering. (Vsd = 25 mV). The red curves 

are the average of a few Isd(Vbg) sweeps. (c) Density of states of a pristine CNT. (d) Local 

density of states of a CNT around a neutral defect. 

 

Lastly, Figure 3.6 shows a device where n-type conductance is heavily suppressed 

and a sharp peak emerges in the Isd(Vbg) characteristics. Two out of 15 devices were 

qualitatively similar to Fig. 3.6. A third CNT device showed characteristics similar to the 

post-defect data in Fig. 3.6. However, no defect engineering was performed on the third 

device leading us to suspect a point defect occurred naturally. 
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FIG. 3.6. Transistor characteristics of a CNT FET device before (black) and after (red) 

defect engineering. The red curve is multiplied by 100. (Vsd = 25 mV). 

 

We first discuss the breaking of the symmetry between electron transport and hole 

transport that is seen in Figure 3.4. Suppression of n-type conductance has been observed 

previously,
1,20

 and theoretical explanations have been sought.
7
 Ashraf, et al. performed 

band structure calculations of CNTs containing clusters of covalently bound oxygen 

defects.
7
 These calculations predict that certain cluster arrangements of multiple defects 

can suppress n-type conductance by a resonant scattering mechanism. However, this 

proposed mechanism does not explain the ubiquitous nature of suppressed n-type 

conductance that we observe. 

We hypothesize that suppression of n-type conductance is related to the negative 

charge of oxidative point defects. Oxygen is more electronegative than carbon and, 

therefore, all oxidative defects carry some negative charge. The point defect structure 

with highest charge is likely a deprotonated carboxyl group (COO
−
), which is charged to 

–e (the charge of an electron). The Coulomb potential from a negative charge will be a 

barrier to electron transport in small bandgap CNTs, but not to hole transport.  

To test the importance of the defect charge, we model the electrostatic potential 

near the defect as a screened Coulomb potential. Figure 3.7a illustrates the specific case 

of a CNT with band gap of 180 meV and a charge –e placed z = 1.5 nm from the long 

axis of the CNT such that the potential along the CNT axis is given by  
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where  is the electrostatic screening length set by the environment. 

For the electrostatic potential shown in Fig 3.7a, we computed electron 

transmission probability at various energies, T(E), using numerical Verlet integration of 

Schr dinger‟s equation. In this technique a plane wave solution is assumed for the 

transmitted wave and the remainder of the function is numerically constructed from the 

second derivative available from the Schrödinger equation. We use an electron effective 

mass of me/50, consistent with the 180 meV bandgap. Figure 3.7a shows a typical 

electron wave function tunneling through the barrier from left to right. The standing wave 

on the left side of the barrier is a result of interfering incident and reflected waves. 
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FIG. 3.7. Theoretical results. (a) A typical electron wave function, (x), tunneling 

through a Coulomb barrier formed by a charged defect in a small band-gap CNT. The 

real and imaginary parts of the wave function are shown. (b) Conductance with and 

without a Coulomb barrier assuming perfect transmission through the rest of the device. 

The Fermi level in the CNT is set by eVbg
-1

, where  is the gate coupling constant. The 

black curve is calculated without a Coulomb barrier (no band bending), and the red and 

green curves correspond to Coulomb barriers with screening lengths of 8 nm and 1 m, 

respectively. The calculation assumes electron effective mass = me/50, CNT band gap = 

180 meV, kBT = 25 meV, defect charge = –e, position of charge = 1.5 nm above the CNT 

axis. 

 

Figure 3.7b shows the predicted conductance of the defect calculated from T(E).  

Conductance as a function of gate voltage for a pair of 1D channels is calculated from the 

Landauer-Buttiker formalism 
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2
/h is the conductance quantum, f(E,Vbg

 -1
) is the Fermi-Dirac distribution 

function at room temperature,  is the gate coupling constant, and eVbg
-1

 sets the Fermi 

level in the CNT. Ambipolar behavior (symmetrical conductance for hole doping and 

electron doping) is predicted for the pristine CNT. Strongly suppressed conductance for 

electron doping is predicted when a negatively charged defect is present. These modeling 

results suggest that defect charge is indeed an important factor when considering electron 

transport through oxidative defects and can qualitatively explain the broken electron-hole 

symmetry seen in Fig. 3.4. 

We next consider the sharp dips and peaks in the transport characteristics shown 

in Fig. 3.5 and 3.6, which we hypothesize are a result of the localized electronic states 

associated with a defect. Band structure calculations for CNTs with point defects predict 

the formation of localized impurity states.
7,8,9,10,11,12,13

 These states have been 

experimentally observed in the local density of states around CNT defects, as measured 

with a scanning tunneling microscope.
27,34,35,36

 Theoretical work has predicted that such 

impurity states will cause resonant scattering in electron transport measurements.
7,14

 As 

the gate voltage modulates the Fermi level in a CNT, charge carriers may become 

resonant with impurity states as illustrated in Fig. 3.5c and 3.5d. Resonant scattering 

behavior is expected if the Fermi level aligns with an energy level that is within the 

conduction or valance band. Resonant scattering is a likely explanation for the sharp dips 

in conductance seen in Fig. 3.5. Alternatively, we expect resonant tunneling behavior 

(sharp peaks in the conductance) if there is a Coulomb barrier impeding electron 

transport and the Fermi level aligns with an impurity state in the bandgap (Fig. 3.8). 

Resonant tunneling is a possible explanation for the apparent peaks seen in Fig. 3.6. 



45 

 

 
FIG. 3.8. Proposed resonant tunneling mechanism. The Fermi level aligns with an 

impurity state within the band gap of a Coulomb barrier. 

 

The energy level structure of a CNT impurity state depends on the chiral index of 

the CNT and the chemical composition of the defect. Because of these unknowns, we 

cannot directly compare our experimental results to theory. However, we expect that 

further theoretical and experimental work will lead to the development of low-bias 

electron transport as a spectroscopic tool for identifying the chemical nature of oxidative 

point defects in CNTs. This would include experimental measurements of impurity state 

spectra for known defect types (to be determined independently). Theoretical modeling 

should also be applied to predict the impurity energy spectrum associated with different 

chemical defects. 

 

3.5 Conclusion 

We conclude that the AFM method of incorporating point defects in CNTs leads 

to a range of different defect types with distinct electrical characteristics. Our modeling 

of electron transport through a Coulomb barrier shows that the charge of the defect, 

which varies based on chemical structure, strongly influences electrical characteristics. 

Our measurements of resonant scattering and tunneling suggest that the spectrum of 
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impurity state energy levels associated with a defect also strongly influences electrical 

characteristics. Future work will aim for greater control over the defect generation 

process and more detailed theory to match the chemical structure of a defect with its 

electron transport signature.  
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Charge sensors based on nanoscale field-effect transistors are a promising new 

tool to probe the dynamics of individual enzymes. However, it is currently unknown 

whether the electrostatic signals associated with biological activity exceed detection 

limits. We report calculations of electrostatic signatures of two representative enzymes, 

deoxyribonuclease I and T4 lysozyme. Our simulations reveal that substrate binding to 

deoxyribonuclease and internal dynamics of lysozyme are detectable at the single-

molecule level using existing point-functionalized carbon nanotube sensors. 

 

4.1 Author’s Note 

The majority of the material contained in this chapter was published in 2010 in 

The Journal of Physical Chemistry B (114, 3330-3333 (2010) DOI: 10.1021/jp910946v). 

This chapter is a near duplication of that article, but also contains additional figures, data, 

and text for added clarity and a more thorough exploration of the topic. These additions 

do not appear as an independent supplemental section. Instead, they have been inserted 

into the main line text of the original article to preserve the readability of the chapter. To 

examine the journal approved text, or to cite this work, we refer the reader to original 

peer-reviewed publication. 

 

4.2 Introduction 

Enzyme function is closely linked to enzyme dynamics, and several techniques 

have been developed to probe this relationship. Nuclear magnetic resonance provides 

dynamic structural information but is an ensemble technique that cannot resolve the time 

sequence of events. Molecular dynamics simulations and single molecule fluorescence 

techniques
1
 can elucidate the sequential nature of structural changes; however, the 

accessible time scales are limited. Molecular dynamics simulations running on 

supercomputers are still far from describing the whole turnover period of an enzyme (~1 

ms), whereas single molecule fluorescence techniques are typically limited to time scales 

above 1 ms and less than a few seconds. 

Nanoscale field effect transistors (nanoFETs) offer a new and complementary 

approach to track single-molecule activity by monitoring electrostatic fluctuations over a 
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wide range of time scales. Electronic detection of a single molecule reaction was recently 

demonstrated by continuous, multihour monitoring of a charge-sensitive, nanoscale field-

effect transistor (nanoFET).
2
 This achievement motivates our theoretical work exploring 

the use of nanoFET charge sensors as a new tool to study enzyme dynamics at the single-

molecule level. 

The conductance of a nanoFET device changes as a function of local electrostatic 

potential, allowing the proximity of charges to be monitored. In an early example of 

nanoFET biosensing, a carbon nanotube (CNT) FET was used to measure the activity of 

a small ensemble of glucose oxidase enzymes.
3
 More recent CNT-based experiments 

have used point functionalization to localize the detection volume of the nanoFET.
4
 Such 

a device was used to monitor a single carboxylate group interacting with its immediate 

environment.
2
 It has been proposed that these point-functionalized devices are ideally 

suited for sensing the activity of a single enzyme tethered to the point defect.
2
 The 

simulations presented below focus on this proposed geometry (Figure 4.1). 

 
 

FIG. 4.1. DNase I (ribbon representation, colored blue) conjugated to an activated 

carboxyl group on a CNT using N-[β-maleimidopropionic acid]hydrazide (BMPH). The 

conjugation point on DNase I is a mutated residue 240 (G240C). The conductance of the 

device changes upon binding of the DNA fragment (stick representation). The figure is 

drawn to scale. 

 

The magnitude of electrostatic fluctuations generated by a single enzyme is a 

critical unknown in nanoFET schemes for sensing enzyme dynamics. The point-

functionalized CNT devices currently used in experiments require a change in local 
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electrostatic potential >10 mV to realize a conductance change that exceeds noise levels 

(within a 5 Hz−10 kHz bandwidth).
4
 This 10 mV noise threshold can be obtained by 

comparing the magnitude of current noise from a nanoFET device with its transistor 

response. In this way, the corresponding gate voltage fluctuations can be found. 

Assuming that the defect acts a bottleneck for transport, the fluctuations in electrostatic 

potential at the defect are equal to these fluctuations in gate voltage. (We note that the 1/f 

dependence of the noise power spectral density in these sensors
4
 allows for even faster 

sampling rates with little noise cost.) The electrostatics simulations presented in this work 

can be directly compared to this required minimum signal of 10 mV. 

NanoFET sensors offer functionality similar to single molecule fluorescence; 

therefore, it is instructive to consider the limitations of a typical single-molecule 

fluorescence experiment. The enzyme β-galactosidase is a model system for the detection 

of individual turnover events. Using confocal microscopy, it is possible to monitor these 

individual events for tens of seconds. Single turnover resolution is lost when the turnover 

rate exceeds 370 s
−1

 and the maximum turnover rate of 740 s
−1

 is inaccessible.
5
 Our work 

suggests that the nanoFET approach will allow many enzymes to be studied at turnover 

rates that are orders of magnitude faster than this single-molecule fluorescence example. 

To determine the electrostatic signature of single-molecule activity, we have 

exploited computational methods developed for modeling electrostatics in biological 

systems.
6,7,8

 We solve the nonlinear Poisson−Boltzmann equation (NPBE) for multiple 

enzyme conformations along an enzymatic pathway for two enzymes. The NPBE is given 

by  
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where  is the electrostatic potential,  is the dielectric constant,  is the charge density, e 

is the elementary charge, [salt] is the salt concentration, kB is the Boltzmann constant, and 

T is the temperature. Three-dimensional maps of the electrostatic potential, Φ(r), around 

each enzyme structure was generated by solving this equation. The change in electrostatic 

potential,  associated with different enzymatic processes was found by comparing 

electrostatic potential maps for each structural configuration. This change in electrostatic 
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potential reflects the signal strength of the associated enzymatic process, which we 

compare to empirically derived device noise (discussed below). The first enzyme, 

deoxyribonuclease I (DNase I), is chosen to represent a class of enzymes in which the 

electrostatic signature of activity is expected to be dominated by the binding and 

unbinding of a charged substrate molecule. The second enzyme, T4 lysozyme (T4L), is 

chosen to represent a class of enzymes in which internal motion of charged protein 

regions is expected to dominate the electrostatic signature.  

 

4.3 Methods 

Figure 4.1 illustrates the geometry we have assumed for the nanoFET detection 

system. The enzyme is tethered site-specifically to the CNT defect using an 8-Å-long 

heterofunctional linker molecule (N-[β-maleimidopropionic acid]hydrazide) specifically 

designed to tether a cysteine residue to a carboxyl group. The coordinate r* denotes the 

position of the carboxyl defect. High-resolution crystal structures for DNase I
9
 and 

T4L
10,11

 were obtained from the Protein Data Bank, and charges were assigned to each 

atom of the enzyme using PDB2PQR
6,7

 software employing the PARSE force field and 

using PROPKA to assign charges based on pKa values and pH. Extraneous atoms 

(solvent, extra copies of the molecules, etc.) were deleted from the unit cell to leave only 

the molecules of interest. Three-dimensional maps of the electrostatic potential Φ(r) were 

generated by solving the NPBE with a standard finite element technique using the 

Adaptive Poisson−Boltzmann Solver (APBS) software
8
 on a desktop computer. All 

software is freely available. In all calculations, a single ion for each ion boundary 

condition was used for an initial 150 × 150 × 150 Å box. This potential map was then 

used to set the Dirichlet boundary conditions for a smaller 75 × 75 × 75 Å box. The grid 

points of this final map were spaced 0.4 Å apart. Ion radius was 2 Å. The relative 

dielectric constants were set to 78.5 for the water and 1.0 for the interior of the protein. 

Alternative values of the protein dielectric constant have been tested, as discussed below. 

The concentration of monovalent ions was varied from 1 to 150 mM to examine 

screening effects. Divalent ions were not considered in any of our calculations, since the 
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concentrations of Mg
2+

 and Ca
2+

 necessary for DNase and T4L activity (<100 μM) are 

well below the concentration of monovalent ions. 

 

4.4 Results and discussion 

We first examine the electrostatic signature expected from enzymatic activity of 

DNase I (Figure 4.1). The DNase I enzyme cleaves the backbone of double-stranded 

DNA. The DNA backbone is highly charged, so the substrate binding event is a 

promising candidate for charge-sensitive detection. For our calculations, we used a 2.0 Å 

crystal structure of wild type DNase I bound to a short DNA fragment (bare charge, 

−12e).
9
 Charges were assigned to the enzyme at pH 7.5. Each phosphate group in the 

DNA fragment‟s backbone was assigned a charge of −1e, and the remaining atoms were 

left uncharged. It is well-known that counterion condensation reduces the bare charge of 

DNA.
12

 The effect of counterion condensation is adequately described by the NPBE 

calculation of APBS.
13,14

 

Our goal is to calculate changes in the electrostatic potential at the carboxyl defect, 

ΔΦ(r*), when the DNA substrate binds to the enzyme. Two electrostatic potential 

volume maps were generated: the first describes the potential around the ligand-free 

enzyme, and the second describes the potential around the DNA−enzyme complex. The 

CNT and linker molecule were not included in the calculation (see discussion below). 

Residue 240 (GLY) was chosen as the site-specific immobilization point on the enzyme. 

It is an exposed residue near the active site and could conceivably be mutated into a 

cysteine without significantly altering the enzyme‟s structure (glycine and cysteine are 

similar in size, and both are nonpolar and uncharged). The coordinate r* is set 8 Å from 

the α-carbon of residue 240 (8 Å is the length of the linker molecule) at a maximal 

distance from the protein surface. The distance between the bound DNA fragment and r* 

is ~40 Å. At 1 mM monovalent ion concentration, we calculate Φ(r*) = −22 mV for 

ligand-free DNase and Φ(r*) = −47 mV for complexed DNase. The calculated change in 

potential associated with binding the negatively charged substrate ΔΦ(r*) is therefore 

−25 mV. 
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The electrolyte concentration affects the ionic screening length and therefore 

affects ΔΦ(r*). Following the procedures described above, we have calculated ΔΦ(r*) 

over a range of salt concentrations. Figure 4.2 shows ΔΦ(r*) (square data points) plotted 

as a function of Debye screening length, 

[salt]

mM 100
ÅD 62.9  

The magnitude of ΔΦ(r*) exceeds the 10 mV noise threshold when λD > 33 Å ([salt] < 8 

mM). We note that DNase I is highly active in this range of monovalent ion 

concentrations. 

 
FIG. 4.2. The electrostatic signal, ΔΦ(r*), when the DNA fragment binds to DNase I. 

The solid line shows the approximation ΔΦCoulomb(r*) given by eq 4.1. 

 

The calculated electrostatic signal at small λD is consistent with a screened 

Coloumb potential (Figure 4.2, solid line) 

Dr
e

r

q 



/DNA
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4

1
*)r(


   (4.1) 

where r = 40 Å and the DNA fragment‟s effective charge, qDNA, is −7e. The effective 

charge was determined independently by accounting for counterion condensation on the 

DNA backbone. The solvent accessible surface area of each phosphate group was 

calculated. A buried group retains its bare charge of −1e, and a fully exposed group 
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experiences a 75% reduction in charge due to counterion condensation.
15

 Partially buried 

groups were assumed to retain a portion of their bare charge according to a linear 

relationship with exposed surface area. The deviations from ΔΦCoulomb(r*) seen at lower 

salt concentrations (see Figure 4.2) are expected as counterion condensation becomes less 

significant. 

The good agreement between the NPBE simulation and the Coulomb potential (eq 

4.1) suggests that our simulation results are insensitive to the dielectric constant of the 

protein. Indeed, we found that varying the relative dielectric constant of the protein 

between two extremes (1 to 20)
16

 changed the calculated signal by only 13%. 

We interpret Φ(r*) as representative of the average electrostatic potential felt at 

the carboxyl defect of the CNT sensor. This interpretation is based on the following 

assumptions: (i) The region of charge sensitivity around the point defect is small. This is 

consistent with scanning tunneling microscope spectroscopy studies that show the 

defect‟s electronic state does not extend more than 10 Å along the CNT axis.
17

 (ii) The 

presence of the CNT and linker chain do not significantly perturb the potential at r*. This 

assumption is partially justified by the small volume occupied by the linker chain and the 

discrete nature of the CNT defect state. Theoretical investigations of the precise 

electronic structure and screening properties of the defect state are ongoing. (iii) Changes 

in Φ(r*) due to thermal motion of individual protein residues happen at very fast time 

scales (<<0.1 μs) and can be suppressed by time averaging. (iv) Translational and 

rotational motion of the entire enzyme due to center-of-mass thermal motion is fast (~0.1 

μs),
18

 and time averaging these fluctuations will lead to a measured potential Φ(r*) at the 

nanoFET sensor. 
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FIG. 4.3. Illustration of some possible positions that DNase I may sample while tethered 

to the carbon nanotube. 

 

We have examined the final assumption in more detail to confirm that Φ(r*) is, 

indeed, representative of the potential after averaging over center-of-mass thermal motion. 

As the protein drifts the potential measured at the defect changes (Fig 4.3). 

 

 
FIG. 4.4. DNase I (ribbon representation) bound to DNA (stick representation). The 

electrostatic potential, Φ(r), was calculated at each solvent accessible point 8 Å from 

residue 240. These points are indicated as gray spheres. Residue 240 atoms are 

represented with yellow spheres. 

 

For ligand-free and DNA-bound DNase I in 1 mM ionic buffer, we calculated Φ(r) 

at 180 equally spaced solvent accessible points located 8 Å from residue 240 (the points 
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cover a solid angle of 1.8π) (Fig 4.4). The resulting distributions of potential are 

approximately Gaussian. Figure 4.5 shows the calculated distribution for ligand-free 

DNase I. The ligand-free form has a standard deviation of 17 mV and an average value of 

−21 mV, in close agreement with Φ(r*) = −22 mV reported above. The DNA-bound 

form has a standard deviation of 18 mV and an average value of −50 mV, also in close 

agreement with the value reported above Φ(r*) = −47 mV. The large standard deviations 

show that averaging over center-of-mass thermal motion time scales will be critical when 

looking for electrostatic signatures near the 10 mV minimum. 

 

 
FIG. 4.5. The variation in electrostatic potential at the defect, Φ(r*), as ligand-free DNase 

I samples various thermally accessible orientations. The the data shown here is calculated 

at the solvent accessible points indicated in figure 4.3. 

 

We now turn to a second enzyme in which an electrostatic signature of biological 

activity may be generated by intrinsic dynamics rather than binding of a charged 

substrate. T4 lysozyme is an extensively studied enzyme known to exhibit a dramatic 

conformational change upon cleaving bacterial cell walls.
19,20

 The T4L structure consists 

of two charged regions with net charges +3e and +7e. These regions move relative to 

each other in a hingelike motion (Figure 4.6). Single-molecule FRET studies suggest that 

this motion occurs on a millisecond time scale both with and without substrate present.
19
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T4L maintains high activity over a broad range of electrolyte concentrations ([salt] < 100 

mM).
21

 In our calculations, the closed state was represented by a 1.7 Å crystal structure 

of wild type T4L.
10

 For the open state, a 2.0 Å crystal structure of the I3P mutant was 

used.
11

 This mutant has been shown to be representative of the open state of wild type 

T4L along its enzymatic trajectory.
20

 Residues 163 (ASN) and 164 (LEU) were removed 

from open T4L so that the two structures would contain exactly the same residues. 

Charges were assigned to each atom at pH 7.2. Because the I3P mutant has a different 

residue at position 3, residue 3 was neutralized in both structures. 

 
FIG. 4.6. (a) The open (gray) and closed (yellow) structures of T4 lysozyme used in our 

calculations (Protein Data Bank identification codes 4LZM and 1L97, respectively). The 

two structures were aligned using the protein backbone around residue 97 (α-carbons of 

residues 93−101). In this alignment, the +7e regions lie on top of each other, and the +3e 

region moves about the hinge point. (b) Cartoon illustrating the position of the +3e region 

relative to the +7e region of T4 lysozyme. In the open configuration, the +3e region is 

dark tan. In the closed-configuration the +3e region is outlined in yellow. Arrows point to 
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residues 21, 23, 54, 68, and 97, which were considered as possible site-specific 

attachment points. 

 

A natural choice for a conjugation site in T4L is residue 97, an exposed cysteine 

with a 22 Å
2
 molecular accessible surface area. Residue 97 is on the +7e region of T4L; 

therefore, for our simulations, we align the +7e regions of open and closed T4L (the near-

perfect alignment is shown in Figure 4.3a). Φ(r) was calculated at r*, a point 8 Å away 

from the sulfur atom of residue 97, which maximized the distance between r* and the 

protein surface. As a control experiment, we also calculated Φ(r*) when all charged 

residues in the +7e region are neutralized. The results for 1 mM ionic buffer are show in 

Table 4.1. 

 

TABLE 4.1.  The Electrostatic Potential at the CNT Defect Site Φ(r*) for Each T4L 

Structure with 1 mM Monovalent Ion Concentration  

 

Φ(r*) (mV) full calculation 
control calculation 

(+7e region neutralized) 

open 

closed 

difference 

61 

74 

13 

-13 

-1 

12 

 

 Figure 4.7 shows the effect of varying λD on ΔΦ(r*). It can be seen that the 

calculated change in potential between open and closed T4L exceeds the 10 mV noise 

limit for λD > 13 Å ([salt] < 55 mM). The control calculation (Table 4.1) shows that this 

signal can be attributed to large-scale motion of the +3e region, rather than small-scale 

redistribution of atoms within the +7e region. 
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FIG. 4.7. Effect of salt concentration on ΔΦ(r*) for the intrinsic motion of T4 lysozyme. 

 

 Modeling the T4L system with a simple Coulomb potential (eq 4.1) is inadequate 

for predicting ΔΦ(r*). The signal from T4L activity originates from movement of a 

complicated spatial distribution of charge, in contrast to the DNase/DNA system in which 

the DNA fragment can be approximated as a localized charge. The charge distribution 

associated with T4L must be described in detail to make a reasonable estimate of ΔΦ(r*). 

As was done with the DNase system, we calculated the fluctuations in Φ(r*) associated 

with center-of-mass thermal motion. For open and closed T4L in 1 mM ionic buffer, we 

calculated Φ(r) at approximately 60 equally spaced solvent-accessible points located 8 Å 

from residue 97 (these solvent-accessible points cover a solid angle of 0.7π). The 

resulting distributions are Gaussian-like and have means and standard deviations of 64 ± 

11 mV for open T4L and 82 ± 15 mV for closed T4L. These average values agree with 

those reported in Table 1. The large standard deviations reinforce our conclusion that 

single-molecule sensing in the proposed nanoFET geometry will be limited to time scales 

slower than center-of-mass thermal motion time scales. 

 Even without optimizing the residue choice for site-specific immobilization, our 

calculations show that the hinge motion dynamics of T4L is potentially detectable with a 

nanoFET sensor. In an attempt to optimize signal strength, simulations were preformed 

for four different conjugation sites on the +3e region. At a monovalent ion concentration 
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of 1 mM, the calculated signal strengths were 10 mV (residue 21), 11 mV (residue 23), 

0.4 mV (residue 54), and 5 mV (residue 68). Conveniently, the naturally occurring 

exposed cysteine (residue 97) gives the largest signal. 

 

4.5 Conclusion 

Our calculations show that the processes of substrate binding to DNase I and 

internal dynamics of T4L could be detected with a point-functionalized CNT sensor. At 

physiological salt concentrations ([salt] ~ 100 mM), signals are below the limits of 

detection for existing devices; therefore, we conclude that the general applicability of 

these sensors is currently limited to (i) studying enzymes that are active when salt 

concentrations are lower than physiological conditions (DNase I and T4L are both active 

at appropriately low salt concentrations) and (ii) studying enzyme processes involving 

highly charged substrate molecules. Although our modeling shows that the time 

resolution of single-molecule nanoFET sensing will not exceed the time scales of center-

of-mass thermal motion, the predicted time resolution (~1 μs) is significantly faster than 

existing single-molecule techniques. We expect that application of our computational 

methods to more enzyme systems will reveal many biologically relevant single-molecule 

processes that are potentially detectable with nanoFET detection schemes. Additional 

applications of these computational methods will include the prediction of signals from 

nanoFET-based immunoassay sensors.
22
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We use atomic force microscopy lithography to write charge patterns in close 

proximity to carbon nanotube field-effect transistor devices. The silicon dioxide substrate 

retains the charge for days, allowing various charge configurations to be tested. We show 

that the written charge can move the Fermi level in the nanotube by 1 eV and we use this 

charge lithography to reconfigure a field-effect transistor into a pn junction. The substrate 

charge can be erased and rewritten, offering a new tool for prototyping nanodevices and 

optimizing electrostatic doping profiles. 

 

5.1 Author’s Note 

The majority of the material contained in this chapter was published in 2011 in 

Applied Physics Letters (99, 053125 (2011) DOI: 10.1063/1.3622138). This chapter is a 

near duplication of that article, but also contains additional figures, data, and text for 

added clarity and a more thorough exploration of the topic. These additions do not appear 

as an independent supplemental section. Instead, they have been inserted into the main 

line text of the original article to preserve the readability of the chapter. To examine the 

journal approved text, or to cite this work, we refer the reader to original peer-reviewed 

publication. 

 

5.2 Introduction 

The performance of nanoelectronic devices is highly dependent on charges in the 

surrounding environment. Surface charge traps give rise to device noise
2
 and 

hysteresis,
3,4

 while spatial variations in surface charge lead to gate-sensitive “hotspots” in 

nanoscale electronic devices
5
 and light-sensitive “hotspots” in nanoscale optoelectronic 

devices.
6
 

Previous authors have demonstrated that scanning probe lithography can be used 

to create charge patterns on a range of surfaces.
7,8,9,10

 Such charge patterns have been 

used in nanoelectronics research, for example, to electrostatically define channels in a 

two-dimensional electron gas
7
 or to create small electrostatic perturbations in carbon 

nanotube based field-effect transistor (CNT FET) devices.
11

 In the work of Brunel et al.,
11

 

a conducting atomic force microscopy (AFM) tip was used to write a spot of charge on 



68 

 

the SiO2 surface near a CNT FET. The charge-sensitive CNT device detected this small 

electrostatic perturbation and functioned as a non-volatile memory element. 

Here, we show that charge patterns written on a SiO2 surface can be used to 

controllably modulate the doping profile of a nanoelectronic device. We demonstrate 

electrostatic doping that corresponds to ±1 eV shifts in the Fermi level of a CNT. To 

illustrate the power of this charge patterning technique, we define regions of positive and 

negative charges in close proximity to a CNT FET and create a pn junction device. 

 

5.3 Methods 

Individual CNT devices were made by patterning catalyst on a SiO2/Si substrate 

(thermal oxide with thickness t = 300 nm) and growing CNTs by catalyzed chemical 

vapor deposition using a semi-automated growth system (Kevek Innovations).
12

 

Electrodes (Ti/Pt) were patterned by photolithography to produce circuits with ∼10 

nanotubes connected in parallel. Scanning probe experiments were performed in an AFM 

with a custom-built stage for in-situ electrical probing (Asylum Research MFP-3D). 

Electric force microscopy (EFM)
13

 and scanning gate microscopy (SGM)
5
 were used to 

identify a single desired CNT. The undesired CNTs were electrically cut with a Pt-coated 

AFM probe
14

 resulting in a single CNT FET. A schematic of the geometry is shown in 

Fig. 5.1. 
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FIG. 5.1. Device schematic illustrating charge lithography near a CNT connected to two 

electrodes (not to scale). Charge is written ∼300 nm from the CNT. 

 

Charge patterns were written directly on the SiO2 layer around the CNT FET with 

a biased, Pt-coated AFM probe, as illustrated in Fig. 5.1. We found that positive and 

negative tip bias, Vwrite, modified the surface charge when the probe was dragged across 

the surface (contact force ∼6–9 nN). Figure 5.2 shows electric force microscopy images 

of a bare SiO2 surface following writing and erasure. We used a variety of scanning probe 

techniques to investigate this surface charge and the effect it has on the nearby CNT FET. 

 

 
 

FIG. 5.2. Electric force microscopy images of a silicon oxide surface during various 

stages of charge lithography (Vtip = 0 V, height = 20 nm). The panels are arranged in 

chronological order. From left to right: a bare silicon oxide surface, following charge 

lithography with Vwrite = +5 V, erasure of previous charge with Vwrite = -5 V, redrawing of 

positive charge following erasure (Vwrite = +5V), and finally overwriting positive charge 

with negative charge (Vwrite = -8 V). 
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5.4 Results and discussion 

Fig. 5.3a shows an electrically contacted CNT on a SiO2 substrate. Arrows on the 

image show the path that was traced by the electrically biased AFM tip. A tip bias Vwrite 

= −10 V was used for the upper half of the CNT, and Vwrite = +10 V was used in the lower 

half. The back gate, source, and drain electrodes were grounded during charge writing. 

The regions where charge was written show up clearly in Kelvin force microscopy
15

 

(KFM) measurements, as shown in Fig. 5.3b. The KFM image confirms that negative 

charge was written at −10 V (the surface potential is more negative than the surrounding 

oxide) and positive charge was written at +10 V (the surface potential is more positive 

than the surrounding oxide). 

 

 
 

FIG. 5.3. Defining the charge pattern for a pn junction. (a) AFM topography of the CNT 

device with arrows indicating the lithography paths (dashed line indicates Vwrite = −10 V, 

solid line indicates Vwrite = +10 V). (b) Kelvin force microscopy image taken after the 

charge lithography (Vbg = 0 V, height = 25 nm). Scale bars are 1 μm. 

 

The deposited surface charge has a dramatic effect on the doping profile of the 

nearby CNT. Fig. 5.4 shows SGM measurements taken before and after charge 

lithography. The SGM images are obtained by hovering the electrically biased AFM tip 

(the scanning gate) above the device and recording conductance as a function of tip 

position.
5
 The image obtained before charge lithography shows a spatially uniform 

response to the scanning gate, with conductance increasing when the tip is close to the 
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CNT. After charge lithography, the SGM image shows that the upper and lower portions 

of the CNT respond differently to the scanning gate. Transistor curves taken before and 

after writing the charge also show a clear change (Fig. 5.4c). Initially, the device 

displayed typical small bandgap behavior with a single conductance minima at Vbg = 4.3 

V. After charge lithography, the transistor curve has a double dip, with conductance 

minima on either side of Vbg = 4.3 V. Repeatedly sweeping Vbg from −1 to +10 V caused 

the two dips to approach each other and reform the original transistor curve. 

 

 
 

FIG. 5.4. Device characteristics following pn junction engineering. (a) Scanning gate 

microscopy image before charge writing (Vbg = 2 V, Vtip = 0 V, Vsd = 25 mV, height = 25 

nm). (b) Scanning gate microscopy image after charge writing (Vbg = 2.5 V, Vtip = −2 V, 

Vsd = 25 mV, height = 25 nm). Scale bars are 1 μm in both images. (c) I(Vbg) of the device 

shown in (a) measured with Vsd = 25 mV. The dashed black line was measured before 

charge writing, the solid red line was measured after charge writing. 

 

 The SGM measurements indicate that doping along the length of the CNT is 

modified by the lithographically defined surface charge. The upper portion of the CNT 

becomes more conductive when the negatively biased tip approaches, indicating that the 

upper portion of the CNT is p doped. The lower portion of the CNT becomes less 

conductive when the negatively biased tip approaches, indicating that the lower portion 

of the CNT is n doped. The transistor curves (Fig. 5.4c) further verifies that the device 
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consists of p-type and n-type sections in series when Vbg = 4.3 V. Similar double-dip 

transistor curves have been observed from CNT devices that had spatially modulated 

doping profiles created by different means.
16

 

 Further measurements were carried out to confirm the presence of a pn junction 

device. Figure 5.5 shows I(Vsd) characteristics of a large bandgap CNT device following 

pn junction engineering (as illustrated in figure 5.3a). Before charge writing, the device 

exhibits typical large bandgap semiconductor behavior. Following pn junction 

engineering the device shows different characteristics. 

 

 
 

FIG. 5.5. Comparison of I(Vsd) characteristics before and after pn junction engineering. 

The dashed black line was measured before charge writing, the solid red line was 

measured after writing. 

 

 A signature of a pn junction is rectifying characteristics in the I(Vsd) curve. The 

curve taken following pn junction engineering (Fig 5.5, red) clearly shows rectifying 

behavior, indicating a pn junction was incorporated into the device. The curve is not well 

fit by the ideal Schockley diode equation. This is because the pn junction is connected in 

series with the n-doped and p-dope portions of CNT, both of which exhibit non-linear 

I(Vsd) response. At negative Vsd the resistance of the pn junction dominates the circuit 

resistance, and diode-like behavior is displayed. At positive Vsd the resistance of the pn 
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junction becomes very small compared to n-doped region of the CNT, and this behavior 

dominates. As stated above, as Vsd becomes very large doping is deteriorated, which is a 

likely explanation of the non-exponential rise at Vsd >> 100 mV. 

 We also performed photocurrent measurements to verify the existence of the pn 

junction. In scanning photocurrent microscopy a laser spot is raster scanned along the 

surface and current through the circuit is recorded. Figure 5.6 shows short circuit 

scanning photocurrent microscopy data for a CNT device before and after pn junction 

engineering. Before charge lithography the device exhibits a response at the CNT-

electrode interface (Fig 5.6b), and afterward another feature appears (Fig 5.6c). 

 

 
 

FIG. 5.6. Comparison of scanning photocurrent microscopy images taken before and after 

pn junction engineering. (a) AFM topography image. A pn junction was engineered at the 

location indicated by the arrow. (b) Scanning photocurrent microscopy image taken 

before and (c) after a pn junction was engineered in the device (Vsd = 0 V, HeNe spot size 

= 1 m). 

 

 The scanning photocurrent response before lithography contains a feature at the 

connection between the CNT and the electrode. This affect is well known and is the result 

of the work function mismatch between the CNT and the electrode. At the CNT-electrode 

interface the energy bands must bend such that the Fermi level remains constant across 

the junction. The bent bands resemble a pn junction structure, and are known as a 

Shottkey diode. When the laser illuminates the junction electrons and holes are thermally 
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excited, and the „built in‟ electric field of the pn junction separates them. These charges 

move through the unbiased circuit and are recorded. We interpret the new feature that 

appears following pn junction engineering (Fig 5.6c) as another diode with the same 

qualitative explanation as the Shottkey diode. This second diode-like response is the 

result of the pn junction engineered in the device through charge lithography. 

 Above we demonstrated the utility of the charge writing technique to engineer 

new nanoelectronic devices. We now turn our attention to quantifying these effects in 

more detail. To quantify the electrostatic doping seen in Fig. 5.4, we created a uniform 

doping profile along a CNT FET. The procedure was the same as outlined in Fig. 5.3a, 

except that Vwrite = +10 V was used throughout the process. Transistor curves measured 

before and after showed a maximum shift ΔVbg = −5 V (Fig. 5.7a). Subsequent sweeps of 

Vbg (numbered 1 to 12 in Fig. 5.4) caused the doping effect to decay. 

 

 
 

FIG. 5.7. Electrical characteristics before and after writing a uniform charge pattern. (a) 

The dashed black line shows I(Vbg) measured at Vsd = 25 mV before writing charge. The 

solid red lines show I(Vbg) at various times after writing charge (Vwrite = +10 V). The 

numbers refer to the number of Vbg cycles, for example, curve 4 was obtained on the 4th 

cycle of sweeping Vbg. (b) Equivalent circuit diagram illustrating the capacitive coupling 

between the lithographic charge, the CNT, and the silicon back gate. 

 

 From the observed shift, ΔVbg, one can estimate the change in Fermi level in the 

CNT, ΔEF, and the linear charge density, λlitho, stored on the SiO2 surface. First, we note 



75 

 

that the patterned charge is acting as a “side gate” and is equivalent to applying +5 V to 

the back gate. The charge per unit length that is induced in the CNT is then ΔλCNT = C′bg 

ΔVbg, where C′bg is the back gate capacitance per unit length,
17
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For our device, the radius of the CNT is r = 1.9 nm, the relative dielectric constant of the 

SiO2 is ɛ = 4, and the thickness of the dielectric t = 300 nm. We find ΔλCNT = 1200e μm
−1

. 

This doping level can be expressed as a shift in the Fermi level of the CNT, 

ΔEF = ΔλCNT/eD, where D ≈ 4/hvF is the density of states of a single-walled CNT at 

energies above and below the bandgap (e is the charge of the electron, h is Plank‟s 

constant, and vF = 8 × 10
5
 m/s is the Fermi velocity). For our experiment, we find ΔEF ∼ 1 

eV. If larger doping levels were required, one could pattern additional lines of charge or 

decrease the separation distance between λlitho and the CNT. However, ΔEF = ±1 eV is 

sufficient for most semiconductor devices that utilize doping modulation. 

 The magnitude of the patterned charge, λlitho, is proportional to ΔλCNT. The 

proportionality constant depends on the ratio of capacitances C′tot/C′sg, where C′tot is the 

total capacitance between the patterned charge and nearby conducting objects and C′sg is 

the “side gate” capacitance between the patterned charge and the CNT (Fig. 5.7b), 
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The factor of 2 arises because two lines of charge were drawn, one on either side of the 

CNT. We estimate C′sg ∼ 14 aF/μm from the geometric capacitance between two parallel 

wires of radius r ∼ 1.9 nm, separated by 300 nm and an effective dielectric environment 

ɛ = 2.5. Additional contributions to C′tot are dominated by the capacitance between the 

patterned charge and the back gate which we estimate using Eq. (5.1). We conclude that 

λlitho ∼ 2400e μm
−1

 when Vwrite = +10 V. 

 For practical applications of charge lithography, the lifetime of the charge pattern 

is an important consideration. We noted above that sweeping Vbg erases doping effects 

(Fig. 5.7a). If Vbg and Vsd are kept small (∼100 mV), however, the doping effect persists 

for many days. Fig. 5.8a shows a long time trace from a CNT FET before and after 
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writing charge. Baseline conductivity was established during the first 6 hours. Charge 

was then written using Vwrite = +10 V so that the lithographic side gates uniformly doped 

the length of the CNT. Over the next 70 hours, the conductance tended toward its original 

value but never fully recovered. EFM measurements taken at t = 70 hours showed no sign 

of the written charge, and the lingering ΔVbg was erased by sweeping Vbg. 

 
 

FIG. 5.8. Lifetime of the doping effect. (a) Current measured as a function of time at 

Vbg = 0 and Vsd = 100 mV. Charge lithography took place at t ∼ 6 hours indicated by an 

arrow (Vwrite = +10 V). (b) Data from (a) expressed in terms of ΔVbg. The I(Vbg) device 

characteristics were used to calculate the effective change in gate voltage ΔVbg. The fit 

line is a double exponential decay with half lives of 1 and 14 hours. 

 

The time evolution of ΔVbg follows a bi-exponential decay (Fig. 5.8b). The bi-exponential 

behavior suggests that two mechanisms are causing ΔVbg to decay. We hypothesize that 

the faster process corresponds to the build-up of screening charge in the SiO2 near the 

CNT, while the slower process corresponds to the dissipation of λlitho into the surrounding 

environment. Previous authors have verified that charge leaks from electrically connected 

CNTs into the nearby SiO2 on a time scale of minutes to hours when radial electric fields 

are present.
4,18

 This charge leaking effect leads to a build-up of charge that would screen 

the electric field generated by λlitho. Compared to the process of charge leaking, the decay 

of λlitho should be significantly slower. The patterned charge is located far from any 

conducting objects so charge must migrate over the oxide surface, or through the oxide, 

to reach a conducting reservoir. We have used KFM imaging to confirm that λlitho remains 
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localized on the oxide surface for several hours. Regardless of the exact decay 

mechanisms, the lifetime of the doping effect is long and provides ample time to explore 

the characteristics of a device with a tailored doping profile. Moreover, we expect that the 

mechanisms causing ΔVbg to decay can be suppressed, if needed, by cooling the device to 

cryogenic temperatures. 

 

5.5 Conclusion 

In conclusion, we have used electrical characterization and scanning probe 

techniques to investigate the response of CNT FETs to lithographically patterned surface 

charge. The spatial resolution of the doping modulation is approximately 300 nm (the 

distance between the charge and CNT) and magnitude of ΔEF is tunable up to ±1 eV. We 

have demonstrated a charge pattern that turns a CNT FET into a pn junction. Other 

simple charge patterns could be used to create devices such as double quantum dots, 

gradated p-i-n junctions, or FETs with engineered hotspots. We anticipate that the ability 

to controllably and reversibly modulate the doping profiles in nanoscale electronic and 

optoelectronic devices will enable a variety of new investigations.  

 

5.6 Acknowledgements 

We thank Kristina Prisbrey for assistance with Fig. 5.1. We thank Paul Shuele and 

Sharp Labs of America for assistance with device fabrication. This work was supported 

by the Human Frontier Science Program. J.-Y.P. acknowledges supports from the Center 

for Nanoscale Mechatronics and Manufacturing of the 21C Frontier Research Program 

and NRF grants [Mid-career Researcher Program (2010-0000160), Priority Research 

Centers Program (2010-0029617), KRF-2008-313-C00308] funded by the MEST. 

 

References and Notes 

1. Xia, F., Mueller, T., Lin, Y.-ming, Valdes-Garcia, A. & Avouris, P. Ultrafast graphene 

photodetector. Nat Nano 4, 839-843 (2009). 

2. Tersoff, J. Low-Frequency Noise in Nanoscale Ballistic Transistors. Nano Letters 7, 

194-198 (2007). 



78 

 

3. Lee, J.S. et al. Origin of Gate Hysteresis in Carbon Nanotube Field-Effect Transistors. 

The Journal of Physical Chemistry C 111, 12504-12507 (2007). 

4. Fuhrer, M.S., Kim, B.M., Dürkop, T. & Brintlinger, T. High-Mobility Nanotube 

Transistor Memory. Nano Letters 2, 755-759 (2002). 

5. Tans, S.J. & Dekker, C. Molecular transistors: Potential modulations along carbon 

nanotubes. Nature 404, 834-835 (2000). 

6. Freitag, M. et al. Scanning photovoltage microscopy of potential modulations in 

carbon nanotubes. Appl. Phys. Lett. 91, 031101 (2007). 

7. Crook, R. et al. Erasable electrostatic lithography for quantum components. Nature 

424, 751-754 (2003). 

8. Valdrè, G. et al. Controlled positive and negative surface charge injection and erasure 

in a GaAs/AlGaAs based microdevice by scanning probe microscopy. Nanotechnology 

19, 045304 (2008). 

9. Xie, Y., Bell, C., Yajima, T., Hikita, Y. & Hwang, H.Y. Charge Writing at the 

LaAlO3/SrTiO3 Surface. Nano Letters 10, 2588-2591 (2010). 

10. Tomiye, H. & Yao, T. Scanning capacitance microscope study of a SiO 2 /Si interface 

modified by charge injection. Applied Physics A: Materials Science & Processing 66, 

S431-S434 (1998). 

11. Brunel, D., Mayer, A. & M lin, T. Imaging the Operation of a Carbon Nanotube 

Charge Sensor at the Nanoscale. ACS Nano 4, 5978-5984 (2010). 

12. Kong, J., Soh, H.T., Cassell, A.M., Quate, C.F. & Dai, H. Synthesis of individual 

single-walled carbon nanotubes on patterned silicon wafers. Nature 395, 878-881 

(1998). 

13. Leng, Y. Molecular charge mapping with electrostatic force microscope. Proceedings 

of SPIE 35-39 (1993).doi:10.1117/12.146383 

14. Park, J.-Y., Yaish, Y., Brink, M., Rosenblatt, S. & McEuen, P.L. Electrical cutting 

and nicking of carbon nanotubes using an atomic force microscope. Appl. Phys. Lett. 

80, 4446-4448 (2002). 

15. Nonnenmacher, M., O‟Boyle, M.P. & Wickramasinghe, H.K. Kelvin probe force 

microscopy. Appl. Phys. Lett. 58, 2921 (1991). 



79 

 

16. Minot, E.D. et al. Tuning Carbon Nanotube Band Gaps with Strain. Phys. Rev. Lett. 

90, 156401 (2003). 

17. Kim, W. et al. Hysteresis Caused by Water Molecules in Carbon Nanotube Field-

Effect Transistors. Nano Letters 3, 193-198 (2003). 

18. Radosavljević, M., Freitag, M., Thadani, K.V. & Johnson, A.T. Nonvolatile 

Molecular Memory Elements Based on Ambipolar Nanotube Field Effect Transistors. 

Nano Letters 2, 761-764 (2002). 

 



 

 

 

 

 

CHAPTER 6 

 

Summary 

  



The main goals of this work were to utilize atomic force microscopy (AFM) 

based characterization and engineering techniques to produce state-of-the-art nanoscale 

electronic components, and to understand their operation principles and potential 

applications. The function of carbon nanotube (CNT) electronic devices was controlled 

through AFM charge lithography and through incorporation of point defects into the CNT 

sidewall. Transport through point defects was experimentally explored, and a model was 

developed to explain observations. A main thrust of the research was aimed toward 

single-molecule resolution with point-defect based CNT sensors. Single molecule 

resolution was demonstrated, and in a theoretical study we explored the potential use of 

point-defect based CNT devices to study enzymatic processes at the single-molecule 

level. 

Often, the function of an electronic device is governed by the junction of two 

materials with different properties. Therefore, control over the function of a device may 

be achieved through control over the spatial doping profile along the length of the 

conduction channel. We used electrical characterization and scanning probe techniques to 

investigate the response of CNT field-effect transistors (FETs) to lithographically 

patterned surface charge. Written charge patterns spatially modulated the Fermi level in a 

nearby CNT. The spatial resolution of the doping modulation was approximately 300 nm 

and the magnitude of the Fermi level shift was tunable up to ±1 eV. We demonstrated a 

charge pattern which reconfigured a CNT FET into a pn junction. Other patterns could 

produce quantum dots, gradated p-i-n junctions, or FETs with engineered hotspots. We 

anticipate that the ability to controllably and reversibly modulate the doping profiles in 

nanoscale electronic and optoelectronic devices will enable a variety of new 

investigations. 

Another route to modify the electronic properties of a nanoscale device is through 

incorporation of defects. Semiconducting point defects were engineered into the CNT 

sidewall with voltage pulses from an AFM probe. A single engineered defect often 

dominates transport, and the formation of a localized electron bottleneck can be verified 

through AFM-based techniques. In these devices, the unmodified sections of the CNT 

serve only as contact electrodes to the atomic-sized transistor device. We have reviewed 

the „tool box‟ of AFM-based techniques which researchers use to study and engineer 
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nanoelectronic devices. We used DC and AC electrostatic force microscopy to identify 

the locations and resistances of individual CNTs connected in parallel. Next, scanning 

gate microscopy (SGM) and tip modulated-SGM were used to reveal the semiconducting 

response of each CNT. With this information a single CNT with desirable properties was 

singled out from the network for further experimentation. The unwanted CNTs were 

electrically cut with a biased AFM probe to leave a device containing a single CNT. An 

atomic-sized transistor with chemical functionality was engineered in the remaining CNT 

using a voltage pulse from the AFM probe. This nanotransistor was then demonstrated as 

a single-molecule sensor to detect N-(3-Dimethylaminopropyl)-N′-ethylcarbodiimide in 

an aqueous environment. 

It is essential to understand the properties of CNT point defects before next-

generation sensors can be built. Electronic transport through defects is still not well 

understood, and it has remained a challenge to link theoretical and experimental studies. 

We have attempted to resolve some inconsistancies between theory and experiment 

relating to transport through CNT defects. We conclude that the AFM method of 

incorporating point defects in CNTs leads to a range of different defect types with distinct 

electrical characteristics. We developed a new model to explain the experimentally 

observed p-type behavior of CNT point defects. Our modeling of electron transport 

through a Coulomb barrier shows that the charge of the defect, which varies based on 

chemical structure, strongly influences electrical characteristics. Our measurements of 

resonant scattering and tunneling suggest that the spectrum of impurity state energy 

levels associated with a defect also strongly influences electrical characteristics. 

Nanotransistor sensors offer a new approach to track single-molecule reactions. 

Particularly exciting is the use of these sensors to study enzymatic activity at the single-

molecule level. Point-defect based CNT sensors could potentially be used as an 

electronic-based complement to existing optical-based single-molecule methods. We 

presented a theoretical study of point-defect based CNT devices as single-enzyme 

sensors. Our calculations show that the processes of substrate binding and internal 

dynamics of enzymes can be detected with a nanotransistor sensor. At physiological salt 

concentrations ([salt] ~ 100 mM), signals are below the limits of detection for existing 
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devices; therefore, we conclude that the general applicability of these sensors is currently 

limited to (i) studying enzymes that are active when salt concentrations are lower than 

physiological conditions and (ii) studying enzyme processes involving highly charged 

substrate molecules. Our modeling predicts a time resolution of ~1 μs, which is 

significantly faster than existing single-molecule techniques. We expect that application 

of our computational methods to more enzyme systems will reveal many biologically 

relevant single-molecule processes that are potentially detectable with nanotransistor 

detection schemes. Additional applications of these computational methods will include 

the prediction of signals from nanotransistor-based immunoassay sensors. 

Future work will aim for greater control over the defect generation process and 

more detailed theory to match the chemical structure of a defect with its electron 

transport signature. Point-defect based CNT sensors are ready for single-enzyme studies, 

and proof-of-principle experiments are underway. 
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