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ABSTRACT

We evaluate the method of estimating sca surface velocities from sequences of AVHRR and CZCS images
using the maximum cross-correlation (MCC) technique. A set of synthetic images is created by advecting an
AVHRR-SST field with a QG model velocity field. The MCC method of determining the sea surface velocities
is then applied to the synthetic images. The rms differences and vector correlations between the model’s velocity
field and the field produced by the MCC method are presented. In addition, real AVHRR and CZCS images
are used to find the rms difference between the satellite-derived velocity fields and in situ ADCP and hydrographic
data. The tests show that AVHRR imagery yields the best results when images are separated by as short a period
as possible. The rms errors at 6-h separation are on the order of 0.14 m s ™', growing to >0.25 m s~! at separations
of more than 18 h. CZCS images are always separated by 24 h or more, but images with well-defined features
may result in rms differences no larger than those produced by AVHRR images separated by 12 and 24 h. The
method is most successful when several AVHRR image pairs separated by 12 h or less are available from a
short (1-3 day) period and the velocity fields from the individual pairs are averaged to give a single synoptic
picture of the current field. Specific examples show some of the reasons for incorrect vectors calculated by the
method, and suggestions are made for improvements in the method.
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1. Introduction

This study evaluates the maximum cross-correlation
(MCC) method, objectively estimating sea surface ve-
locities from sequences of satellite images. The method
was originally developed for tracking clouds (Leese et
al. 1971) and applied by Emery et al. (1986) to track
oceanic features using sequences of infrared satellite
images. Emery et al. compared the velocity field pro-
duced by the MCC method to surface drifter tracks
and dynamic height fields and found qualitative agree-
ment between the fields. Before the surface velocity
fields calculated in this manner can be used in quan-
titative studies, the errors associated with the fields must
be estimated. This is the goal of the present paper.

Some of the characteristics of the errors expected in
velocity fields derived from sequential satellite images
have been explored by Svejkovsky (1988) and Wahl
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and Simpson (1990). Svejkovsky used a subjective
method of feature tracking, requiring an analyst to
identify and track unique features from one image to
the next. Using only the most identifiable features,
Svejkovsky determined that subjective estimates of
surface velocities differ from the velocities of surface
drifters with an rms difference of 0.06 m s™!. Svejkov-
sky used both Coastal Zone Color Scanner (CZCS)
and Advanced Very High Resolution Radiometer
(AVHRR) imagery to arrive at his conclusions. Wahl
and Simpson used idealized models of uniform advec-
tion, horizontal diffusion, and surface heating to de-
scribe how the objective MCC method can be degraded
by processes other than advection. The tests showed
that nonadvective near-surface physical processes de-
grade the correlations between the image pairs over
periods of less than 24 h. The greatest decrease in cor-
relation was caused by spatially varying surface heating
in the summer.

Two approaches are used to quantify the error in
the sea surface velocity field estimated by the MCC
method. In the first approach, a time series of synthetic
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images is generated by advecting an initial AVHRR
image with surface velocities from a high resolution
quasi-geostrophic (QG) numerical model. The ability
of the MCC method to recover the model velocities
from the sequence of synthetic images is then quan-
tified. In the second approach, velocity fields obtained
from ship surveys are compared to the fields produced
by applying the MCC method to nearly coincident
CZCS and AVHRR images. Use of the synthetic im-
ages quantifies the error caused solely by rotation and
distortion due to the geostrophic currents, without ad-
ditional nonadvective processes. Use of the real se-
quences of images in comparison to field data quantifies
the error caused by all sources. Comparison of the two
approaches allows an estimate of the effect of nonun-
iform advection (rotation and distortion) and non-
advective processes (surface heating and mixing). One
of the goals is to determine the relation between the
temporal separation of the different types of images
used in the MCC calculation and the rms error expected
in the fields.

The differences between the AVHRR and CZCS
images are: 1) what they see; 2) the depth to which
they see into the water; and 3) the time separation
between sequential images. The AVHRR sensor is an
infrared instrument and thus sees the sea surface tem-
perature (SST) in only the upper 15 um of the ocean.
In contrast, the visible channels used by the CZCS see
differences in color caused mostly by phytoplankton
pigment in the upper 5-15 m of the ocean. The CZCS
sensor has the potential advantage of representing the
upper ocean better than the AVHRR sensor. In prac-
tice, the SST seen by the AVHRR is found to be rea-
sonably representative of the upper ocean when local
winds blow between 5-10 m s~!. Since neither tem-
perature nor pigment concentrations are conservative
in the upper ocean, it is best to keep the time separation
between successive images short, in order to minimize
the nonadvective processes. Here, the CZCS is at a
disadvantage since it has a minimum separation of 24
h between images, while the minimum separation for
the AVHRR images is 3-12 h depending on whether
one or two satellites are operating. The differences be-
tween the two typés of imagery provide the motivation
to evaluate the rms errors of each.

2. Method and data description
a. MCC method

The MCC method has been described in detail by
Emery et al. (1986), Garcia and Robinson (1989),
and Wahl and Simpson (1990). A two dimensional
space-lagged cross-correlation matrix (Press et al. 1986)
is found for small regions in a pair of sequential images.
The greatest positive correlation value is assumed to
correspond to the location of the displacement of the
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first subimage in the second (larger) search subimage.
The velocity vector at the center of the first subimage
is calculated from this displacement and the time sep-
aration between the pair of images. The procedure is
repeated for specified starting points over the image
pair, either on a regular grid or at specific points for
direct comparison to in situ data.

b. QG model and synthetic imagery description

To evaluate the velocity fields determined by the
MCC method, a numerical model was used to produce
synthetic SST fields. The Harvard Open Ocean Model
(Robinson and Walstad 1987), a quasi-geostrophic
model, was applied to an area off the northern Cali-
fornia coast between 37°-40° N. Model resolution was
3 km with no bottom topography or surface forcing.
CTD data from 18-26 May 1987, collected during the
Coastal Transition Zone (CTZ) Experiment was used
to initialize the model. The model velocity fields were
used to advect an SST field from an AVHRR satellite
image from 19 May 1987, producing synthetic images
at regularly spaced times.

The advection equation is

aT /ot + ua—T+v§—7—1= 0,
ox ay
where T is the surface temperature and u, v are the
velocity components provided by the model. A leapfrog
time step and centered space derivatives were used,
which introduced numerical dispersion, resulting in an
artificial decrease in advective velocities (Mesinger and
Arakawa 1976). For wavelengths longer than 11 km,
attenuation of the true velocity is less than 10% (Tok-
makian 1989). Since the subimage squares used in the
MCC method have sides of 25-50 km, the numerical
dispersion should not contribute significantly to errors
in the displacements of these subimages, although it
might distort the smaller features within the subimages
reducing the correlations to some degree. The numer-
ical dispersion is thus analogous to eddy diffusion in
the real ocean, which is not included explicitly in the
calculation of the synthetic images.
The domain of the model and synthetic images is
limited to a region approximately 150 km X 340 km
by the coverage of the hydrographic surveys used to

(1)

- initialize the model. Figure la shows this region, the

locations where MCC velocities are calculated and the
initial streamline field from the model. Velocities are
to the southeast in the north of the domain and to the
southwest in the southern half of the domain. Synthetic
1mages for times 6, 12, 18, 24, and 30 h after the initial
image were used in the analysis. Figures 1b-d show
the synthetic images at 0, 12, and 24 h with lighter
shades representing colder water. Advection of features
to the southwest can be seen in the southern part of
the sequence but the motion in the northern half is
difficult to discern by eye.
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“FIG. 1. (a) Streamlines of the QG model velocity field, showing
. the domain for the model and the synthetic images and the locations
of the MCC grid points (crosses); (b) Synthetic SST field at O h
(original AVHRR field); (c¢) at 12 h and (d) at 24 h:

¢. CODE and CTZ data description

The satellite and field data available for comparison

come from two experiments. The Coastal Ocean Dy-’
namics Experiment (CODE) was located off northern -

California between approximately 37° and 39°N, ex-
tending offshore to about 125.5°W. The field data being
used to evaluate the surface velocity field found by the
MCC method is from the seventh leg of CODE-1, 4-
10 July 1981 (Olivera et al. 1982). Two datasets are
used for the comparison, the hydrographic dataset from
which the dynamic heights (referenced to 500 db)
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and geostrophic velocities have been computed, and
the acoustic Doppler current profiler (ADCP) dataset.
Two sequential CZCS and four sequential AVHRR
images were available from a cloud-free period 7-8
July 1981. The CZCS images occur at 1900 UTC with
a separation of 24 h. The AVHRR images occur at
0300 and 1500 UTC, providing 12 (and 24) h sepa-
ration times. The resolution of both sensors is approx-
imately one kilometer. A 3 X 3 median filter was ap-
plied to the CZCS images to remove sensor noise
(Denman and Abbot 1988).

The 1987 CTZ experiment was located off northern
California between 39°-41°N. Field surveys from 18-
26 May and 9-18 June provide fields of geostrophic
velocities and dynamic heights relative to 500 db. The
clearest AVHRR images come from the period between
these surveys from 31 May-2 June 1987 (the CZCS
sensor was no longer in operation at this time). ADCP
data is available from a north-south transect from 3
June 1987, 30 hours after the last of the clear images,
which provides the best comparison to the MCC ve-
locities from the AVHRR images. This period between
the two surveys is the same as that simulated by the
QG model used to produce the synthetic images. Thus,

although the lack of true synopticity makes the com-

parison more qualitative during the CTZ experiment,
the comparison between the synthetic image results
and the real image results is more direct at that tirne.

d. SST gradient and high-pass filter calculation

Tests of the method are made using raw SST fields
from the images, horizontal gradients, and high-pass
filtered SST fields. Gradients are formed with un-
weighted centered differences with spatial separations
of four pixels (4.4 km) in each direction as used by
Emery et al. (1986). The high-pass filter is accom-
plished in two steps; first, using a low-pass filter con-
sisting of a centered 23 X 23 pixel average. The low-
pass filtered image is then subtracted from the original
image to produce the high-pass filtered image. The gra-
dient images consist of very narrow lines which are
found to decorrelate quickly in time. The high-pass
filtered images retain more of the original structure of
the SST field on scales of 25 km but eliminate larger-
scale structure.

3. Results

a. Evaluation using synthetic images and model ve-
locities

Initially the effect of different subimage sizes and the
effect of using the high-pass filtered and gradients im-
ages rather than raw SST images was tested. The sub-
image size in the first image is varied from 25 to 50
km. The larger search areas in the second image are
allowed to increase as the time separation between im-
ages increases, consistent with maximum velocities of
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0.5 m s~'. For separation periods of 30 h, this requires
a search of 54 km in all directions covering the entire
150 km width of the synthetic image domain when the
size of the initial subimage is added to the displacement.
For this reason, 30 h is the maximum separation con-
sidered and the starting locations for the MCC calcu-
lation are limited to the 13 grid points along the center
of the domain (Fig. 1a). Comparisons between the ve-
locity fields are quantified in terms of the rms differ-
ences between the fields, calculated as:

rms difference
1/2
= [[Z (uli_u2i)2+(vli—v2i)2}/N] 2)

where N is the number of vectors used in the rms dif-
ference formation and the subscripts 1 and 2 refer to
MCC-derived and model (or measured ) velocities, re-
spectively.

The initial tests result in lower rms differences using
the 50 X 50 km subimage size and raw SST rather than
gradients. Use of the high-pass filtered images produces
results similar to the raw SST images, except all cross
correlations are lower in value. Subimages of approx-
imately 25 X 25 km produce unacceptably high rms
differences (greater than 0.38 m s™!) for all but the
shortest separation time (rms difference = 0.12 m s~
at 6-h separation ). When gradient images are used, the
rms difference increases to 0.20 m s™! for the 6-h sep-
aration, and to 0.59 m s™! for longer separations. The
maximum correlation values associated with each vec-
tor average about 0.78 for raw SST fields separated by
6 h, while application of the gradient operator and high-
pass filter cause the average correlations to drop to ap-
proximately 0.4. Based on these tests, a 50 X 50 km
subimage size is used in all analyses discussed below
and the gradient operator is not applied. The high-pass
filter is used with one pair of images from the 1987
period, but the results are the same as those obtained
using raw SST images.

Figure 2a shows both the rms differences and the
average of the vectors’ associated maximum correla-
tions as a function of the separation time in hours. As
the separation increases, the average of the maximum
correlation coefficients associated with the vectors de-
creases while the rms difference increases. Differences
in rms increase from 0.14 to 0.22 m s™! as the sepa-
ration times increase from 6 h to 18 h. For separation
times of 24 h and greater, the rms differences are ap-
proximately 0.4 m s™'.

Figure 2b shows the same information as Fig. 2a for
the average of velocity fields (from pairs of synthetic
images separated by the same time period over 3-4
days) compared to the model velocity field. This av-
eraging causes the rms difference to drop from 0.14 to
0.11 m s™! for 6-h separation (seven image pairs), from
0.22t00.11 m s~ for 12-h separation (six image pairs),
and from 0.36 to 0.30 m s~ for 24-h separation (four
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image pairs). The rms difference for the 18-h separation
average stays about the same at 0.22 m s ! (five image
pairs).

Another measure of the similarity of the two velocity
fields is provided by the complex correlation of the
velocity vector field from the model with the field pro-
duced by the MCC method. The calculation of com-
plex correlations, written in polar coordinates as p
= pye”, is described in Kundu (1976) and Bendat and
Piersol (1986). For the purposes of this paper, the
magnitude of the complex correlation, p,, is called the
field correlation to distinguish it from the scalar cor-
relation values (correlating SST subimages ) associated
with individual vectors computed with the MCC
method. Figure 3a shows the field correlation as a
function of the separation time found by correlating
the model fields and the MCC fields. The dashed line
shows the approximate 95% significance level for 13
random vectors as determined by a repeated “boot-
strap” randomization of the original data. The field
correlations are high and significant for separation
times less than 24 h, but not for separations of 24 h
and greater. These field correlation values are plotted
against the corresponding rms differences in Fig. 3b,
and show that high vector field correlation values are
associated with low rms values.

Once the velocity vector field is produced by the
MCC method, a vector consistency check (VCC) can
be applied to improve the estimate of the displacements
(Collins and Emery 1988). This check determines
whether the displacement associated with each vector
lies within +1 standard deviation of the mean x and y
displacements of its neighbors. If it does not, a new
vector is found which has the maximum correlation
in a region around the mean displacement of the
neighbors. For the one-dimensional line of points used
with the synthetic images, the four nearest neighbors
(two above and two below) are used. For the two-di-
mensional fields used in comparison to the in situ data
below, the eight nearest surrounding points (two points
in each direction ) are used. If a vector fails the consis-
tency test, a region 20 pixels by 20 pixels, centered on
the mean displacement of the neighbors, is searched
for the maximum correlation to define a new displace-
ment. For the synthetic images, the consistency check
did not change the results for the image pairs separated
by the shorter time periods (6-18 h). It did reduce the
rms values for the images separated by 24 h from 0.36
to 0.23 m s, and from 0.42 to 0.29 m s~! for the
images separated by 30 h.

b. Evaluation using real imagery and field data

The comparison of model velocities to MCC veloc-
ities derived from the synthetic images is a “best case”
test. The synthetic fields are only affected by the small
amount of numerical diffusion and the degree or ro-
tation and distortion contained in the QG model, in
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FIG. 2. (a) The effect of time separation on the rms difference (solid line) between model and
MCC velocities and the average of the maximum cross-correlation values associated with the
MCC vectors (dashed line); (b) As in Fig. 2a except using vector fields averaged over all pairs

with the same time separations.

addition to the translation which the method attempts
to retrieve. MCC velocities derived from real images
are affected by additional nonadvective processes (sur-
face heating, mixing, and ageostrophic motion), which
cause the maximum correlations to be lower than those
found from the synthetic images. To test whether the
maximum correlation found for a given subimage re-
gion is greater than that expected for random corre-
lations, an approximate 95 percent confidence limit is
used. The value of this confidence limit is found by
applying the MCC method to images separated by ap-
proximately one year, assuming all correlations be-

tween the images to be random. The 95 percentile value
for all of the maximum correlations found between the
images is used as the confidence limit. When raw SST
images are used, the value is 0.80. When the high-pass
filtered images are used the value is 0.40. Vectors as-
sociated with maximum correlations below this value
are eliminated from the final velocity field. The final
velocity fields produced with the high-pass filtered im-
ages and the lower 95 percent cutoff are similar to those
produced with raw SST images and the higher cutoff.
No further distinction between them are made.
Several AVHRR images are available from the same
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FIG. 3. (a) The effect of time separation on the magnitude of the
complex correlation between MCC and model velocities (solid line).
The dashed line shows an estimate of the 95 percent confidence limit.
The magnitude of the complex correlation is called the field corre-
lation, p,; (b) The relation between the average vector field correlation,
pv, and the average associated rms difference, (m s™').

region and period as modeled to produce the synthetic
images. Figure 4a shows the MCC velocities derived
from a pair of high-pass images from 1-2 June 1987,
separated by 14 h. The vectors are superimposed on
the second high-pass filtered image of the pair. The
velocity field shows the large-scale meander off Cape
Mendocino and Point Arena, in general agreement with
the southeastward flow south of Cape Mendocino and
southwestward flow near Point Arena, seen in the
streamlines derived from the 18-26 May 1987 cruise
(Fig. la). The closest in situ data available for com-
parison come from a north-south ADCP transect from
3 June, approximately 30 h after the last image used
in the MCC calculation. Figure 4b compares the ADCP
and MCC velocities showing the general agreement in
the change in direction from onshore to offshore flow
at approximately 39.2°N. The rms difference between
the ADCP and nearest MCC velocities (nine vectors)
is approximately 0.15 m s, similar to that obtained
from the synthetic images under the same flow con-
ditions. Figure 5 shows streamlines derived from the
MCC field, in comparison to the dynamic height fields
from surveys before and after the AVHRR image pair.
Qualitative agreement with the meandering flow struc-
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ture is good, although the difference in sampling times
does not permit a more quantitative comparison.

The 1981 CODE dataset provides nearly coincident
satellite and field (ADCP and geostrophic velocity) data
which allows the best quantitative comparison of MCC
and in situ velocity fields. In evaluating these compar-
isons, it is important to note that some of the variability
comes from the sampling characteristics of the field
data. In particular, the ADCP velocities are from a
depth of 28 m while the MCC velocities are from the
surface. Variability is also introduced by the time taken
to complete the survey (approximately seven days),
and by the interpolation of dynamic heights to a regular
grid before calculation of geostrophic velocities. The
variability in the field data can be quantified by finding
the rms difference between the geostrophic and ADCP
velocities, which is 0.25 m s, This is probably a “worst
case” comparison due to the very irregular sampling
of the survey.

The gridded geostrophic velocity field (referenced to
500 db) is shown in Fig. 6a. Figure 6b shows the MCC
velocity field from the CZCS image pair after elimi-
nating vectors with associated correlation coefficients
less than 0.8 and applying the vector consistency check.
The rms difference between the geostrophic velocities
and the MCC velocity field in Fig. 6b is 0.22 m s™!
and the field correlation is 0.58. Figure 6¢ shows the
MCC velocity field derived from a pair of AVHRR
images separated by 24 h on 7-8 July. The rms differ-
ence between the geostrophic velocities and this field
is 0.22 m s~* and the field correlation is 0.56. The best
comparison is between the geostrophic velocities and
the average of three MCC velocity fields derived from
AVHRR images separated by 12 h shown in Fig. 6d.
The rms difference is 0.18 m s™' and the field corre-
lation is 0.64. Statistics for all of the comparisons be-
tween geostrophic and MCC velocities are presented
in Table 1. Application of the vector consistency check
usually (not always) improves the comparison; aver-
aging of several fields improves the comparison for the
three AVHRR pairs separated by 12 h but not the two
pairs separated by 24 h.

Figure 7a shows the velocity field at 28 m depth
from the ADCP dataset. Figure 7b shows all the vectors
derived from the CZCS image pair at the ADCP lo-
cations and Figs. 7c¢,d show the vectors derived from
CZCS and AVHRR pairs of 7-8 July (24-h separation)
after application of the consistency check and the cor-
relation cutoff. Table 2 presents statistics comparing
the ADCP velocities to the MCC velocities computed
at the ADCP locations. Rms differences are approxi-
mately 0.3 m s™!, larger than those comparing geo-
strophic and MCC velocities (Table 1). Applying the
consistency check reduces the rms difference and in-
creases the field correlation of the individual fields. Av-
eraging the AVHRR fields does not improve the sta-
tistics of the 24-h fields, although it does reduce the
rms differences for the 12-h fields (last two lines in
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Table 2). Field correlations are slightly higher for the
CZCS-derived vectors in comparison to ADCP veloc-
ities than they were in comparison to geostrophic ve-
locities. Field correlations are generally lower for the
AVHRR-derived vectors, although the maximum
value found for one AVHRR pair is higher (p, = 0.61
for day 188/189-12 h, after the VCC check is applied ).

Examining Figs. 6, 7 qualitatively shows that the
MCC method resolves the westward flow at approxi-
mately 38.5°N, 124°-125°W. The averaged 12-h
AVHRR velocity field (Fig. 6d) resolves the south-
eastward flow at 37.5°N, 124°-125°W better than the
velocity field from the CZCS image pair (Fig. 6b). The
southward flow from 38.5°N down to 38°N, 124°W
is also resolved by the averaged field. In general, there
are more significant vectors produced by the AVHRR
images than by the CZCS images. The ADCP velocities
are greater than the MCC and geostrophic velocities,
there is also more small-scale structure in the ADCP
velocities (Fig. 7a) than in the geostrophic velocities
(Fig. 6a). Use of the 50 km subimage in the MCC
calculation picks out only the large-scale flow structure
and the MCC fields are more like the smoother geo-
strophic velocity field than the ADCP field, as reflected
in the higher rms differences with the ADCP field.

4. Discussion

Physical and biological processes not included in the
MCC method account for much of the difference be-
tween the MCC fields and either the model velocity
fields or the in situ data. For the AVHRR images, these
processes can be discussed by examining a simplified
equation for the conservation of heat at the surface of
the ocean:

GT/ai +Vh‘V;,T

oT
0z
where the horizontal and vertical velocities have been
shown separately, as have the horizontal and vertical
eddy diffusivities (K3, K,), and S is the total surface
heating by sensible, latent, and radiative heat flux. An
equivalent equation can be formed for chlorophyll
concentrations by replacing heating sources and sinks
by biological sources and sinks. The MCC method as-
sumes only horizontal translation of features in V.
Tests with the QG model quantify the error due to
rotation and distortion caused purely by the large-scale
geostrophic component of V,,. Rotation and distortion
caused by the ageostrophic part of V, affect the real
images but not the synthetic images. Other physical
factors which affect the real images are represented by
the terms on the right side of Eq. (3). These include
vertical and horizontal mixing and advection. Surface
heating and cooling affects the AVHRR images; bio-
logical growth, grazing, and sinking contribute to
changes in the CZCS images..

Wahl and Simpson (1990) have used idealized
models to estimate the effect of some of the processes
on the right of Eq. (3). They find that horizontal dif-
fusion has only a minor effect over time separations
of 24 h and less, for values of K less than 100 m2s™".
Spatially uniform surface heating and cooling has a
greater effect, but is still only moderately important
for time separations of 12 h and less. They find the
most rapid decrease in correlation coefficients to be
associated with spatially varying heating, caused by
broken stratus clouds. This may limit the length of
acceptable time separations between images to 6-9 h.

2
T
=S+K;,Vh2T+KZ%?~w

(3)
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field derived from 3 AVHRR image pairs, 7-8 July 1981 (24-h separations) after a vector consistency check and significance cutoff are

applied.

They did not evaluate the effect of vertical mixing. The
present results place geostrophic rotation and distortion
intermediate between spatially uniform and spatially
variable surface heating, degrading the cross correla-
tions at separation times of 12 h and more. This result
may be somewhat site specific, reflecting the relatively
energetic nature of the meanders and jets in the Cali-
fornia Current.

These nonadvective processes reduce the correlation
coefficient in the region corresponding to the correct
displacement of water parcels and allow the MCC
method to find spurious incorrect displacements. When
all of the MCC vectors derived from an image pair are
plotted, as in Fig. 7b, a number of such clearly incorrect

vectors are evident. Most of these are eliminated from
the final field because of their low maximum correla-
tion coefficient, resulting in a sparse velocity field, as
in Fig. 7c. Examination of the details of these spurious
correlations provides some insight into the circum-
stances under which the MCC method fails.

The large velocities represented by the two vectors
marked A and B in Fig. 7b are different from the ADCP
velocities from these locations in Fig. 7a, which were
surveyed on 7-8 July, close to the time of the images.
Thus, these incorrect velocities do not come simply
from a lack of synopticity. The MCC velocities at these
points are also different from the neighboring MCC
velocities. Examination of one of the CZCS images
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TABLE 1. Comparison to dynamic heights.

Correlation pair Time ms Py [}
Day 188/189 CZCS-—19 h 24 0.24 *0.52 -10.7
Day 188/189 CZCS—VCC 24 0.22 0.58 -10.9
Day 188/189 AVHRR—15h 24 0.22 0.48 -26.1
Day 188/189 AVHRR—VCC 24 0.22 0.56 -27.3
Day 188/189 AVHRR—O03 h 24 0.25 *0.39 —47.5
Day 188/189 AVHRR—VCC 24 0.23 0.44 —43.3
Day 188 AVHRR—O03, 15 h 12 0.26 0.55 —39.6
Day 188 AVHRR—VCC 12 0.23 0.59 -40.7
Day 188/189 AVHRR—15,03 h 12 0.20 0.49 —19.0
Day 188/189 AVHRR—VCC 12 0.21 0.33 -10.7
Day 189 AVHRR—O03, 15 h 12 0.23 0.51 -21.0
Day 189 AVHRR—-VCC 12 0.21 0.55 —-22.0
Average AVHRR—24 h VCC fields 24 0.24 0.47 -29.5
Average AVHRR—12 h VCC fields 12 0.18 0.64 —23.1

TOKMAKIAN, STRUB AND MCCLEAN-PADMAN

* Not significant, VCC = vector consistency check.

from the pair (Fig. 8a) shows that thess ADCP data
points (located approximately at 123.5°W and 38.3°N)
are in regions with weaker gradients in pigment con-
centration, rather than near the sharp fronts in the
CZCS images. The displacements with the highest cor-
relations correspond to displacements to areas which
are clearly incorrect, although the pattern of pigment
concentrations of the area in the second image is similar
enough to that in the first image to cause high corre-
lations (note that the correlation calculation removes
the mean of each subimage). The field of correlations
associated with the vector labeled A in Fig. 7b is shown
in Fig. 8b. There are two distinctly different areas with
high correlation values, a more distant region to the
northwest and a closer region to the south. A similar
pattern exists for the point labeled B. Figure 8c shows
an expanded view of the image, with arrows drawn
from points A and B to both maxima. The correlation
with the distant region is slightly higher but the mea-
sured velocity field in Fig. 7a shows that the secondary
closer peak is really the correct displacement of the
parcel of water.

This discussion brings out a disadvantage of the use
of large search areas, which increases the chance of
spurious large correlations. Since the size of the search
window in the second image is determined by the max-
imum velocity and the time separation between images,
this provides another reason to minimize the time be-
tween images, allowing smaller search windows to be
used. Figure 8b also suggests that more intelligent
search strategies might be adopted, which locate the
maxima by following gradients and preferentially
choosing closer maxima unless distant maxima are sig-
nificantly greater and the more reasonable choice.

One reason for the slightly lower correlation of the
closer point in Fig. 8b may be rotation of the feature.
To test this, the initial subimage was rotated by incre-
ments of 5° before repeating the calculation of the cor-
relation matrix. At —20°, the maximum correlation is
found in the closer secondary maximum of the contour
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plot to the southeast. This test provides support for the
conclusions of Vesecky et al. (1987) who state that
rotations of greater than 15° reduce the ability of the
MCC method to track features between images. It also
suggests the need to efficiently include rotation in the
MCC search, in agreement with Kamachi (1989) and
Emery (pers. comm.).

To examine whether the rms differences in velocity
discussed above are caused equally by errors in mag-
nitude and direction, rms differences were formed sep-
arately for direction and magnitude, comparing MCC
vectors to velocities from the model generated synthetic
fields and the measured ADCP and geostrophic veloc-
ities. Figure 9a shows the rms difference in direction
as a function of time separation for the synthetic images
(dashed line). This difference increases slowly with
time (dotted line) for separations of 6-18 h and more
rapidly for longer separations. The rms differences in
direction of the vectors between the in situ data and
the MCC vector fields from 12 and 24 h separations
are also shown (crosses) and are much higher. The
greater errors found with the real data suggest that the
processes other than geostrophic rotation and distortion
(shown on the right side of Eq. 3) have a major affect
on the satellite-derived surface circulation over time
periods of 12 h and more, implying that real images
should be separated by less than this, if possible.

The rms differences in magnitude are shown simi-
larly in Fig. 9b. There is not a consistent distribution
pattern in the rms magnitude differences, although the
lowest values occur for separations of 6 h and the high-
est occur for 24 h. Results from the synthetic images
suggest that distortion and rotation of the features
causes errors in direction of less than 30° for separa-
tions of 6-18 h increasing to 60° at 24 hours. Since
the vector error is a function of the cosine of the angle,
rms errors of 13% and 50% are associated with angles
of 30° and 60°. Comparison to in situ data suggests
that by time separations of 12 h, errors of 50 percent
are caused by errors in angle, corresponding to rms
errors of 0.15 m s™! for typical velocities of 0.3 m s~!,
Errors in the magnitude of the velocities range from
0.1t0 0.2 m s~!. Thus, both types of errors contribute
equally in real images separated by 12 h and more.
The results from the synthetic images suggest that both
can be reduced by using shorter time separations.

The rms differences found in this paper are much
higher than the value of 0.06 m s™! reported by Svej-
kosky (1988) who restricted the in situ surface drifter
velocities used for comparison to be within five hours
of the satellite image and further restricted the points
to those that could be tracked easily by eye. As noted
above, some of the rms difference is due to the vari-
ability in the field data and its sampling patterns, but
much is also due to the MCC method itself, which has
several disadvantages in comparison to the subjective
method. Subjectively selecting features to track from
one image to the next results in the use of the most
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FIG. 7. (a) Velocity field from ADCP data during the same CODE-1 cruise as shown in Fig. 6a, 4-10 July 1981; (b) Complete velocity
field derived from CZCS images 7-8 July 1981 (24-h separation). No significance cutoff or vector consistency check has been applied.
" Letters A and B denote starting locations for incorrect displacements discussed in section 4; (¢) Velocity field derived from CZCS images |
7-8 July 1981 (24-h separation) after the significance cutoff and vector consistency check are applied; (d) Velocity field derived from 2

AVHRR images 7-8 July 1981 (24-h separation ) after the significance cutoff and vector consistency check and applied.

distinctive features, eliminating regions with low gra-
dients. Rotation in features can also be followed more
easily by eye. Visual inspection of the images results
in an overall feeling for the pattern of changes in the
image pairs, forcing the search to be restricted to only
“reasonable” areas and reduces the chance of grossly
incorrect displacements. The incorrect displacements
shown in Fig. 7b would never have been found by visual
tracking. In contrast to the subjective method, the ob-
jective MCC method, as used here, removes the guar-
antee that the feature being tracked is unique and easily
identifiable. It allows searches of unreasonable areas
which sometimes produce random, high correlations,

and reduces the ability to follow rotating and distorting
features. The lowest rms errors produced by the present
MCC method applied to real images were obtained by
averaging the three AVHRR fields with 12-h separation
and was 0.18 m s™!, three times the value found by
Svejkosky. Tests with the synthetic images suggest that
this might be reduced to around 0.10-0.15 m s .if
images separated by 6 h were available. ,

It seems unlikely that the MCC method will ever
yield rms errors as low as Svejkosky’s 0.06 m s ™!, Even
if this estimate is an overly optimistic assessment of
the level of error that might be found for routine ap-
plication of subjective feature tracking methods, the
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TABLE 2. Comparison to ADCP. discussion brings out a number of advantages of the

subjective method. The advocates of objective methods

Correlation pair Time  rms oo 8 emphasize the elimination of the human bias inherent

in the subjective methods. This discussion makes it

Day 188/189 CZC5—19 h 24 027 064 185 jaar that the objective methods also eliminate the
Day 188/189 CZCS—VCC 24 027 065 197 AR . T

Day 188/189 AVHRR—I5 h % 012 %018 433 benefit of human insight, and substitute inferior com-

Day 188/189 AVHRR—VCC 24 028 038 -204 puter-based pattern recognition for the more highly

Day 188/189 AVHRR—03 h 24 031 *0.30 840 developed pattern recognition capabilities of human

Day 188/189 AVHRR—VCC 24024 %030 BL5  yigion. The true advantages of the objective methods

Day 188 AVHRR—03, 15 h 12 03t 037 -422 -

Day 188 AVHRR—VCC 12 027 o042 _arg are: 1) the ability to ‘automate .and process large

Day 188/189 AVHRR—15,03 h 12 0.27 049 ~163 amounts of data; 2) uniform quality of the estimated

Day 188/189 AVHRR—VCC 12 023 061 —151 fields; and 3) estimates of the uncertainties in the fields.

Day 189 AVHRR—03, 15 h 12034 *029 -233 The last point is important since fields of estimated

Dy AN e 202 % % uncertintios ae necesary i the velocity flds are to

Average AVHRR—12 h VCC fields 12 0.23 0.46 —29.7 be Comblned Wlth Other data 1n an Optlmal method.

Based on the results presented here, an estimate of the

* Not significant, VCC = vector consistency check. spatially varying uncertainties in the surface velocities

FIG. 8. (a) The CZCS image from 7 July 1981; lighter shades
indicate higher pigment concentrations; (b) Contours of correlations
for point A from Fig. 7b——the dark circle represents the center of the
search window in the second image; (c) An expanded view of the
CZCS field from 7 July 1981 (Fig. 7b) showing both the incorrect

w and correct displacements for points A and B in Fig. 7b.
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might be based on the values of the maximum corre-
lations associated with each vector. This would be an
-improvement over assigning a single value to the un-
certainties of all vectors.

Another application of the MCC velocity fields is to
include them in an extension of Kelly’s (1989) inver-
sion of the heat advection equation. Using a sequence
of AVHRR images (identical to the sequence required
in the MCC calculation), Kelly finds the velocity field
that minimizes the misfit in the heat equation, subject
to other constraints on divergence, vorticity, and kinetic
energy. Additional constraints to minimize the differ-
ence between the final velocity field and a specified
velocity field can be added, weighting the specified ve-
locities according to their uncertainties. Use of the
MCC velocities, weighted according to their maximum
correlations, may provide an improvement in the
along-isotherm component of the flow, which the in-
verse method has more difficulty in finding. Work is
underway to evaluate this possibility.

5. Conclusions

Tests with both synthetic and real images suggest
that the best results-are found by using the vector con-
sistency check and averaging several velocity fields ob-
tained from images with separations of 6-12 hours.
The lower limit on the rms errors in the California
Current System is approximately 0.10-0.15 m s™,
caused by rotation and distortion of the features by the
large-scale currents, even when other nonadvective ef-
fects are minimized. Errors in magnitude and direction
contribute equally in comparisons of field data and
real images with separations of 12 h and more. Tests
with the synthetic images suggest that errors can be
reduced by using the shortest possible time separations
(6 h), a conclusion in agreement with Emery et al.
(1986). .

The statistics of the real AVHRR and CZCS images,
for this particular set of images, indicate that CZCS
images separated by 24 h produce MCC velocity fields
with rms errors as low as the AVHRR images separated
by 12 h. The patterns in the pigment concentrations
in the CZCS images used here exhibit stronger gradients
which seem to persist longer than the corresponding
SST fields in the AVHRR images. Although these tests
furnish evidence supporting the argument that the
MCC method can be applied to CZCS images with as
much success as AVHRR imagery (Garcia and Rob-
inson 1989), the method was applied to other CZCS
imagery without strong fronts with less success. The
key appears to be the strength of the features in the
image. Even though the rms errors are similar to those
from the AVHRR images, use of the CZCS images
produce fewer significant vectors and a much sparser
velocity field than that produced by an average of sev-
eral AVHRR fields, which gives the most successful
result.
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The results suggest that improvements that might
be made in the MCC method include: 1) the inclusion
of rotation in the search strategy; 2) improved search
strategies that are more efficient and less easily fooled
by distant regions with random high correlations; and
3) an automated scheme to adjust starting locations in
the initial image to include regions with strong gradients
in the subimage. The need for efficient and intelligent
search strategies will become even more important
when rotation is included in the search.

The results of the tests performed in this paper show
that the MCC method successfully determines the sur-
face velocity field in some instances and fails in others.
The conditions under which the method is likely to be
most successful are:

(1) Images have strong features.

(2) Several (3-5) image pairs, each separated by
periods of 12 h or less, are available from a short (1-
3 day) period.

(3) The resultant fields are coherent enough to allow
use of a consistency check to eliminate outliers, after
discarding those with correlation coefficients consid-
ered no different than random correlations.
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(4) The resultant fields are then averaged.

In addition, better results are found when images come
from periods when the wind has blown persistently for
several days, reducing the effects of spatially varying
surface heating and mixing. Even under these circum-
stances, absolute values of the velocity field will contain
rms errors of 0.10-0.25 m s ™!, To put this in perspec-
tive, however, it is noted that rms differences between
the ADCP and geostrophic velocities derived from data
taken on the same cruise can be as large as 0.25 m s,

These conclusions have policy implications for fa-
cilities which routinely capture and archive high res-
olution AVHRR data. Since the satellite-derived ve-
locities are best for separations of 12 h and less, these
operational centers should attempt to collect pairs of
images with short time separations, rather than a single
image on each day (a common policy). This will pre-
serve as much of the information about surface motion
as possible in the archived satellite data.
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