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Abstract—Spatiotemporal planning involves making choices at multiple locations in space over some planning horizon to maximize utility and satisfy various constraints. In Forest Ecosystem Management, the problem is to choose actions for thousands of locations each year including harvesting, treating trees for fire or pests, or doing nothing. The utility models could place value on sale of lumber, ecosystem sustainability or employment levels and incorporate legal and logistical constraints on actions such as avoiding large contiguous areas of clearcutting. Simulators developed by forestry researchers provide detailed dynamics but are generally inaccessible black boxes. We model spatiotemporal planning as a factored Markov decision process and present a policy gradient planning algorithm to optimize a stochastic spatial policy using simulated dynamics. It is common in environmental and resource planning to have actions at different locations be spatially interrelated; this makes representation and planning challenging. We define a global spatial policy in terms of interacting local policies defining distributions over actions at each location conditioned on actions at nearby locations. Markov Chain Monte Carlo simulation is used to sample landscape policies and estimate their gradients. Evaluation is carried out on a forestry planning problem with 1880 locations using a variety of value models and constraints.
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1 INTRODUCTION

A spatiotemporal planning problem is one where an agent must choose actions at multiple locations in space at each moment in time. The agent attempts to optimize actions over some time horizon based on a model of its utilities about different outcomes in the world.

As an example, the spatiotemporal planning problem in Forest Ecosystem Management [3] is to formulate a policy for deciding whether to cut trees, perform maintenance activities or leave the trees to grow in each one of thousands of locations in the forest, called cells, each year. These decisions may need to optimize economic, logistical, regulatory and ecological goals over a horizon of decades or even centuries. These goals could include improving some measure of the overall health of the forest and wildlife; maximizing the revenue from sold lumber; ensuring enough workers and machinery are available to carry out plans; adhering to government regulations; or maintaining a spatial particular pattern of harvested areas in a landscape.

We address two specific challenges that arise in spatiotemporal planning. The first challenge is that these problems often exhibit correlations across space and time which makes exact solution with traditional methods intractable. We propose using direct policy search methods and a new kind of spatial policy representation to address this complexity.

The second challenge is that in complex planning domains such as forest ecosystem management, the dynamics of the system are often best defined by sophisticated simulation models developed by domain researchers for their own purposes. Using existing simulators is challenging because they may be difficult to modify or access in an analytical form. Generating such simulations can be expensive, so we need to treat simulation data as a precious resource to be used as effectively as possible. We treat the dynamics as a black box that takes actions and states as input and provides a future state of the world as output.

A major goal of any decision support system is to focus the expertise of decision makers onto modelling their domain and defining their values rather than spending time modifying algorithms. This means focussing on modelling features which describe the important aspects of the domain for making decisions and value models which distinguish which outcomes are better than others. A decision support system can then use these features and values to search for a policy that is optimal, or at least has a high expected value. A policy in simply a function which takes as input a description of the world and outputs an action to follow or a distribution over actions. The output policy from a decision support system can serve as a suggestion to the decision maker, usually as an input into a broader process planning. Our experiments show how the specified reward model can influence the resulting policy, providing feedback to decision makers about their utilities and their possible
outcomes.

To this end we define an interpretable landscape policy which can represent spatial interdependence between locations and be used for spatiotemporal planning via policy gradient planning. This approach is flexible enough to deal with correlated actions across space as well as ‘flow constraints’ which tie together actions across time. This paper extends previous work from [13] providing a detailed derivation of the entire algorithm in the appendices. Appendix C describes and analyses in detail a novel sampling algorithm for estimating the gradient of a Markov chain represented by local parametrized conditional functions such as the cell policy used here. The experiments section includes more extensive experiments and results on the effectiveness of the algorithm in achieving a sustainable dynamic policy in comparison to a fixed harvest schedule as is commonly used in forestry.

Our approach contains three main components: a parametrized stochastic policy for defining actions at a single location in the landscape; an equilibrium landscape policy defined as the equilibrium distribution of a Markov chain defined by the local policy; and a policy gradient algorithm for sampling actions, estimating gradients and improving the landscape policy based on simulated experiences.

The algorithm is evaluated on a sustainable forestry planning problem with 1880 cells using an existing forest simulator in use by the British Columbia Forest Service.

2 Forest Ecosystem Management

This paper uses as a domain example Forestry Ecosystem Management as it is practised in British Columbia, Canada. The total areas considered for planning can range from thousands to millions of hectares. The smallest division of forest for our purposes is a cell which can range in size from 1-50 ha. A common problem instance in forestry planning would need to deal with thousands of cells. Each cell has a number of features describing the state of the forest within that cell. Some examples of commonly used features of a cell are:

- Area of cell (1-50ha)
- Volume of trees in cell (0-100,000m$^3$)
- Dominant tree species (pine, spruce, balsam)
- Presence of tree species (boolean)
- Number of trees (0-50,000)
- Dominant Tree Age (0-250 years)
- Presence or severity of pests (boolean or low/med/high)
- Elevation of cell (0-2000m)
- Bio-climatic zone (the climate classification representing the expected weather conditions in an entire region of the province)

Figure 1 shows a sample area of forest near Kelowna, BC, where the colors indicate the dominant age class of trees in the cell.

The boundaries of each cell are often chosen to enclose a region of fairly homogenous feature values. This means the size and shape of a cell can be very irregular. In the example we use, the number of adjacent neighbours to a cell can range from 2 to 30. Developing methods for defining the boundaries for cell polygons is a difficult and active area of research in its own right [11] so we assume boundary polygons are included as input with other landscape data.

There are a small set of actions available at each cell in each year. For our purposes we model binary actions where a cell can be clear-cut, which involves cutting all the trees and replanting, or no action is taken and the forest will be allowed to grow for another time period, which will be the case for the vast majority of cells. In general, other actions could be taken such as thinning of tree density, salvaging of recently dead trees or single tree treatments against pests or disease [41].

Information about the exact utilities and constraints that make up the value model of decision makers in forest management are often hard to obtain in practice as they are usually embedded in scattered reports and studies. See [9] for a good overview of some objectives used in forestry planning. Some types of constraints commonly used in forestry planning are:

- Annual Allowable Cut (AAC): The total volume cut each year may not exceed the AAC set for each region.
- Even flow constraint: The volume of timber harvested or the total forest population year to year may not vary more than some constant amount. This is an attempt to maintain a sustainable forest level both for stable revenue as well as ecological balance.
- Green-up constraint: Cells that have been recently harvested and replanted are in “green-up” phase
and may not be cut for some fixed number of years.
- **Spatial Cutting constraints**: Restrictions on the spatial arrangement of allowed cuts. This is used to limit impact on wildlife habitats and ecosystem health. (e.g., adjacent cutting constraint requiring that a cell not be cut while any of its neighbours are being cut or are in green-up).
- **Viewsheds**: Restrictions on the visibility of cuts from populated areas [2].
- **Road Access**: The areas to be harvested must have the necessary road access to carry out the plan.
- **Biodiversity age bounds**: Targets for percentage of the forest which must fall within a specified feature range such as “At most 30% of the forest be old growth” [25].
- **Connectivity constraints**: Requirement that spatially distant habitats for migrating animals have connected corridors of natural landscape [15].

The dynamics of the Forest Management process are well defined by numerous detailed simulations researchers have developed in their domain through extensive study of tree growth patterns, forest ecosystem life-cycles and the epidemiology of pests. The simulators developed by forest researchers include state features describing each cell in the forest and can model the dynamics of tree birth, growth and death, replanting of young trees after clearcutting, killing of trees by pests or fire and the spread of these disturbances over space and time.

One common use of these simulators is to allow human planners to search through different parametrizations manually and view the resulting plan. This allows them to compare outcomes for different parameters or perform sensitivity analysis on existing policies [14]. Because of this, the simulators are often not designed to be accessible programatically or as a simple analytical formula; they need to be treated as a black box of the problem dynamics. In our experiments we use the Forest Service Spatial Analysis Model (FSSAM) which is used by the British Columbia Forest Service to analyse the impact of setting AAC targets on sustainable ecological and economic goals.

## 3 Markov Decision Processes

A Markov Decision Process (MDP) [5], [31] is a tuple \((S, A, r, T)\), where:

- \(S\) is a finite set of states.
- \(A\) is a finite set of possible actions that can be taken in any time step.
- \(r: S \times A \rightarrow \mathbb{R}\) is a reward function which returns the expected immediate reward received by starting in state \(s \in S\), then taking action \(a \in A\).
- \(T: S \times A \times S \rightarrow [0,1]\) is a dynamics model which specifies the probability of transitioning from state \(s\) to state \(s'\) given action \(a\).

A trajectory \(k\) is a series of states and actions \((s^0, a^0, s^1, a^1, \ldots) \in K\). When it is not clear from context we will slightly abuse notation by using \(k\) to also index the states and actions in the \(k^{th}\) trajectory as in \(s^{k,t}\) and \(a^{k,t}\). The length of the trajectory is called the planning horizon. Since there is no particular goal state in our problem we define a discounted infinite horizon planning problem where in practice we consider only up to \(T\) steps in the future.

In forestry planning problems, the reward is often best described in the form of the total expected return, \(R(k)\), for an entire trajectory such as when we need to account for changes over time as with the even flow constraints discussed in Section 2. Thus we will define reward by the discounted return of a trajectory. This is a function, \(R: K \rightarrow \mathbb{R}\) defined as \(R(k) = \sum_{t} \gamma^t r(s^t, a^t)\) for discount factor \(\gamma \in [0,1]\) which models the fact that current rewards are worth more than future rewards.

### 3.1 Scale Considerations

#### 3.1.1 Actions

There are a small set of available actions per cell but \(A\) defines the set of all possible joint, or landscape, actions which is enormous. Consider a spatial planning problem with 1000 cells and binary actions. The number of possible landscape actions is \(2^{1000} \approx 10^{300}\). Clearly any method that relies on enumerating actions would be impractical here.

#### 3.1.2 States

The features, \(F\), defining the state of each cell describe the conditions of the forest at that location and could include any of the properties described in Section 2. Some specific features \(F\) we want to define for each cell:

- 1: Volume (100-100,000 m\(^3\)) - the total available volume of trees in the current cell
- 2: Age (0-250 years old) - the average age of the dominant group of trees in the cell
- 3: Maximum adjacent volume (100-100,000m\(^3\)) (MaxAV) - the volume of trees in the largest adjacent cell which is available for cutting
- 4: Adjacent cut flag (0,1) (AnyAdj) - true if any adjacent cell is being cut under the current landscape action

Features can model cell state information (features 1 and 2), cell state information from spatial neighbours (feature 3) and cell action information from spatial neighbours (feature 4). The third feature introduces some complexity since it requires aggregate properties to be computed for each cell. The fourth feature introduces is essentially cyclical, mutually tying simultaneous actions at multiple locations together.

As with the action-space, the state-space can quickly become impractically large. Consider a problem with 1000 cells and 10 binary features; the number of landscape states would be \((2^{10})^{1000} \approx 10^{3000}\). The complexity of the state and action spaces is one of the reasons we look to Policy Gradients for planning since this will
avoid the need to enumerate states and actions. These types of state features and actions require additional beyond traditional MDPs, this is described in detail in the next section.

3.2 Spatiotemporal Planning using Factored MDPs

The exponential number of states and actions presents challenges for representation since all the states and actions cannot be enumerated. It also presents a challenge for defining a policy with a reasonable number of parameters which can be optimized efficiently. We address both these problems using a factored representation for states, actions and policies. Each location has a state describing the conditions, an action to be taken and a policy function which defines a distribution over these actions given the local state. We begin by defining this factORIZATION formally as a factored MDP and then deal with the more challenging problem of defining truly spatial factored policies in section 4 and using those for policy gradient (PG) planning.

Let \( C \) be the set of all cells. Each cell, \( c \in C \), defines an area in the landscape. The number of cells is assumed to be finite. Let \( S \) be the finite set of states of a single cell and \( A \) the finite set of actions that can be taken in any cell. Variables denoted in bold indicate a factored state or action that contains information for each cell. We now define a factored Markov decision process \((S, A, r, T)\) where \( r \) and \( T \) are as before but we modify the state and actions definitions:

- \( S \) is \( S^C \), the set of landscape states. A particular landscape state is denoted as \( s \in S \) and the state at a particular cell \( c \) is denoted \( s_c \). A cell state, \( s_c \), is defined by a set, \( F_c \), of features.
- A feature is a function \( f_e(a_{-c}, s) : C \times A \times S \rightarrow [0,1] \).
- \( A \) is \( A^C \), the set of landscape actions. A particular landscape action is denoted as \( a \in A \) and the action at a particular cell \( c \) is denoted \( a_c \in A \).

The factored form of this MDP is similar to other factored models such as the factored MDP described by [8] as well as the multi-agent factored MDP in [17].

3.3 Solving Factored MDPs with Policy Gradient Planning

Solving an MDP generally involves finding a policy that maximizes the expected value .

\[
V^\pi(s) = \mathbb{E}_{\pi} \left[ R(k) \right]
\]  

where \( \pi \) is a stochastic policy and the dynamics model we can express the probability of a trajectory as:

\[
p(k|\theta) = p(s^0) \prod_{t=1}^{T} T(s^t|s^{t-1}, a^{t-1}) \pi(a^{t-1}|s^{t-1}, \theta)
\]

We want to look at problems where the reward is only available after the entire trajectory is complete, so we have \( R(k) \) but not \( r(s^t, a^t) \). To achieve this, the value function from (1) can be restated as

\[
V^\pi = \sum_{k \in K} p(k|\theta) R(k)
\]

where \( K \) is the set of all possible trajectories for the fixed start state \( s \).

From the value function in equation (3) we can see that:

\[
\nabla \theta V^\pi = \nabla \theta \sum_{k \in K} p(k|\theta) R(k)
\]

\[
= \sum_k p(k|\theta) \nabla \theta \log p(k|\theta) R(k)
\]

using the fact that \( \nabla f(x) = f(x) \nabla \log f(x) \).
Next we need to compute the gradient of the trajectory probability from (2), \( \nabla_{\theta} \log p(k|\theta) \) which can be simplified as

\[
\nabla_{\theta} \log p(k|\theta) = \\
\nabla_{\theta} \log p(s_0) + \nabla_{\theta} \sum_{t=1}^{T} \log \pi(a^{k,t}|s^{k,t-1}, \theta) \\
+ \nabla_{\theta} \sum_{t=1}^{T} \log \pi(a^{k,t-1}|s^{k,t-1}, \theta) \\
= \sum_{t} \nabla_{\theta} \log \pi(a^{k,t}|s^{k,t}, \theta)
\]

(5)

since the probability of the initial state and the transition dynamics do not depend on the policy parameters, so the gradient of these terms is zero.

The final gradient of the value function is thus:

\[
\nabla_{\theta} V^\pi = \sum_{k \in K} p(k|\theta) R(k) \sum_{t} \nabla_{\theta} \log \pi(a^{k,t}|s^{k,t}, \theta) \approx \frac{1}{|K|} \sum_{k \in K} R(k) \sum_{t} \nabla_{\theta} \log \pi(a^{k,t}|s^{k,t}, \theta)
\]

(6)

(7)

where a set \( K \subseteq \mathcal{K} \) of sampled trajectories is used to estimate the expected value.

The basic PG algorithm proceeds as follows: the inputs are an initial state \( s^{0} \), a transition model \( T \) and initial policy parameters \( \theta \). The algorithm proceeds with two interacting processes which are iterated until convergence of the gradient or some maximum time is reached. The first process repeatedly generates new trajectories \( k \) using the current policy parameters \( \theta \) and computes the new gradient \( \nabla_{\theta} V^\theta \). The second process updates the latest gradient to update the policy parameters:

\[
\theta' = \theta + \lambda \nabla_{\theta} V^\theta
\]

(8)

where \( \lambda \) is a learning rate that controls the size of the policy update steps. These steps can be carried out alternatively or in parallel. PG planning can be shown to converge to locally optimal policies[38] but generally performs well globally if the initial policies are reasonable.

One problem that arises in PG planning is the high variance of the gradient estimate based on a small number of trajectory samples. There are various methods used to reduce this variance, one of the most robust of which is the Natural Actor-Critic algorithm[28], [34] which is the basis of our approach. The algorithm follows the natural gradient[1] of the policy which has been shown to minimize the variance when updating the policy.

4 FACTORED SPATIAL POLICIES

The remaining challenge now is to define a stochastic policy representation which can model all the types of features from section 3.1.2 including the cyclical fourth type where actions at one location are relevant to actions at other locations at the same timestep. We would also like the policy to use a relatively small number of parameters so it can be initialized and interpreted by humans users and that is appropriate for optimizing using PG planning. We achieve this by extending the stochastic policy defined previously into a policy with two parts, a cell policy and a landscape policy, in order to correspond with the spatial structure of the domain.

A cell policy, \( \pi_c(a|a_{-c}, s, \theta) \), is a causal distribution over the actions at cell \( c \) conditioned on the landscape state \( s \), actions at all other cells \( a_{-c} \in A \) and parameters \( \theta \). Intuitively, \( \pi_c \) models the probability the agent would choose action \( a \) in cell \( c \) if \( c \) were the last cell to be decided, after the actions for all other cells. The actions for other cells are set as interventions rather than observations. Using Pearl’s causal notation [27] this would be written as \( \pi_c(a|do(a_{-c}), s, \theta) \), see Chapter 5 of [12] for further discussion of this.

A local cell policy will be defined as a log-linear distribution where the features can model the cyclic dependency of an action at one location on the actions at other locations. Using the local features for a cell and the policy parameters for each feature and action we can define a potential function for each cell:

\[
\psi(a, a_{-c}, s, \theta) = \sum_{f} \theta[f, a] f_c(a_{-c}, s)
\]

(9)

This potential function is then used to define a distribution over actions for a single cell as a log-linear distribution:

\[
\pi_c(a|a_{-c}, s, \theta) = \frac{\exp(\psi(a, a_{-c}, s, \theta))}{\sum_{b \in A} \exp(\psi(b, c, a_{-c}, s, \theta))}
\]

(10)

The policy is spatially stationary since the same parameters are used across all cells and each cell depends on the states and actions of its surroundings using the same function. The identity of the cell is not used in policy parameters.

4.1 The Landscape Policy

A landscape policy is a distribution over the joint actions taken at all locations in the landscape. In order to define a meaningful landscape policy we need to understand how the cell policies interact. The cell policy \( \pi_c \) is a cyclic definition with each cell depending on the actions at other cells. Thus, (10) does not directly define a conditional distribution of an action at a cell given the distribution of actions at other cells. One natural interpretation of a cyclic system such as this is as the equilibrium of a Markov chain [36].

Given a sample ordering, a total ordering of the cells, a Markov chain can be induced from the cell policy. Let sampled landscape actions at step \( \tau \) of the Markov chain be indexed\(^1\) as \( \alpha^{\tau} \). During each step, new actions are sampled for each cell according to the sample ordering.

\(^1\) Throughout this section we use \( \tau \) to denote a sampling step in a Markov chain; this is not to be confused with \( t \) which refers to a time period during a planning process.
using equation (10). When the action for cell \( c \) is being sampled, the actions for all other cells are fixed to their most recently sampled values. The actions at all other cells \( a_{\omega}^{\tau} \) are split into two partitions, \( a_{\omega}^{\tau} = a_{\omega}^{\tau-1} \cup a_{\omega}^{\tau+1} \), based on the sample ordering.

In terms of the Markov chain being sampled, the definition of the single-step transition between any two particular landscape actions \( a^{\tau-1} \) and \( a^{\tau} \) is:

\[
p_1(a^{\tau-1}, a^{\tau}) = \prod_c \pi_c(a_c^{\tau}|a_{\omega}^{\tau-1})
\]

For analysis, the probability, in the equilibrium distribution, of reaching \( a^{\tau} \) can be expressed as the expected probability of transitioning to \( a^{\tau} \) in one step from any other landscape action:

\[
\Pi(a^{\tau}) = \mathbb{E}_{a^{\tau-1} \in A} \left[p_1(a^{\tau-1}, a^{\tau})\right] = \sum_{a^{\tau-1} \in A} \Pi(a^{\tau-1})p_1(a^{\tau-1}, a^{\tau})
\]  

Since we are interested in the action at end of the chain rather than the beginning, we define the chain extending backwards from the final sampled action \( a^{\tau} \) rather than forward from some start state. The \( \kappa \)-step transition probability, ending in step \( \tau \), is defined recursively as:

\[
p_k(a^{\tau-k}, a^{\tau}) = \sum_{a^{\tau-k+1} \in A} p_1(a^{\tau-k}, a^{\tau-k+1})p_{k-1}(a^{\tau-k+1}, a^{\tau})
\]

where \( p_0(a^{\tau}, a^{\tau}) = 1.0 \). Using this \( \kappa \)-step transition, the equilibrium probability in (13) can be extended back \( \kappa \) steps from \( a^{\tau} \):

\[
\Pi(a^{\tau}) = \mathbb{E}_{a^{\tau-k}} \left[p_k(a^{\tau-k}, a^{\tau})\right]
\]

The probabilities in (14) are all non-zero and all landscape actions have a non-zero probability of being sampled at each step, thus this Markov chain is ergodic. Ergodic Markov chains are guaranteed to converge to a unique equilibrium distribution as the length of the chain goes to infinity [10]. This is because as the length of this chain becomes longer, the probability of the starting point \( a^\omega \) becomes irrelevant.

The equilibrium can be defined solely by the limit of transition probabilities as the length of the chain ending in \( a^\tau \) grows to infinity:

\[
\Pi(a^{\tau}) = \lim_{\kappa \to \infty} p_k(a^{\tau-k}, a^{\tau})
\]

### 4.2 Estimating the Equilibrium Distribution

For the purposes of sampling and estimating the gradient we will sometimes need an estimator of the equilibrium distribution. The conditional probabilities, \( \pi_c(a^{\tau}|a_{\omega}^{\tau-k}) \), of the most recently sampled actions can be used to produce an empirical estimator for the marginal distribution over the actions at a single cell \( a_c \), summing the Gibbs counts for each action over \( M \). To improve stability we additionally use a simple form of Rao-Blackwellization [32] by weighting the samples by their conditional probability over some number of previous step ancestors for cell \( c \). The complexity of this algorithm, sampleStepGibbs, is \( O(CM) \) since it makes an update to each cell and this is performed for \( M \) samples.

### 5 Gradient of the Equilibrium Policy

Using an equilibrium landscape policy for planning will require the gradient of the equilibrium landscape policy with respect to the policy parameters. The gradient of the equilibrium landscape policy can be derived from equation (13) to yield the following result (see Appendix A for a full derivation):

\[
\nabla_\theta \Pi(a^{\tau}) = \sum_{a^{\tau-\omega}} \nabla_\theta \Pi(a^{\tau-\omega})p_\omega(a^{\tau-\omega}, a^{\tau}) + \sum_{k=1}^{\omega} \sum_{a^{\tau-k+1}} \nabla_\theta \Pi(a^{\tau-k+1})p_{k-1}(a^{\tau-k+1}, a^{\tau})
\]  

The gradient of a policy describes how a small change in the policy parameters would impact the probability of a given action under the policy, in this case the action \( a^{\tau} \), sampled after \( \tau \) steps of a Markov chain. The first component of (16) describes how a change in the parameters would affect the probability of each landscape action \( \omega \) steps back in the chain, weighted by the probability of reaching \( a^{\tau} \) from that action after \( \omega \) steps. The second component describes how a parameter
change would affect each transition in each chain, for chains of lengths 1 to \( \omega \) that end up at the landscape action \( a^r \).

Using (15), the first component vanishes as the length, \( \omega \), of the chain increases to \( \infty \):

\[
\lim_{\omega \to \infty} \sum_{a^r} \nabla_\theta \Pi(a^r) p_\omega(a^r, a^r) = \sum_{a^r} \nabla_\theta \Pi(a^r) \Pi(a^r)
\]

\[
= \Pi(a^r) \sum_{a^r} \nabla_\theta \Pi(a^r) = 0
\]

Thus, the first term in (16) can be removed, leaving the following approximation for finite \( \omega \):

\[
\nabla_\theta \Pi(a^r) \approx \sum_{a^r} \Pi(a^r - \kappa) \sum_{a^r - \kappa + 1} \nabla_\theta p_1(a^r - \kappa, a^r - \kappa + 1) p_{\kappa-1}(a^r - \kappa + 1, a^r)
\]

(17)

5.1 Gradient of the Cell Policy

The remaining term needed to estimate the gradient in (17) is the gradient of the one-step transition probability, \( \nabla_\theta p_1(a^r, a^{r+1}) \), for some pair of consecutive samples in the Markov chain. This is done by working out the gradient with respect to a particular policy parameter \( \theta(\alpha, f) \) of the log transition model (see Appendix B for a full derivation):

\[
\nabla_\alpha \theta \log p_1^\theta(a^{r-1}, a^r) = \sum_c \nabla \alpha \log \pi_e(a_c | a_{c-1}, s, \theta)
\]

\[
\sum_c g(a_c, \alpha, a_{c-1}, s, \theta) f_c(a_{c-1}, s) = 0
\]

(18)

where

\[
g(a_c, \alpha, a_{c-1}, s, \theta) = \begin{cases} 1 - \pi_e(a_c | a_{c-1}, s, \theta) & \text{if } \alpha = a_c \\ -\pi_e(a_c | a_{c-1}, s, \theta) & \text{if } \alpha \neq a_c \end{cases}
\]

5.2 The Combined Gradient

The gradient of the landscape policy \( \nabla_\theta \Pi(a^r) \) from equation (17) can now be derived using \( \nabla f(x) = f(x) \nabla \log f(x) \) on the gradient from (26).

\[
\nabla_\theta \Pi(a^r) \approx \sum_{a^r - \kappa} \sum_{a^r - \kappa + 1} \Pi(a^r - \kappa) \sum_{a^r - \kappa + 1} p_{\kappa-1}(a^r - \kappa + 1, a^r) \nabla_\theta p_1(a^r - \kappa, a^r - \kappa + 1)
\]

\[
= \sum_{a^r - \kappa} \sum_{a^r - \kappa + 1} \Pi(a^r - \kappa) \sum_{a^r - \kappa + 1} p_{\kappa-1}(a^r - \kappa + 1, a^r) \times
\]

\[
\times \nabla_\theta \log p_1^\theta(a^r - \kappa, a^r - \kappa + 1)
\]

\[
= \sum_{a^r - \kappa} \sum_{a^r - \kappa + 1} \Pi(a^r - \kappa) \sum_{a^r - \kappa + 1} p_1(a^r - \kappa, a^r - \kappa + 1) \nabla_\theta \log p_1^\theta(a^r - \kappa, a^r - \kappa + 1)
\]

\[
= \sum_{a^r - \kappa} \sum_{a^r - \kappa + 1} \sum_{c \in C} g(a_c, \alpha, a_{c-1}, s, \theta) f_c(a_{c-1}, s)
\]

(19)

5.3 Estimating the Gradient

Since the distribution \( \Pi(a) \) is unknown, (19) cannot be computed directly but this gradient can also be expressed as an expectation over paths of all lengths of Markov chain up to \( \omega \):

\[
\nabla_\theta \Pi(a^r)
\]

\[
\approx \sum_{\kappa=1}^\omega \mathbb{E}_{a^r - \kappa \to a^r} \left[ \sum_{c \in C} g(a_c^{\kappa+1}, \alpha, a_{c-1}^{\kappa+1}, s, \theta) f_c(a_{c-1}^{\kappa+1}, s) \right]
\]

(20)

where \( \mathbb{E}_{a^r - \kappa \to a^r} \) indicates an expectation over all paths of length \( \kappa \) ending in \( a^r \). An approximation algorithm, \( \text{gradEstimate} \) using stochastic simulation can be used to perform this estimation (20). \( \text{gradEstimate} \) runs a single Markov chain of length \( \omega \) and collects statistics for each state and action encountered to estimate its likelihood as well as using the conditional probabilities to compute the local policy gradients for \( g(.) \) in (20). The complexity of a single gradient estimate using this algorithm is \( O(\omega C + \omega^2) \). The algorithm is described more fully in Appendix C.

6 THE EQUILIBRIUM POLICY GRADIENT PLANNING ALGORITHM

The Equilibrium Policy Gradient (EPG) algorithm, shown in Figure 9, is a policy gradient planning algorithm that brings together the components for policy sampling, gradient estimation and simulation.

The algorithm receives as input: \( s^0 \), an initial landscape state; \( h \), the number of top trajectories to use for computing the gradient; and two functions:

- \( \text{sampleSimPlanner} : S \times \Theta \to K \) - an episodic simulator which takes an initial landscape state \( s \in S \) and a set of policy parameters \( \theta \in \Theta \). The function returns a trajectory \( k \in K \), generated from the set of all possible trajectories \( K \), using the provided transition model \( T(s^t, a^t, s^{t+1}) \). At each time period, a sample landscape action is acquired from the landscape policy \( \Pi(a | s, \theta) \) using the \text{sampleStepGibbs} algorithm.

- \( R : K \to \mathbb{R} \) - a reward function returning the expected, discounted reward for a trajectory \( k \in K \).

Initially, the set of trajectories \( K \) is empty and the policy parameters \( \theta \) are set to some random values or they can be biased towards a reasonable starting policy if one is known.

The algorithm involves two stages that are iterated until some termination condition is satisfied, such as convergence of the policy, maximum desired runtime or solution quality. In stage I of EPG, a new trajectory is simulated using \text{sampleSimPlanner} and the resulting trajectory \( k \) is stored to the trajectory history \( K \).

Stage II first selects a subset of the current trajectories to use for computing the gradient. \text{topTrajectories}
Algorithm: EPG($s_0, h, \text{sampleSimPlanner}, \mathcal{R}, \mathcal{M}, \omega$)

\begin{align*}
K = \emptyset; & \quad \theta = [\text{random}]^{F \times A}; & G_\theta = [0]^{h \times |\theta|} \\
\text{repeat} & \quad k = \text{sampleSimPlanner}(s_\theta, \theta, \mathcal{M}) \{\text{Stage I}\} \\
& \quad K = K \cup k \\
& \quad H = \text{topTrajectories}(K, \mathcal{R}, h) \{\text{Stage II}\} \\
& \quad \text{for all } k \in H \text{ do} & \quad \text{gradEstimate} (s_{k,t}^{k,t}, a_{k,t}^{k,t}, \theta, \omega) \\
& \quad \quad [\delta \theta | V^T] = \text{naturalGradient} (G_\theta, \mathcal{R}(H)) \\
& \quad \quad \theta = \theta + \lambda \delta \theta \\
& \quad \text{end for} \\
& \quad \text{until termination condition reached} \\
& \quad \text{return } \theta
\end{align*}

Fig. 3. Pseudocode for the Equilibrium Policy Gradient algorithm.

chooses the $h$ trajectories in $K$ with the highest reward; the set $H$ stores this history. gradEstimate then estimates the gradient of the policy over all trajectories in $H$ with respect to the current policy parameters $\theta$.

The gradient for each trajectory is essentially estimating to what degree a change to each parameter in $\theta$ would influence the likelihood of generating the trajectory $k$ again. The natural gradient[1] is a more efficient direction to follow than the gradient as it represents the steepest descent direction with respect to the variance of the policy. Thus, by following the natural gradient the value of the policy is being maximized in a way that minimizes the variance of the gradients estimated from multiple sampling runs[28]. The naturalGradient function computes the natural gradient of the value function as shown in [34] using the raw policy gradients $G_\theta$ for each trajectory weighted by the reward received for each of those trajectories.

Finally, the policy is updated by $\delta \theta$, weighted by a learning rate $\lambda$. The overall effect of the planning algorithm is to alter the policy to make the good trajectories more likely and the bad trajectories less likely; this produces a policy more likely to generate high value trajectories.

6.1 Complexity

At a high level the EPG algorithm has two stages: sampling a new trajectory using the current policy and updating the policy based on the natural gradient of previously sampled trajectories. For a planning run with $K$ iterations, using a history of size $h$ to estimate the gradient, the complexity of EPG in terms of these two stages is:

\begin{align*}
O(\text{EPG}) &= K(O(I)) + Kh(O(II)) \\
O(I) &= O(\text{sampleSimPlanner}) \\
O(II) &= O(\text{gradEstimate}) + O(\text{naturalGradient})
\end{align*}

In more detail, the EPG algorithm is composed of three functions with the following complexities:

\begin{align*}
O(\text{sampleSimPlanner}) &\propto T(Z + MCAF) + \mathcal{R} \\
O(\text{gradEstimate}) &\propto T(\omega C + \omega^2) \\
O(\text{naturalGradient}) &\propto (FA)^2 h + \frac{(FA)^3}{3}
\end{align*}

where $Z$ is the complexity of a single step of the domain simulator.

This makes the full complexity of EPG:

\begin{align*}
O(\text{EPG}) &= KhT\omega^2 + KhT\omega C + Kh^2(FA)^2 + \\
& \quad Kh \left( \frac{(FA)^3}{3} \right) + K(T(Z + MCAF) + \mathcal{R})
\end{align*}

Note that this complexity could be improved by running different parts of the algorithm in parallel since Stage I can be run independently of Stage II and Stage II can just use the most recent trajectory history generated by Stage I. However one element beyond our control is the dependence on $Z$ the speed of the external simulator.

7 Evaluation

We evaluated the EPG algorithm on a forestry planning problem, considering the goal of finding regular forest and harvest levels that can be sustained over decades without compromising overall forest health. A sustainable harvest level maintains a healthy forest ecosystem while providing a relatively steady harvest volume over time. While harvest targets do not need to be completely uniform year to year, it is undesirable to have large downward or upward trends in either the volume harvested or the overall size of the forest. These targets correspond to the even flow constraint discussed in Section 2. Using the EPG algorithm these targets are defined by three different reward models.

7.1 Reward Models

This evaluation looks at applying an even flow constraint on two different volume measures: the harvested forest volume which is the amount cut each year in m$^3$, denoted HarvestVolume, with a mean value of $\mu_H$; and the available forest volume, which is the total volume of forest that is available for cutting each year, denoted AvailVolume, with a mean value of $\mu_{AV}$. The available forest excludes parts of the forest that are under ecological protection and areas that are still too young to be cut.

Each reward model also provides positive reward for the total harvested volume and has a spatial constraint penalizing adjacent cutting. For each cell, AdjCut is 1 whenever in the current landscape action the cell $c$ is cut and some adjacent cell is also cut, indicated by the AnyAdj feature for $c$ being true. The adjacency penalty AdjPen is the average over all timesteps of the sum of AdjCut for all cells.
The reward models penalize deviation from two possible even-flow targets: one target is the total available volume of the forest and the other target is the amount of timber harvested. Deviation from an even flow target is defined as the sample standard deviation from the mean of the target value:

\[
\text{AvailableDev} = \sqrt{\frac{1}{T} \sum_{t} (\text{AvailVolume}_t - \mu_{AV})^2}
\]

\[
\text{HarvestDev} = \sqrt{\frac{1}{T} \sum_{t} (\text{HarvestVolume}_t - \mu_H)^2}
\]

The three reward functions are defined on an entire trajectory \( k \):

\[
\text{HVR}(k) = \mu_H - (\text{HarvestDev} \times w_H) - \text{AdjPen}(a^k, Ls^k) \times w_{ADJ}
\]

\[
\text{AVR}(k) = \mu_H - (\text{AvailableDev} \times w_{AV}) - \text{AdjPen}(a^k, Ls^k) \times w_{ADJ}
\]

\[
\text{HAVR}(k) = \mu_H - (\text{AvailableDev} \times w_{AV}) + \text{HarvestDev} \times w_H - \text{AdjPen}(a^k, Ls^k) \times w_{ADJ}
\]

where the constants \( w_{AV} = .3, w_H = 1 \) were set through trial and error to adjust for the different scales between the available and harvest volumes. The constant \( w_{ADJ} = 500 \) is set to make one adjacent cut violation roughly equivalent to one standard deviation from the mean harvested volume.

- Harvest Volume Reward (HVR) - penalizes irregular harvest volumes over time
- Available Volume Reward (AVR) - penalizes irregular available volume of the forest over time
- Harvest and Available Volume Reward (HAVR) - penalizes both irregular harvest and available volumes over time

7.2 Experimental Setup

There are 1880 cells in the forest model we are using and the planning horizon will be 100 years, which allows enough time for regrowth of trees cut early on. Actions will be binary, \( A = \{\text{Cut}, \text{NoCut}\} \), where Cut removes all trees and replants new trees and NoCut puts off any activity for this year.

A sustainable policy will need to cut relatively little each year compared to the size of the available forest. So, the initial policy is set to a uniform weighting of all features biased to a low cut level starting off cutting a small number of cells out of 1880 in the first sample. This is done by setting all the weights uniformly to \( \theta[f, \text{Cut}] = 0.0 \) and the weights \( \theta[f, \text{NoCut}] = 5.0 \) for all features \( f \in F \). This is important as policy gradient methods work best when they start with reasonable policies. These settings were determined through trial and error by looking at simulations of different initial policy settings.

All experiments were carried out on a Quad-Core Intel i5 2.66GHz machine with 3GB of RAM. All planning and sampling code was written in Python 2.6 while the forestry simulator and connecting code was written in Java 5.

Each value model was run for ten policy update iterations and the policy that achieved the highest value was used. To save computation, the algorithm consults the top 5 stored trajectories in addition to the most recently generated trajectory so that 6 trajectories are used for computing the gradient at any time, that is \( h = 6 \).

7.3 Analysis

We analyse the behaviour of the algorithm by looking at a set of typical policies resulting from using each of the value models. The policies will be referred to as AVR, HVR, HAVR and HAVR-High. The first three policies were generated after about 30 hours of runtime using 500 MCMC steps for each action sample and 10 gradient update steps running the gradient estimation algorithm for 70 samples. The policy HAVR-High shows a typical result from a longer run where more time is given for estimating the gradient at each step, using 500 MCMC steps; this run took 180 hrs to run.

Figure 4 shows the volumes actually harvested under the four policies. The first thing we notice is that the harvest level for all four policies are quite irregular. Some variation in yearly harvest is unavoidable since the policies are not specifying partial cuts of cells and the number of cells being cut is quite small, in the range of 5 to 30 cells at each time step. So there are only so many discrete harvest levels that are available. Also, for all policies but HVR, which has the lowest harvest variance by far (see table 1), variance of the
TABLE 1

<table>
<thead>
<tr>
<th>Policy Under Value Model</th>
<th>std(Harvest)</th>
<th>std(Available Forest)</th>
<th>Total Harvest Volume (m$^3$)</th>
<th>Mean Yearly Harvest (m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVR</td>
<td>18,065</td>
<td>411,085</td>
<td>1,208,827</td>
<td>12,088</td>
</tr>
<tr>
<td>HVR</td>
<td>14,422</td>
<td>248,920</td>
<td>1,751,652</td>
<td>17,517</td>
</tr>
<tr>
<td>HAVR</td>
<td>20,309</td>
<td>224,212</td>
<td>2,923,499</td>
<td>29,235</td>
</tr>
<tr>
<td>HAVR-High</td>
<td>46,699</td>
<td>212,070</td>
<td>3,973,170</td>
<td>50,986</td>
</tr>
</tbody>
</table>

Each reward model results in a harvest policy, shown are the standard deviation from the mean for the harvest and available forest flows, total volume harvest over 100 years and the mean yearly available forest volume.

Comparing the behaviour of the three reward models to each other recall that the difference between the three models is the penalty applied for deviation from an even flow for the harvest level or the available forest level. Both the AVR and HVR value models tend to find very low cutting policies while searching for an even flow. The two HAVR policies, shown in Figure 4(b), are optimizing both harvest flow and available forest flow, so it is not surprising they have less regular harvest levels than HVR alone.

Comparing the learned policies to each other we see that HVR has a more regular available volume profile than AVR even though AVR penalizes deviation from irregular available flow (see Table 1). In fact, the AVR policy does worse than all the other policies at achieving a regular available forest flow. We find in general that AVR performs very erratically. This may be because it has no incentive to produce a regular harvest level and needs to search through a larger space of policies, leading to the more irregular behaviour.

The HAVR and HAVR-High policies achieve similar reward values under the HAVR value model. HAVR-High has a slightly higher reward than HAVR despite having a much more irregular harvest level. The penalty for deviation from the even flow harvest constraint is compensated for by having a more regular available forest level and by cutting significantly more trees over the 100 years than the HAVR policy (see Table 1). HAVR-High performs a very large harvest approximately every 40 years, which corresponds roughly with the time for some trees to grow to maturity in this simulation. The value gained from an increase in the total volume harvested and high regularity of the available forest for most of the period compensates for the penalties incurred for deviating from an even harvest flow.

These results emphasize the importance of having a good value model in order to get meaningful results from an automated planning system. The policies shown here are trying to balance three signals from their value models: the value gained from harvesting trees, a penalty on irregular cutting and a penalty on irregular available forest level. How these three components are weighted will influence which kinds of policies achieve higher rewards. For example, if regular harvest flow was weighted more strongly, then HAVR may well dominate policies like HAVR-High while improving the policy. Thus, the implications of each component of a value model should be considered carefully. The EPG algorithm could be a useful tool for planners to use to improve their value model by seeing the ramifications of carrying through with policies that optimize to those values.
TABLE 2
Initial parameter settings for and final policy parameters of the four learned policies.

<table>
<thead>
<tr>
<th>Action</th>
<th>Age Max AV</th>
<th>AnyAdj Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cut</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>NoCut</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Cut</td>
<td>-3.17</td>
<td>-0.41</td>
</tr>
<tr>
<td>NoCut</td>
<td>8.22</td>
<td>5.42</td>
</tr>
<tr>
<td>Cut</td>
<td>-4.17</td>
<td>0.04</td>
</tr>
<tr>
<td>NoCut</td>
<td>9.68</td>
<td>4.98</td>
</tr>
<tr>
<td>Cut</td>
<td>-1.55</td>
<td>-1.98</td>
</tr>
<tr>
<td>NoCut</td>
<td>7.82</td>
<td>6.97</td>
</tr>
<tr>
<td>Cut</td>
<td>-11.88</td>
<td>-3.78</td>
</tr>
<tr>
<td>NoCut</td>
<td>15.27</td>
<td>9.05</td>
</tr>
</tbody>
</table>

8 INTERPRETATION AND USAGE OF POLICY

One of the goals for spatiotemporal planning tools discussed in the introduction is to enable policy makers to focus on modelling their problem and values rather than on algorithm design and to be able to interpret a policy to understand why it is suggesting particular actions.

The parameters of these spatial policies can be interpreted directly given a causal interpretation of the conditional distributions of the local cell policies. Table 2 shows the final policy parameters for the AVR, HVR, HAVR and HAVR-High policies. Recall that each parameter is a weight in the cell-policy from Equation (10). Each weight describes the correlation between the value of the feature at a cell and the probability of taking the associated action at that cell. The features for a cell can include spatial features which use information from other cells in the landscape. Thus, the parameters describe a local cell policy given that the actions for all other relevant locations have already been decided. Negative parameters indicate that the feature is negatively correlated with the action. All else being equal, as the value of a feature \( f \) goes up, the probability of an action \( a \) goes up in proportion to \( \theta[f,a] \) when \( \theta[f,a] > 0 \) and the probability of an action \( a \) goes down in proportion to \( \theta[f,a] \) when \( \theta[f,a] < 0 \). For example, the AVR and HAVR policies strongly favor cutting less for cells with larger volume. This would favor cutting smaller cells and cutting less overall. The more aggressive policy optimized for HAVR-High, on the other hand, has a high correlation between cutting and volume so it targets large cells. The age parameters are all low which means the policy tends to cut less as the age of the trees increases. This could be influenced by the particular feature values of the landscape we are using or the tradeoffs needed over time to maintain the forest. The HAVR-High policy most dramatically targets younger which could lead to a more uniform forest age makeup which helps to produce the very uniform forest population. Further work needs to be done on how to properly analyze parameters given the underlying data.

The map in Figure 6 shows another example of a way to visualize a policy. This map shows the cells cut under the HAVR-High policy; cells cut in each ten-year period have the same color. A policy maker could look at these maps to get an idea of what each policy does over time and to refine their value model or explore specific sets of actions in simulation or submitted into an interactive planning tool. Richer visualizations for these kinds of policies are an open area of future research.

9 RELATED WORK

One of the broad goals of this research has been to find ways to use technology to free decision makers to think more about values rather than optimization methods. There is a vast literature on optimization methods in Artificial Intelligence, Operations Research and other fields to choose from. When choosing an optimization algorithm to use for a spatiotemporal problem, one of the difficult computational trade-offs to consider is between the number of locations where actions must be taken and the correlation between the actions at those locations. Figure 7 attempts to capture in an informal map the relative applicability of some common optimization methods to large spatiotemporal planning problems along this trade-off. Distance from the top indicates
Fig. 7. Informal map of relative power of some common optimization algorithms on spatiotemporal planning problems. Assuming a fixed statespace size the algorithms are mapped out qualitatively according to their relative ability to solve problems with an increasing number of locations (vertical) and the amount of correlation there is between actions due to spatial constraints, rewards and dynamics (distance from either line). Note that for a single location correlation between actions is meaningless and the total number of actions in the MDP increases exponentially as C increases down the graph.

This section discusses the field of Reinforcement Learning (RL) which deals with finding optimal policies from experience by iteratively improving an estimate of a value model for visiting any state and taking any actions under the current policy which is itself generally derived from the current value model. In this formulation the action is the full joint action taken at all locations or by many agents and thus any complex relationships between locations, action and states is expressed in the value model. Unfortunately the size of this full value model is exponential in the number of locations in spatiotemporal planning problems.

Our approach falls into the class of direct policy search methods which further abstract the action via a parametrized policy function. This policy is optimized through gradient descent of the parameters of the policy weighted against the value obtained when acting under that parametrization. Another popular such method is genetic algorithms (GA). Genetic algorithms have been looked at in forestry and while they can handle some spatial constraints they are very slow since they lack gradient information and are guiding their search towards the goal of “reproductive robustness” of the policy parameters as well as optimality.[30]

The reward functions that we define here include a flow constraint which has similarities to the mean-variance performance measures discussed by Manor and Tsitsiklis in [24]. They showed that optimizing MDPs for such problems is NP-hard as it requires a model of the history. The EPG algorithm can function in this domain by directly improving the policy and by using stored trajectories. Further research needs to be done into how these results impact planning in sustainability domains where such performance measures are common.

9.1 Factored Planning Approaches

There are many different approaches to research on factored MDPs. [18] defines a multi-agent factored MDP which distributes actions to many agents and models each agent’s contribution via local value functions using a graphical coordination graph to model interaction between agents. This has a similar structure to our model, although we do not represent full value functions explicitly. In [19] a model-based reinforcement learning approach for solving factored MDPs is demonstrated that performs very well against other algorithms. However, it requires exact inference on the value function, so it is limited to small problem sizes.
[26] describes a method for compactly representing the value function (Q or V) in RL problems that very efficiently represents states and using this value function during learning. Their method uses a small MDP that can be solved exactly, they describe some ways to scale it which could be promising.

[16] compares a number of LP and RL approaches on forestry planning problems using a factored MDP model called Graphical MDPs. They point out the need for scalable, model-free planning methods which can take advantage of existing simulators for natural resource planning problems. Our approach attempts to address this need without requiring extensive domain knowledge to engineer an efficient problem representation.

A Cellular Automata approach to forestry planning is presented in [25] that uses local optimization to find a single, approximately optimal plan in the presence of spatial constraints. This approach uses local conditioning on actions as we do but EPG does not attempt to coordinate actions between locations beyond this.

10 Conclusions and Future Work

The EPG planning algorithm presented here demonstrates a useful way to perform approximate planning for exponentially large spatiotemporal planning problems. Planning in these problems has, in the past, often been restricted either to very small sizes or has required strong assumptions of independence between action locations. EPG can provide a way to balance off these two extremes and find approximate solutions to very large problems in a feasible manner.

Our method can learn an improved policy in the presence of a non-local value model and use an external simulation for its transition dynamics. An equilibrium landscape policy is defined as a Markov chain where local, causal policies centred on each cell provide the transition dynamics. Gibbs sampling is used to sample landscape actions from this distribution and provide estimates of the marginal distribution for each cell. A single Markov chain can be used to approximate the gradient of this policy, on each stored trajectory, for use in a Natural Actor Critic planning algorithm. This approach of defining a spatial stochastic policy as an equilibrium distribution which is then optimized using policy gradients is a novel one for spatiotemporal planning as far as we are aware.

EPG learns policies that account for spatial correlations amongst actions using a small number of parameters. It produces sustainable harvest policies in a harvest simulation by balancing conflicting components in the value model. Used on a larger scale these kinds of policies could provide insight for policy makers into the relationship between different cutting strategies and sustainability of the forest. For the Forest Ecosystem Management community our approach suggests a way towards richer modelling and planning than is currently the norm. However, in order to be widely usable a number of other advances will be needed, which provides challenges for Computer Science research.

Automated spatiotemporal planning for sustainable ecosystem and resource management problems is still a wide open area and holds many exciting research challenges. Nonstationary policies that adapt over time or have independent components in different epochs are needed to deal with climate change and fluctuating regulations. One way to achieve this is through a hierarchical policy modelled as a general set of parameters applied to all cells and more specific parameters defined for any subset of cells based on their features.

Another challenging and largely unexplored area is how to represent spatial policies in a way that is interpretable and useful. The policy parameters θ of our policy can be interpreted as weights relating features and actions. But richer methods will be needed as the complexity of policies and the size of problems grow.

In terms of performance, a major advantage of direct policy search algorithms such as EPG is that they are easy to parallelize. Stages I and II in the EPG algorithm can be carried out independently, each using the latest output from the other. Stage I can even be run in multiple parallel processes, simulating many trajectories, while Stage II computes the gradient relative to the currently available history.

Further performance gains may come from considering parallelization during sampling. For example, blocking could be used as described by Besag[6] to partition cells into independent sets. Gibbs sampling would proceed on the partitions, conditioning all cells in the current partition on the actions for cells in all other partitions. The cells within a partition can all then be sampled in parallel. Parallel sampling of these partitions could lead to significant performance gains since sampling time is one of the dominant sources of complexity of EPG coming from both the trajectory simulation and gradient estimation stages of the algorithm.

The EPG algorithm is general enough to be applied to other spatiotemporal planning domains. We are currently working on using it for a forest fire domain and invasive species problems which have spatially correlated dynamics as processes spread across space. There are important contributions to be made by applying this or similar approaches to other important real world spatiotemporal planning problems such as infectious disease control, agriculture or fisheries management and urban planning. Any domain where a huge number of actions need to be taken across space by taking into account large data, statistics and simulations over time there is a spatiotemporal planning problem that could be addressed. These spatiotemporal planning problems are often some of the most important decisions being made in our society and we now are beginning to have the tools available to provide assistance to human planners in dealing with these problems more thoroughly than ever before. So, devoting effort to developing better
methods for solving these planning problems could yield enormous benefits for society, the economy and the environment.
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APPENDIX A
DERIVATION OF THE GRADIENT OF THE EQUILIBRIUM POLICY

Using an equilibrium landscape policy for planning will require the gradient of the equilibrium landscape policy with respect to the policy parameters. The gradient of the equilibrium landscape policy can be derived from equation (13) to yield the following result [12]:

$$
\nabla_\theta \Pi(\alpha^r) = \sum_{\alpha^{r-1}} \nabla_\theta \Pi(\alpha^{r-1}) p_1(\alpha^{r-1}, \alpha^r)
$$

$$
= \sum_{\alpha^{r-1}} \nabla_\theta \Pi(\alpha^{r-1}) p_1(\alpha^{r-1}, \alpha^r) + \Pi(\alpha^{r-1}) \nabla_\theta p_1(\alpha^{r-1}, \alpha^r)
$$

$$
= \sum_{\alpha^{r-2}} \sum_{\alpha^{r-1}} \left[ \nabla_\theta \Pi(\alpha^{r-2}) p_1(\alpha^{r-2}, \alpha^{r-1}) p_1(\alpha^{r-1}, \alpha^r)
+ \Pi(\alpha^{r-2}) \nabla_\theta p_1(\alpha^{r-2}, \alpha^{r-1}) p_1(\alpha^{r-1}, \alpha^r) \right]
+ \Pi(\alpha^{r-1}) \nabla_\theta p_1(\alpha^{r-1}, \alpha^r)
$$

$$
= \sum_{\alpha^{r-2}} \nabla_\theta \Pi(\alpha^{r-2}) p_2(\alpha^{r-2}, \alpha^r)
+ \sum_{\alpha^{r-2}} \Pi(\alpha^{r-2}) \sum_{\alpha^{r-1}} \nabla_\theta p_1(\alpha^{r-2}, \alpha^{r-1}) p_1(\alpha^{r-1}, \alpha^r)
+ \sum_{\alpha^{r-1}} \Pi(\alpha^{r-1}) \nabla_\theta p_1(\alpha^{r-1}, \alpha^r)
$$

Since, $p_2(\alpha^{r-2}, \alpha^r) = \sum_{\alpha^{r-1}} p_1(\alpha^{r-2}, \alpha^{r-1}) p_1(\alpha^{r-1}, \alpha^r)$.

After substituting $\Pi(\alpha^{r-1})$ with $\Pi(\alpha^{r-1})$ for $i$ up to some maximum length $\omega$ and grouping terms, the general form of the gradient becomes:

$$
\nabla_\theta \Pi(\alpha^r) = \sum_{\alpha^{r-\omega}} \nabla_\theta \Pi(\alpha^{r-\omega}) p_\omega(\alpha^{r-\omega}, \alpha^r) +
$$

$$
\sum_{\kappa=1}^{\omega} \sum_{\alpha^{r-\kappa}} \Pi(\alpha^{r-\kappa}) \sum_{\alpha^{r-\kappa+1}} \nabla_\theta p_1(\alpha^{r-\kappa}, \alpha^{r-\kappa+1}) p_{\kappa-1}(\alpha^{r-\kappa+1}, \alpha^r)
$$

APPENDIX B
DERIVATION OF THE CELL POLICY GRADIENT

The remaining term needed to estimate the gradient in (17) is the gradient of the one-step transition probability, $\nabla_\theta p_1^f(\alpha^c, \alpha^{c+1})$, for some pair of consecutive samples in the Markov chain. This is done by working out the gradient with respect to a particular policy parameter $\theta[\alpha, f]$ of the log transition model.

The gradient of the one-step transition model can be simplified by taking the logarithm and expressing the parameters $\theta[\alpha, f]$ in terms of its action $\alpha \in A$ and feature $f \in F$ components $^2$.

$$
\nabla_\theta \log p_1(\alpha^{r+1}, \alpha^r) = \nabla_\theta \log \prod_c \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)
$$

$$
= \sum_c \nabla_\theta \log \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)
$$

Then we need gradient of the cell log-policy $\pi_c$.

$$
\nabla_{\alpha f} \log \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)
$$

$$
= \nabla_{\alpha f} \log \left( \exp(\psi(\alpha^c_2)) \right)
$$

$$
= \nabla_{\alpha f} \psi(\alpha^c_2) - \nabla_{\alpha f} \log \left( \sum_{b \in A_c} \exp(\psi(b^c_2)) \right)
$$

$$
= \nabla_{\alpha f} \psi(\alpha^c_2) - \frac{\nabla_{\alpha f} \sum_{c \in A_c} \exp(\psi(b^c_2))}{\sum_{c \in A_c} \exp(\psi(b^c_2))}
$$

$$
= \nabla_{\alpha f} \psi(\alpha^c_2) - \sum_{b \in A_c} \nabla_{\alpha f} \exp(\psi(b^c_2))
$$

$$
= \nabla_{\alpha f} \psi(\alpha^c_2) - \sum_{b \in A_c} \exp(\psi(b^c_2)) \nabla_{\alpha f} \psi(\alpha^c_2)
$$

$$
= \sum_{b \in A_c} \exp(\psi(b^c_2)) \nabla_{\alpha f} \psi(\alpha^c_2)
$$

The definition of $\psi$ in (9) is a sum over features weighted by the parameters $\theta$, so the derivative with respect to each parameter $\theta[\alpha, f]$ sets all but one term to zero:

$$
\nabla_{\alpha f} \psi(\alpha^c_2, \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) =
$$

$$
\left\{ \begin{array}{ll}
f_c(\alpha^c_2 \cup \alpha^c_{r+1}, \alpha^c_1, s) & \text{if } \alpha = \alpha^c_2 \\
0 & \text{otherwise (23)} \end{array} \right.
$$

Using (23) and the definition of $\pi_c$ in (10) then (22) reduces to:

$$
\nabla_{\alpha f} \log \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)
$$

$$
= \nabla_{\alpha f} \psi(\alpha^c_2, \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) - \frac{\exp(\psi(\alpha^c_2, \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)) f_c(\alpha^c_2 \cup \alpha^c_{r+1}, s, \theta)}{\sum_{b \in A_c} \exp(\psi(b^c_2, \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta))}
$$

$$
= \nabla_{\alpha f} \psi(\alpha^c_2, \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) - \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) f_c(\alpha^c_2 \cup \alpha^c_{r+1}, s, \theta)
$$

The gradient in (24) has two cases due to (23).

if $\alpha^c_2 = \alpha$ then:

$$
\nabla_{\alpha f} \log \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)
$$

$$
= f_c(\alpha^c_2 \cup \alpha^c_{r+1}, s) - \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) f_c(\alpha^c_2 \cup \alpha^c_{r+1}, s)
$$

$$
= (1 - \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)) f_c(\alpha^c_2 \cup \alpha^c_{r+1}, s)
$$

otherwise $\alpha^c_2 \neq \alpha$, in which case:

$$
\nabla_{\alpha f} \log \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)
$$

$$
= -\pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) f_c(\alpha^c_2 \cup \alpha^c_{r+1}, s)
$$

We can combine both cases under one notation:

$$
\nabla_{\alpha f} \log \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)
$$

$$
= g(\alpha^c_2, \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) f_c(\alpha^c_2 \cup \alpha^c_{r+1}, s)
$$

where

$$
g(\alpha^c_2, \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) =
$$

$$
\left\{ \begin{array}{ll}
1 - \pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) & \text{if } \alpha = \alpha^c_2 \\
-\pi_c(\alpha^c_2 | \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta) & \text{if } \alpha \neq \alpha^c_2
\end{array} \right.
$$

$^2$ In order to simplify the derivation we will shorten $\psi(\alpha^c_2, \alpha^c_1 \cup \alpha^c_{r+1}, s, \theta)$ to $\psi(\alpha^c_2)$ when the full context is not necessary.
The gradient of the log transition model in (21) can now be expressed as:
\[
\nabla_{\alpha_f} \log p_1(a^{\tau-1}, a^\tau) \\
= \sum_c \nabla_{\alpha_f} \log \pi_c(a^\tau | a^{\tau-1}_c \cup a^{\tau-1}_+ \cup a^{\tau-1}_-)
\]
\[
= \sum_c g(a^\tau, a^{\tau-1}_c, a^{\tau-1}_+, a^{\tau-1}_-, s, \theta) f_c(a^\tau, a^{\tau-1}_c, a^{\tau-1}_+, a^{\tau-1}_-, s)
\]
(26)

**APPENDIX C**

**Sampling Algorithm for Estimating the Gradient of the Equilibrium Policy**

When computing the gradient, a fixed landscape \( s \) and a fixed landscape action \( \sigma \in A \) are given. This state and action could correspond to a sample from a single time step of some previous planning run possibly generated by a different policy. The gradient \( \nabla \theta \Pi(\sigma) \) quantifies how a change in each policy parameter would alter the probability of \( \sigma \) being sampled from the equilibrium of the Markov chain.

The \text{gradEstimate} algorithm uses samples from a single Markov chain of length \( \omega \) to estimate the policy gradient for a given action and state. At each sample step \( \tau \in [0, \omega) \) a new landscape action \( a^\tau \) is generated and the transition probabilities \( p_1(a^\tau, a^{\tau+1}) \) and \( p_1(a^\tau, \sigma) \) are stored. The algorithm then computes paths of different lengths that all end with the query action \( \sigma \). This provides \( \omega \) chains of length two, \( \omega - 1 \) chains of length three, \( \omega - 2 \) chains of length four, etc.; finally, a single chain of length \( \omega \) is computed. This process is visualized in Figure 8; the chains ending in \( a^\omega \) are highlighted.

The sum of the gradients computed on all the different length chains is:
\[
\nabla \hat{\Pi}(\sigma) = \sum_{\tau=0}^{\omega-1} p_1(a^\tau, \sigma) \nabla \theta \log p_1(a^\tau, \sigma) + \sum_{\tau=0}^{\omega-1} \sum_{\kappa=1}^{\omega-\kappa-1} p_1(a^{\tau+\kappa}, \sigma) \nabla \theta \log p_1(a^{\tau+\kappa}, a^{\tau+\kappa+1}) + \prod_{i=0}^{\kappa-1} p_1(a^{\tau+i}, a^{\tau+i+1})
\]
(27)

This formula can be used as an estimator of the true gradient \( \nabla \theta \Pi(\sigma) \). In the limit as \( \omega \rightarrow \infty \), \text{gradEstimate} would visit all possible states and all possible chains ending in \( \sigma \) would be sampled infinitely often. Eventually the estimate (27) would match the expectation (20).

To estimate the gradient of the log policy, \( \nabla \log \hat{\Pi}(\sigma) \), the above gradient estimate can be combined with an estimate of the equilibrium, \( \hat{\Pi}(\sigma) \), generated from the same chain and using the equivalence \( \nabla \log \hat{\Pi}(\sigma) \approx \nabla \log \hat{\Pi}(\sigma) \).

The gradient estimation algorithm \text{gradEstimate}, shown on the following page, computes two transitions, \( p_1(a^{\tau-1}, a^\tau) \) and \( p_1(a^\tau \rightarrow \sigma) \), for each action sampled at step \( \tau \). These transitions are then used to create \( \tau \) gradient components and add them to the existing estimates for all starting points of the chain. Thus, all the terms in (27) do not need to be computed at each iteration; only \( \tau \) new terms need to be computed at step \( \tau \). The complexity of \text{gradEstimate} for a maximum number of sample steps \( \omega \) is:
\[
O(\text{gradEstimate}) = 2\omega C + \sum_{\tau=0}^{\omega} \tau \\
= 2\omega + \frac{\omega(\omega + 1)}{2} \\
= O(\omega C + \omega^2)
\]
(28)

Fig. 8. Visualization of gradient estimation algorithm on an example using a Markov chain of length 6. A single Markov chain is run and all transition probabilities are stored. Each action is also transitioned to the target state \( \sigma \), then all lengths of chains are computed from each starting point. The chains ending in \( a^5 \) are shown and all the other chains are indicated with empty boxes.
Algorithm: \text{gradEstimate}(\sigma,s,\theta,\omega)

\begin{align*}
G_{\theta} &= [0^{\omega \times |\theta|}] \\
\log p_{\text{delta}} &= [0^{\omega}] \\
\sum g_{\theta} &= [0^{\omega \times |\theta|}] \\
a^{0} &= \sigma \\
\text{for } \tau = 0 \rightarrow \omega - 1 \text{ do} \\
dlsg_{\theta} &= \nabla_{\theta} \log p(\sigma|a^{\tau}) \\
\log psig &= \log p(\sigma|a^{\tau}) \{\text{Transition from } a^{\tau} \text{ to next sample}\} \\
a^{\tau+1} &= \text{sampleStepGibbs}(a^{\tau},s,\theta) \\
dlpo_{\theta}[\tau] &= \nabla_{\theta} \log p(a^{\tau+1}|a^{\tau}) \\
\log p_{\text{trans}}[\tau] &= \log p(a^{\tau+1}|a^{\tau}) \{\text{Components for new lengths given sample } a^{\tau}\} \\
\text{for } \kappa = 0 \rightarrow \tau \text{ do} \\
\text{if } \kappa = 0 \text{ then} \\
\sum g_{\theta}[\kappa]+ &= dlsg_{\theta} \exp(\frac{1}{C} \log psig) \\
\text{else} \\
\log p_{\text{delta}}[\tau - \kappa]+ &= \log p_{\text{trans}}[\tau - 1] \\
\sum g_{\theta}[\kappa]+ &= dlpo_{\theta}[\tau - \kappa] \times \\
& \times \exp\left(\frac{\log p_{\text{delta}}[\tau - \kappa]+ \log psig}{C(\kappa+1)}\right) \\
\text{end if} \\
G_{\theta}[\tau]+ &= \frac{\sum g_{\theta}[\kappa]}{\tau - \kappa + 1} \\
\text{end for} \\
\text{return } \frac{1}{C} G_{\theta}
\end{align*}

Fig. 9. Estimate gradient of policy for a given state and action.

where $C$ accounts for the sampling calculations in \text{sampleStepGibbs} which is computed over all cells for each sample step.

The \text{gradEstimate} algorithm is an online algorithm; any step of the algorithm has an estimate of the gradient encompassing all of the previous sampled steps. Thus, \text{gradEstimate} can be stopped at any time without further computation after a fixed time or after some other halting criteria is achieved.

\subsection*{C.1 Evaluation of the Gradient Estimation Algorithm}

While we cannot compare our gradient estimate to the exact gradient for the full size planning problem we performed some analysis to validate the consistency of the estimates coming out of the algorithm. We looked at two states withing a planning run with 1880 cells, binary actions and four independent policy features. Each plot shows the gradient for a different state and action so the value of the true gradient will be different in each situation. Each line shows the contribution to the estimated gradient of a particular policy parameter. The gradient estimation algorithm usually settles near the final gradient values within 500 sample steps for this domain; then minor adjustments and changes in relative position of the gradients can continue for several thousand more steps. Knowing this will help to select the number of samples to use when planning. The exact gradient is not needed to perform policy gradient planning, but it is desirable for the estimate of the gradient to be near to its correct value.

Figure 10 shows two examples of estimating the gradient for a single policy paratmeterization on a single state and action over 10 runs. This shows the same pattern of convergence as above and demonstrates that the estimates consistently converge to the same answer over multiple runs.