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Abstract. This paper presents a comprehensive set of velocity and suspended sediment 
observations in the nearshore wave bottom boundary layer, collected during the Duck94 
field experiment on the Outer Banks of the North Carolina coast. Cross-shore velocity mea- 
surements in the wave bottom boundary layer were made using five hot film anemometers, 
nominally spaced from 1 to 5 cm above the bed in 2 m of water depth. The time-varying 
location of the seabed was estimated to roughly 1 cm with a stacked set of bed-penetrating 
fiber-optic backscatter sensors. The instrument array was intermittently located in the surf 
zone on the crest of a bar. The location of the bottom varied several centimeters over a 

34 min data run. Even over 4 min segments of quasi-steady statistics, occasional large 
waves caused short erosion and redeposition events, complicating the definition of bottom 
location and causing the root-mean-square velocity statistics to be nonzero below the mean 
bed location. This leads to obvious difficulties in comparisons with two, one-dimensional 
time-dependent, eddy viscosity wave bottom boundary layer models. For example, bed 
shears based on rms amplitude decay were lower than predicted. The observations show 
some evidence for a velocity overshoot region within the wave bottom boundary layer. The 
observations were compared with two linear eddy viscosity models. Larger estimates of a 
constant eddy viscosity and smaller than predicted phase leads are indicative of more rapid 
mixing of momentum than predicted by the models. The phase and amplitude frequency 
response estimated with frequency domain empirical orthogonal functions shows a nonlin- 
ear response of the wave bottom boundary layer over the incident band. These observations 
are among the first coherent looks at the wave bottom boundary layer under conditions of 
significant sediment response. They highlight the added complexity of the dynamics in 
natural environments. 

1. Introduction 

Although the wave bottom boundary layer occupies only 
a small part of the overall water column [O(10 cm)], it has 
an importance that has been recognized for many years. Be- 
cause the wave bottom boundary layer is the region of fluid 
immediately next to the sea bed, its role in sediment suspen- 
sion and bed form development and migration is crucial. 

Theoretical investigations of the oscillatory boundary layer 
began with the idealized laminar flow solution due to a 
monochromatic wave on a flat, nonerodible bottom [Stokes, 
1851] . This solution predicts an amplitude decay and a 
phase shift within the layer. Later investigations [Jons- 
son, 1966; Smith, 1977; Grant and Madsen, 1979] fur- 
thered this work by considering turbulent flow with verti- 
cally varying mixing and rough beds. In recent years, inves- 
tigations have further incorporated rippled beds (see review 
by Sleath[ 1990]), more detailed turbulence modeling [Juste- 
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sen, 1988. Davis and Reiger, 1977], and random waves 
[Beach and Sternberg, 1992; Madsen et al., 1994; Foster, 
1996] . These improvements have been motivated by ob- 
vious inadequacies of the early assumptions of the actual 
coastal ocean environment. 

The controlled environment of the laboratory makes basin 
studies attractive for oscillatory bottom boundary layer ob- 
servations, and most tests of the above theories have been 
based exclusively on laboratory measurements. One of the 
first and perhaps most referenced laboratory studies of the 
wave bottom boundary layer is that of/em Jonsson and 
Carlsen [1976]. They examined the temporal and vertical 
structure of a monochromatic turbulent oscillatory bottom 
boundary layer. Additional laboratory investigations further 
examined the turbulence variations over a smooth bed under 

monochromatic surface waves [Hino et al., 1983; Jensen et 
al., 1989]. More recently, a laboratory investigation of reg- 
ular spilling breakers over a fixed hydraulically rough bed 
by Cox et al. [1996] concluded that although the oscilla- 
tory boundary layer velocity may be approximated with a 
logarithmic profile through most phases of the flow, it could 
not be predicted from linear theory. While these laboratory 
studies contribute to our understanding of the wave bottom 
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boundary layer (WBBL) under monochromatic waves, the 
extrapolation of these studies to a natural environment has 
not yet been achieved. In a comprehensive review of ex- 
perimental and theoretical wave bottom boundary studies, 
Sleath [1990] , proposed that conclusions based solely on 
laboratory measurements will probably require substantial 
modification as field data becomes available. 

Because of the energetic and transitory nature of the surf 
zone, wave bottom boundary layer observations on natural 
beaches are much less easily obtained than their laboratory 
counterparts. However, in recent years the success in making 
these field WBBL measurements has increased. Using a hot 
film anemometer in the near-bed region and visual observa- 
tions, Conley and lnman [1992] identified a set of stages in 
the development of the fluid-granular boundary layer. They 
concluded that observed asymmetries in the fluid-granular 
boundary layer development were not directly related to 
asymmetries in the free stream wave velocity. WBBL ob- 
servations on a dissipative Oregon beach showed that ob- 
served sediment suspension and turbulence variance events 
occurred primarily during the transition between offshore 
and onshore flow [Foster et al., 1994]. Both of these inves- 
tigations highlight the complex and presently unpredictable 
response of the wave bottom boundary layer to skewed and 
asymmetric surface waves in the natural environment. 

The first field observations of the WBBL vertical structure 

were presented by Trowbridge and Agrawal [ 1995]. Using a 
vertical profiling laser Doppler velocimeter, they examined 
two realizations of the wave bottom boundary layer under 
9 s waves with a free stream root-mean-square (rms) wave 
velocity of 10 cm/s in a 6 m water depth. Examining cross- 
shore flows, they observed an increase in phase lead and a 
slight decrease of variance with increasing proximity to the 
bed and concluded that the observed scales were character- 

istic of simple theoretical wave bottom boundary models. 
The observations presented here are the first surf zone 

measurements to examine the temporal and vertical varia- 
tions of wave bottom boundary layer dynamics with simul- 
taneous measurements of the bed elevation and vertical dis- 

tribution of suspended sediment under wave conditions for 
which bed response is important. The unique nature of these 
observations allows us to evaluate predictions from both a 
monochromatic and a random wave bottom boundary layer 
models. 

In this paper we evaluate two existing simple WBBL mod- 
els with field observations made during the Duck94 field ex- 
periment. In section 2, the two theoretical models for the 
wave bottom boundary layers are reviewed. In section 3, 
the instrumentation and the field measurement techniques 
are summarized. An interpretation of field results and model 
comparisons are presented in the discussion, section 4, and 
conclusions are presented in section 5. 
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with boundary conditions, 
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u(5, t) 

U½o, t) = 0, 

where u = u(z, t) is the cross-shore velocity, Uc• = Uc• (t) 
is the free stream velocity, Zo is the bed roughness, and 5 
is the boundary layer thickness. Throughout this paper, the 
vertical elevation ,z, is positive upward from the bed, and the 
cross-shore position ,x, is positive offshore. In both models 
evaluated here, the shear stress ,r, is estimated with an eddy 
viscosity model 

7- Ou 

- = -(u'w') Oz' (2) p 

where p is the fluid density, •'t is the eddy viscosity, u • is 
the cross-shore turbulent velocity, and w • is the vertical tur- 
bulent velocity. Assuming that all turbulence is initiated at 
the bed and proportional to elevation, the eddy viscosity is 
approximated with [Smith, 1977; Grant and Madsen, 1979] 

vt - nu, z, (3) 

where u, is the bed shear velocity and n(= 0.41) is von 
Karman' s constant. 

2.2. WBBL Velocity Under a Single Monochromatic 
Wave 

The first model evaluated in this paper, based on that of 
Smith [ 1977], represents the true free stream velocity with a 
single representative monochromatic wave with free stream 
amplitude ,Uo, and frequency ,w. The boundary layer thick- 
ness and shear velocity are parameterized with constant val- 
ues defined with the equations' 

11,sm 

5sm-- 20.1' (4) 

U,sm : , (5) 

where 5s,• is the representative boundary layer thickness of 
the monochromatic wave, as defined Beach and Sternberg 
[1992], and U,sm is the representative shear velocity. The 
cross-shore wave bottom boundary layer velocity ,us, at the 
specified characteristic frequency that satisfies (1) is 

us(z, t) - Uo•E {ei•t[1 - Z(z)]}, (6) 

2. Models 

2.1. WBBL Theory 

The one-dimensional, time-dependent wave bottom bound- 
ary layer governing equation is 

where Z(z) is the complex spatial amplitude. The spatial 
amplitude is determined by substituting (6) into (1) and solv- 
ing the resulting equation analytically, yielding a solution of 

Ko(Yo)Io(y) - Io(Yo)Ko(y) 
Z(z) - Ko(Yo)Io(y5) - Io(Yo)Ko(y5)' (7) 
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where 

y(z) - 2 (8) 
I';U,sm 

note Yo = y(Zo) and y5 = y(5). Although this model cannot 
predict the velocity structure at each instant in time under a 
random wave field, it is possible to predict the vertical am- 
plitude and phase structure, as well as the boundary layer 
thickness, and shear velocity at the characteristic frequency. 
Here we choose the characteristic frequency ,w, to be the 
peak frequency and the amplitude (Uo) to be Uo = x/•u•, 
where uc• is the free stream rms velocity over an entire 
record. 

2.3. WBBL Velocity Under a Random Wave Field 

The second model is based on the same dynamics as the 
Smith [ 1977] model but allows for an arbitrary random wave 
forcing and a time-varying eddy viscosity; see Foster et al. 
[1999] (hereafter referred to as FGH) for the complete so- 
lution method and model evaluation. The FGH model sat- 

isfies (1) with an analytical eigenfunction series solution by 
assuming the eddy viscosity is a separable function of time 
and space. As in FGH, we assume 

tit = nu.m.(t)z, (9) 

where u.m.(t ) is the bed shear velocity. The complete series 
solution is 

E Z -- Zo t) - + _ Zo 
n=l 

where an is the amplitude of the nth spatial eigenfunction 
[9,•(z)] and d is the top of the domain and is greater than 
the boundary layer thickness. Here, we assume the top of 
the domain is the location of the current meter located in the 

free stream. The eigenfunction 9,• (z) is defined as 

ß = 

Yo(2A,•Zo•/2)Jo(2A,•z•/2 ) - Jo(2A,•z}/2)yo(2A,•z•/2), 
(11) 

where ,•n are the eigenvalues and Jo and Yo are zero-order 
Bessel functions of the first and second kind, respectively. 
The eigenvalues are determined by solving 

Yo(2A,•Zo•/2)Jo(2A,•d•/2) - Jo(2A,•Zo•/2)yo(2A,•d•/2) - O. 
(12) 

The amplitude is determined by 

(t) 
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where the forcing is 

= 

l•d(d-zdu• o z 

(13) 

+ ku*m"(t) d- Zo 
(14) 

Cn is the orthogonality constant and defined by 

•z d c,, - 
o 

As the bed shear velocity is initially unknown, it is esti- 
mated with (5) as a constant value over every free stream 
zero crossing. After the first iteration, the bed shear velocity 
is directly calculated with 

= 
Ou(,t) 

Oz 
2• • 2• 0 

(16) 

and iterated until the solution converges. Both models as- 
sume a constant bed elevation and known bed roughness. 
Using both models, we will estimate the time- and depth- 
dependent cross-shore velocity, the boundary layer thick- 
ness, and the bed shear velocity. 

3. Observations 

3.1. Deployment 

Field observations were made at the Army Corps of En- 
gineers, Field Research Facility (FRF) in Duck, North Car- 
olina from August 14, 1994 to August 23, 1994 as part of 
the cooperative Duck94 experiment. During the experiment 
the significant wave height varied from 0.5 to 1.5 m and the 
significant wave period varied from 4 to 14 s. A variety of 
bed conditions were observed. 

The following investigation focuses on one 34 min run 
recorded on August 17, 1994. The significant offshore wave 
height, angle, and period measured at the 8 m depth were 
0.83 m, 50 ø from the southeast, and 4.54 s, respectively. The 
mean onshore and alongshore current were 2 cm/s offshore 
and 6 cm/s to the north, respectively. The observations pre- 
sented in this paper were made in 2 m water depth on the 
bar crest under both broken and unbroken waves. Visual 

observations, made using divers and a continuously record- 
ing underwater video camera, indicate a well sorted, flat bed 
with infrequent ripples. Multiple sediment samples showed 
a median grain diameter of 0.18 mm (D. Stauble, personal 
communication, 1996). 

Instruments were deployed from a cantilevered arm at- 
tached to the lower boom of the sensor insertion system 
(SIS) on the pier at the FRF (Figure 1). The angles of both 
the upper and lower booms were adjusted to keep sensors at 
least 20 m from the pier. The angle of the cantilever arm 
relative to the lower boom was set to assure the cantilever 

arm was parallel to the bed. A spike attached to the lower 
boom of the SIS was set into the bed with the weight of both 
booms, fixing the position of the array. An accelerometer, lo- 
cated near the base of the lower boom, indicated the rms dis- 

placement and velocity over the entire record was less than 
1 mm and 1 cm/s in any direction over the 30 min record. 
The SIS displacement was largest during the latter 10 min of 
the 30 min record under large, vertically accelerating wave 
crests. 
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3.2. Instrumentation 

WBBL velocity observations were made with a vertical 
array of five hot film (HF1-HF5) anemometers, in the lower 
5 cm of the water column with a 1 cm array spacing. A 
Marsh-McBirney electromagnetic current meter (EMCM) 
measured the cross-shore and alongshore velocity outside 
the boundary layer at approximately 14 cm above the bed. 
Sediment suspension and bed elevation were measured with 
a 19 sensor fiber-optic backscatter (FOBS) probe. Sea sur- 
face elevation observations were made using two strain gage 
pressure sensors. The presence of bed forms was determined 
using observations from an underwater video camera. The 
relative location of all instruments is shown in Figure 1. 

Hot film anemometers estimate the local fluid speed by as- 
suming that the heat transfer between a constant temperature 
wire (and a protective film coating) and the ambient fluid is 
a function of the fluid speed. In this experiment, the 0.0152 
mm diameter film was heated to approximately 25øC above 
ambient water temperature. The voltage output is a measure 
of the convective cooling of the film due to the surrounding 

fluid and is related to the magnitude of fluid velocity flowing 
past the film. The output signal for the probe with the longi- 
tudinal axis aligned in the alongshore direction is defined by 
[George et al., 1994; Foster, 1996] 

S(t) oc (u} +/Sv• + w}) •/9', (17) 

where/5 is a parameter that accounts for the relative longi- 
tudinal (y) to normal (x and z) heat transfer and is assumed 
to be small (/5 << 1). The total cross-shore, alongshore, and 
vertical velocities, UT, VT, and WT, respectively, are parti- 
tioned into mean(overbar), wave(tilde), and turbulent(prime) 
components. Here it is assumed that the cross-shore ve- 
locity is the dominant wave velocity (5 >> P•), and the 
mean velocities are small with respect to the wave velocity 
(5 >> a, p, •). Furthermore, it is assumed that the wave 
velocity is larger than the turbulent velocity (• >> u •) and 
that turbulence is isotropic (u • ,-• v • ,-• w•), leading to 
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Figure 1. Diagram of cantilever and instrumentation. Inset at bottom shows close-up view of hot film 
anemometers, fiber-optic backscatter sensor (FOBS) probe, and electromagnetic current meter. Note that 
actual elevation from the bed varies over the data run. 
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To first order, it is assumed that the hot film output is a mea- 
sure of the cross-shore wave and turbulent velocity magni- 
tude. See Foster [1996] for an analysis of the probe's fre- 
quency response. 

Sediment suspension and bed level elevation were mea- 
sured with a fiber-optic backscatter sensor (FOBS) probe 
[Beach et al., 1992]. Light pulses emitted through the each 
of the FOBS's 19 optical fibers at 850 Hz are filtered to and 
sampled at 16 Hz. The instrument is composed of two dis- 
tinct probes (Figure 1). The smaller tapered lower probe 
contains eight 600/•m fiber-optic sensors, each contained 
within a 2 mm stainless steel tube and vertically separated 
from the other sensors by 1 cm. To avoid interference be- 
tween neighboring sensors, the sensor array elements are 
staggered around the probe. The larger, upper probe con- 
tains 11 sensors with vertical spacing varying from 2 to 6 
cm. The combination of both probes covers a total vertical 
range of 55 cm. The FOBS probe is calibrated in a fully tur- 
bulent, well-mixed tank with the same procedure as outlined 
by Beach et al. [ 1992]. A transfer function between concen- 
tration and FOBS output voltage is defined with a quadratic 
curve. 

In addition to measuring sediment suspended in the water 
column, the FOBS also provides for measurement of the bed 
elevation. By piercing the bed, bed level fluctuations of 1 
cm or more are monitored as sensors are alternatively buried 
and exposed by bed accretion and erosion, respectively. The 
lower probe tapers to 2 mm at the lowest sensor, enabling the 
probe to pierce the bed with minimal interference and scour. 
When a sensor measures a sustained large concentration, it 
is assumed to be buried. Often, when the sensor is at the 
bed-water interface a concentration between the maximum 

saturated value and the normal background concentration is 
sustained. 

3.3. Hot Film Calibration and Data Quality 

Prior to each data run, the hot film probes were positioned 
at the same elevation as the EMCM, the boom of the SIS 
was lowered into position, and a 10 min calibration data set 
was collected. During the calibration period, the elevation of 
the bed was determined with the FOBS. Following the cali- 
bration period, the instruments were raised out of the water, 
the hot films were positioned at the desired elevation based 
on FOBS estimate of the bed location during the calibration 
run, the boom was relowered back into the water column, 
and data were recorded for 34 min. 

Time synchronization between the five hot film anemome- 
ters, one pressure sensor, and the electromagnetic current 
meter was achieved by sampling the instruments with the 
same data acquisition system at 2000 Hz. The pressure sen- 
sor and current meter were fed through an optical isolator to 
prevent interference, as they were also sampled on another 
data acquisition system for a companion experiment not dis- 
cussed here. The effect of the optical isolator on the gain 
was removed during calibration. Also removed during cali- 
bration was the effect of the internal electromagnetic current 
meter 5 Hz fiive pole Bessel filter. An additional pressure 

sensor and the FOBS were sampled at 16 Hz with a third 
independent data acquisition system. Both the hot film and 
FOBS data acquisition systems were time synchronized with 
a Global Positioning System (GPS) time code receiver. 

The hot film sampling system included a 30.55 Hz analog 
one pole filter. The effect of the filter was removed by com- 
puting the fast Fourier transform (FFT) of 66,000 points of 
data (33 s) for each channel and then dividing out the known 
response of the filter. To prevent the amplification of noise, 
the filter response was only removed up to 150 Hz, the limit 
of high signal-to-noise ratio. Consequently, each record was 
digitally low-pass filtered in the frequency domain with a 
cutoff frequency of 128 Hz and resampled at twice the cut- 
off frequency, 256 Hz, to 8448 points before converting back 
to the time domain with an inverse FFT. Each 33 s segment 
is overlapped with the previous and following data segments 
by 1 s to eliminate the effect of side lobes caused by the 
boxcar window. The resulting effective Nyquist frequency 
is 128 Hz. 

The hot film anemometers were calibrated over incident 

wave frequencies with the EMCM. Each hot film channel 
was block averaged to 16 Hz to remove some high frequency 
(turbulent) variability and maintain the variance required to 
resolve the sharp accelerations caused by the inherent rec- 
tification of the hot film signal, and the EMCM was digi- 
tally filtered to 2 Hz. The cross correlation between each 
hot film and the magnitude of the EMCM was computed 
over consecutive 10 s increments. Each 10 s of data for 

which the squared cross-correlation coefficient was greater 
than 0.7(• 2 > 0.7) was used in the calibration. For the 
five hot film sensors in this run, from 23% to 68% of the 

data were accepted. Data that passed this criteria were fit 
to a logarithmic curve using a nonlinear least squares fit 
(lul - aea(vølts)). Table 1 gives the coefficients, a and 
/•, for each log fit. Although the expected response for a hot 
film anemometer is quadratic, a logarithmic curve does not 
have the potential to yield a minimum within the domain (a 
possibility that may occur with a quadratic fit) and resulted 
in statistically acceptable fits. The F statistic, significance 
level, and root-mean-square deviation (rmsd) between each 
hot film sensor and the calibration curve are given in Table 
1. The root-mean-square deviation and F statistic reported in 
Table 1 include the high-frequency fluctuations of each HF 
beyond the incident band, out to 16 Hz. The uppermost hot 

Table 1. Hot Film Calibration Coefficients, a and/• 

Hot Film c•, /•, rmsd, F, Sig. Level, 
Sensor cm/s I/volts cm/s % 

1 0.24 0.76 8.92 5.4 99.5 

2 0.51 0.62 8.58 5.3 99.5 

3 0.12 0.84 8.77 5.6 99.5 

4 0.55 0.62 10.87 3.6 97.25 

5 1.48 0.48 15.54 10.0 61.25 

The F statistic between the logarithmic transfer function and 
each hot film sensor yields significance levels of at least 97% 
in sensors 1-4. Here rmsd is root-mean-square-deviation. 
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Figure 2. Coherence and phase between the calibrated derectified cross-shore velocity as measured by 
hot film sensors 1-4 (solid curve) and cross-shore velocities as measured by the electromagnetic current 
meter (dotted curve). The coherence remains significant to 0.8 Hz. Each spectrum has been calculated 
with 32 degrees of freedom. 

film sensor, HF5, had an unstable gain, possibly owing to 
oxidation of organics, resulting in a low significance level of 
61.25 % and consequently, was excluded from further inves- 
tigation. Owing to the close proximity to the seabed (and 
distance from surface breaking), dropouts due to bubbles 
were absent. The sign of the calibrated hot film signal is 
determined by searching for local minima around each zero 
crossing of the cross-shore EMCM velocity. Throughout this 
paper, the onshore directed flow is negative and offshore di- 
rected flow is positive. The cross spectrum between each 
calibrated, derectified hot film velocity and the cross-shore 
EMCM velocity shows that the two measurements are coher- 
ent out to approximately 0.8 Hz (Figure 2). The integrated 
variance of the incoherent signal between each HF and the 
EMCM over the incident wave frequency to 1 Hz, is repre- 
sented by 

6 2 __ fff=l =0 
(1 - "/2)(PHFPEMCM)I/2df (19) 

where s is the integrated deviation between each HF and 
the EMCM over the frequency ,f, band of interest, 7 is the 
coherence, and P is the energy density spectrum. Good 
agreement exists between the calibrated, derectified cross- 
shore velocities as predicted by the four hot film sensors and 
EMCM with deviations s ranging from 6-8 cm/s (Figure 3). 

Because the hot films were in the region of active sed- 
iment suspension, the effect of sediment on the probe re- 
sponse was determined by examining the variation of the 
thermal diffusivity, kinematic viscosity, density, and specific 
heat of the fluid surrounding the probe with and without sed- 

iment. Under a maximum sediment concentration of 160 

g/L, the theoretical probe response increased by 5 % and this 
effect was consequently neglected. The complete theory and 
analysis are given by/em Foster [1996]. 

The bed elevation was determined by identifying the high- 
est buried sensor at 1 s intervals (Figure 4, bottom). At 
each s, a sensor was assumed buried when the median con- 
centration over a centered 30 s window was at least 10 g/L. 
An exception to this rule was made for sensor 6, which was 
faulty, perhaps owing to a cracked fiber, resulting in anoma- 
lously high concentrations. Although this sensor cannot be 
used for quantitative suspended sediment investigations, it is 
sensitive to burial. In this investigation, sensor 6 detected the 
seabed at an anomalous concentration of 400 g/L. The reso- 
lution of this estimate at the FOBS probe was assumed to be 
plus/minus one half of the separation between the neighbor- 
ing FOBS sensors. The maximum slope difference between 
the bed and instrument cantilever was estimated as 2 ø result- 

ing in an additional potential uniform bed elevation uncer- 
tainty between the FOBS and the hot film array of 0.5 cm. 

4. Results 

4.1. Evidence of the WBBL 

To acquaint the reader with the observations, Figure 5 
shows a 2 min time series segment of the four near-bed 
velocities, measured by the calibrated, derectified hot films 
(HF1-4), and the free stream velocity, measured by the EMCM. 
The near-bed velocity records show fluctuations over both 

wave and turbulent bands. Consistent with WBBL theoret- 

ical predictions, the near-bed HF observations show strong 
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Figure 3. Comparison of the cross-shore velocities as measured by the electromagnetic current meter 
(EMCM) and the calibrated, derectified cross-shore velocities as measured by hot film sensors (HF1- 
HF4). Each record has been digitally low-pass filtered to 1 Hz. The rms deviation, e, between the EMCM 
and each HF is specified for each comparison. 

coherence but exhibit a decrease in wave amplitude with de- 
creasing sensor elevation. Near-Bed flow amplitudes are still 
large; at 0.9 cm above the bed there exists a strong wave sig- 
nal with maximum velocity magnitudes of up to 100 cm/s. 
Also visible in the hot film records are the turbulent fluctua- 

tions, which are of significantly lower magnitude and gener- 
ally increase with increasing free stream velocity. 

A sample 20 s time series, which has been filtered with a 1 
Hz low-pass filter to isolate the wave frequencies, also shows 
a decrease in amplitude with proximity to the bed (Figure 6). 
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Figure 4. (top) Time-varying root-mean-square velocity at five elevations above the bed over consecutive 
128 s windows. Each record is offset from the previous by 50 cm/s. The array spacing of HF1 - HF4 is 1 
cm. The shaded bars labeled A-E indicated five 256 observation segments. (bottom) Distance of lowest 
hot film (HF1) to bed as estimated by the FOBS. Note that negative elevations indicate that HF1 is buried. 
The maximum possible error bounds each estimate and is indicated with the thinner lines. 
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Figure 5. A 2 min time series of the derectified calibrated velocity as measured by fur hot film anemome- 
ters within the wave bottom boundary layer and in the free stream as measured by an EMCM. The average 
distance of each sensor from the bed as measured by the FOBS over the 2 min record is listed at right. 
Each time series is offset from the others by 100 cm/s. Onshore directed flow is indicated with negative 
velocities, and offshore flow is indicated with positive velocities. 

Peak negative velocities (wave crests) at the lowest eleva- 
tions occur prior to the peak at subsequent upper sensors. 
This is consistent with simple theory, which predicts a phase 
lead relative to free stream velocity (or potential flow) with 
increasing proximity to the bed. 

An example of the vertical structure of the cross-shore ve- 
locity over two consecutive waves in Figure 6 (224 to 234 
s) is shown in Figure 7. In agreement with the phase lead 
predicted by simple theory, the sensors closest to the bed in 
Figure 7, panels labeled II and III, reverse direction prior to 
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Figure 6. An example 20 s time series of the near-bed velocities showing the amplitude decay and phase 
lead in the lower sensors, which is consistent with the simple wave bottom boundary layer theory. Each 
sensor has been digitally low-pass filtered to removed turbulent fluctuations higher than 1 Hz. Each time 
series is offset from the previous by 100 cm/s. 
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Figure 7. Vertical structure of low-passed cross-shore velocity at the five 0.25 s intervals (labeled I, II, 
III, IV, and V) as specified in Figure 6. Arrows indicate the direction of time between samples. Dashed 
line indicates assumed bed elevation. 

the free stream velocity reversal. However, this phenomenon 
is not present in the preceding and following smaller waves, 
see Figure 7, I and V. Larger vertical shears of the cross- 
shore velocity are present in the first 5 s (224.5 to 229.5 s) 
wave than in the following, smaller-amplitude 3.5 s (229.5 
to 233 s) wave. Although the general trend of the velocity is 
to decrease with decreasing elevation, there still exists sig- 
nificant complexity in the vertical structure. Large velocities 
are present in the sensors that are closest to the bed; for ex- 
ample in Figure 7, II, the velocity is as large as 50 cm/s at 
-1 cm above the bed. The scaling of these two waves sug- 
gests visual support for the premise that the boundary layer 
thickness and bed shear velocity scale with wave frequency 
and free stream wave amplitude, as in (4) and (5). This is 
more rigorously tested at the end of this section. Also, the 
change in the boundary layer structure over the two consec- 

utive waves implies that the boundary layer may respond to 
changing free stream wave forcing within a wave period. 

4.2. Statistical Boundary Layer Scalings 

The seabed elevation trended upward over the course of 
the 34 min record; consequently the record was partitioned 
into five (A-E) quasi-stationary, 256 s segments of data dur- 
ing which the bed elevation could be assumed constant and 
SIS vibration remained relatively small. The variance ap- 
peared relatively uniform at each elevation and over each 
segment (Figure 4). For each 256 s data segment, the bed 
elevation was represented by the average bed elevation. The 
input wave conditions over the five segments were unchanged. 

The velocity spectra for segments A and C show that for 
three of the four hot film sensors the total velocity variance 
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decreases with proximity to the bed (Figure 8). The veloc- 
ity variance for all sensors within the WBBL in segment C 
is lower than that in segment A because the bed accreted be- 
tween the two runs and caused the sensor array to be closer 
to the bed. A break in slope of the HF spectra occurs around 
1 Hz and may be indicative of a shift from dominance of 
wave motions to dominance of turbulent motions. This break 

is less obvious in sensors that are closer to the bed which 

have lower incident band energy. This may be attributed to 
WBBL nonlinearities whose energy transfer from the inci- 
dent to higher frequencies is highest near the bed [Trow- 
bridge and Madsen, 1984; FGH]. Also, motions closest to 
the bed may have a different frequency at which turbulence 
begins, owing to the smaller length scales (f ,,, u/z). The 
linear wave theory deep water wave for a 2 m water depth 
would suggest a lower frequency cutoff of approximately 0.6 
Hz. Because of the nonlinearities present in the WBBL and 
the spectral slope break, we have chosen a cutoff based on 
the observations of 1 Hz. 

The rms velocity for each segment (A-E) at each elevation 
is shown in Figure 9. An allowance was made for variation 
in the estimate of the bed elevation by adding and subtract- 
ing the time-averaged maximum error as estimated in the 
previous section (Figure 4) to the average bed elevation over 
each record (see vertical error bars in Figure4). The rms de- 
viation over the incident band between the EMCM and each 

HF, s, as determined during calibration (see Figure 3) is in- 
dicated with horizontal bars. With the exception of HF4 in 
segments A-D, the variance decreases with decreasing sen- 
sor elevation, showing similar trends in all five segments. 
When a sensor is assumed to be buried (negative elevations), 
as in segments D and E, the rms velocity is nonzero and 
can largely be attributed to large onshore velocities that tem- 
porarily vertically displace the SIS or mobilize the bed (e.g., 
Figure 10). Occasional crests can mobilize the bed, expose 
buried sensors, and suspend sediment in the water column. 
Following passage of the wave, the sediment settles out of 
the water column and reburies the sensors. This example 
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Figure 8. Energy density spectra as a function of frequency over segments (top) A and (bottom) C. Each 
sensor is offset by 1 decade from the previous sensor. Right-hand columns show the time-averaged bed 
elevation estimate of the record and the standard deviation at each elevation. 
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Figure 9. The root-mean-square (rms) velocity over each segment (labeled A-E) of the observations 
(various symbols), constant eddy viscosity model (solid curve), Smith [ 1977] linear eddy viscosity model 
(dot-dashed curve) and the FGH time-varying linear eddy viscosity model (...). The vertical error bars 
indicate the maximum deviation in bed estimate of each quantity about the observations. The horizontal 
bars about the data indicate 4-e (19). Panel labeled A-E shows all of the observations and the constant 
viscosity model (bold line). Also, it shows the constant viscosity model results if the bed variation is 
moved plus/minus the maximum bed estimation error (nonbold lines). 

highlights the difficulty of applying simple theory to the ob- 
servations when the bed location is variable and represented 
with a statistical quantity. 

The bed roughness, Zo, was estimated with an empiri- 
cal formulation for a turbulent, hydraulically rough, mov- 
able bed. Following Nielsen [ 1992], the physical roughness, 
Zo = r/30, depends uniquely on the hydraulic roughness, r, 

r = 170(02.5 - 0.05)ø'5d50. (2O) 

The grain roughness shields parameter, 02.5, is defined by 

02.5 = (21) 
p(s- 1)gd5o' 

where A is the free stream orbital amplitude, s is the specific 
density of the sediment (2.65), ds0 is the median grain diam- 
eter (. 18 mm), and f2.5 is the grain roughness friction factor. 
The grain roughness friction factor is defined by 

f2.5 e[5'213( 9•'5d5ø )ø' •94--5'977] - • . (22) 

For this investigation the orbital amplitude was defined by 
A = xf•uoo•/co, where co is the mean peak frequency for 
each of the five independent runs and uoo• is the mean rms 
free stream velocity, as measured by the EMCM, of the five 
independent runs. The resulting mean bed roughness as- 
sumed for the following investigations is 0.68 mm. 

The rms velocity observations are compared with a con- 
stant eddy viscosity model, in a manner analogous to laminar 
flow theory for a Stokes boundary layer. Assuming hydrauli- 
cally rough flow and a monochromatic free stream wave, the 
velocity solution is 

u(z, t) - Uo [1 - e-Z-7•-[ø ti+•)]e i•t, (23) 

where 6c = V/2Vc/co is a measure of the mixing length scale 
and Vc is the constant eddy viscosity governing the mixing. 
Note that for laminar flow, Vc = v and 6c = 6s, where 6s is 
the Stokes boundary layer thickness. The single free param- 
eter, 6c, is determined with a nonlinear least squares fit to all 
of the rms velocity observations that had sensor elevations 
greater than the bed roughness, z > Zo. Comparisons with 
the observations are shown in Figure 9. Comparisons with 
the observations, assuming 4-Az the maximum bed position 
error, show the sensitivity of the results to the assumed bed 
position (see Figure 9, bottom right). 

For each data segment, the monochromatic Smith [ 1977] 
model was evaluated at the peak frequency with a free stream 
amplitude chosen to match the total free stream velocity vari- 
ance. The Smith model predicts an rms velocity structure of 
the same order of magnitude as the observations but gen- 
erally predicts larger near-bed velocity shear and a smaller 
boundary layer thickness than is present in the observations 
(Figure 9). The rms deviation between the measured and 
calculated rms velocity profiles is defined with 
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I N 

(24) 

ity has a mean value, ([Aumi• (Z)]rms), of 10.6 cm/s and is 
given for each of the five segments in Table 2. The rms de- 
viation spatially averaged over the HF sensor array between 
the time varying FGH model calculations and the observa- 
tions is defined by 

where N is the number of hot films (N = 4) and UD is 
the measured velocity at each elevation. Note that the model 
velocity is assumed to be zero at elevations less than the bed 
roughness height. Here [Aus,• (z)]rms has a mean value over 
the five segments, ([Aus,• (Z)]rms), of 9.7 cm/s and is given 
for each of the five segments in Table 2. Note that 

I 5 

p--1 

indicates the average of any given quantity, a, over the five 
data segments, and 

N 

indicates the vertical average over the four hot film sensors. 
The rms velocity structure predicted by the FGH model 

for each data segment is also compared with the observa- 
tions and the Smith model in Figure 9. The model is forced 
with the free stream velocity at 14 cm above the bed and con- 
stant bed roughness given above. The rms velocity structure 
predicted by the FGH model has similar shape to the Smith 
model with high near-bed velocity gradients and a small 
boundary layer thickness compared to the constant viscos- 
ity model (Figure 9). As defined in (21), the rms deviation 
between the measured and FGH model predicted rms veloc- 

t)lrm = 

1½{1 
M 

E(UFGH[Zn, tm) --UD(Zn, tm)]2} 1/2 
m--1 

(25) 

where M indicates a summation over time (for each inde- 
pendent segment) and N indicates a summation over space. 
Table 3 shows statistics for the mean value, ([Au(• t)]rms), 
13.2 cm/s, and for each data segment. 

The WBBL mixing is evaluated with the bed shear veloc- 
ity, u,, and with the shear length scale, u,/co. First, a log- 
arithmic model that assumes the turbulent mixing depends 
on the velocity shear at the bed is evaluated. For this case, 
the shear velocity of the rms velocity observations was esti- 
mated with the formulation in (16) by 

U,log -- I'i;Zo 
OU 

Z'--Zo 

(26) 

The velocity gradient at the bed is approximated with the 
rms observations, 

Ou 

Z'--Zo 

+ Urm(o + + ,Urm(o + 
(27) 
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Figure 10. A 30 s time series of (top) velocity and (bottom) concentration showing a temporary bed 
mobilization or sensor insertion system vibration under several crests. Each velocity and concentration 
record is offset by 100 cm/s and 100 g/L, respectively. Notice that in each case a suspension event occurs 
following the erosion of the lowest FOBS sensor. 
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Table 2. Depth Root Mean Square Deviations between Two 
Models (uFo, and us) and the Data (UD) z = z 4- Az of the 
rms Velocity in the Five segments A-E 

A B C D E Mean 

[AurG•/•(z- Az)]•ns 14.2 17.7 6.7 8.4 6 10.6 
[auro•(Z)]rms 6.9 11.8 9.7 10.6 14.1 10.6 
[Auro•(z + Az)]rms 7.9 7.02 16.2 17.1 21.2 13.9 
[Au$•(z- Az)]rms 14 19.1 7.4 8.9 5.9 11 
[Aus•(Z)]rms 6.5 12.7 6.8 9.6 13.1 9.7 
[Aus•(z + Az)]rm• 8.3 6.5 13.6 16.3 20.5 13 
u• 38.4 38.9 33.3 35.5 39.2 37.1 

Here z - Az indicates the sensor array is Az closer to the bed and 
z + Az indicates the sensor array is Az away from the bed. 

where a,/•, and 7 are known constants and U,n•(Zo + AZl) 
and Urm•(Zo + Az2) are the rms velocities at the two sensors 
closest to the bed. The constants are determined by perform- 
ing Taylor series expansion (truncated to three terms) about 
Zo. Assuming the velocity at Zo is zero, the velocity gradient 
is approximated with 

•u hz2 

• •/r(--hz I (hz1 -- hz2) Urms(Zo -Jr' hz1) 
hz1 

+ 

(28) 

Figure 11 shows the resulting shear velocity, U.•og, for each 
of the five data runs (A-E). The mean and standard deviation 
U.•og is 0.44-0.4 cm/s and corresponds to a mean friction fac- 
tor (f•o - 2u2./U2o) of 0.0001. The low value of f•o may be 
partially attributed to the slip condition on sand beds, which 
produces events of temporary bed mobilization, as seen in 
Figure 10. 

The shear velocity was also estimated with the observa- 
tions assuming a constant viscosity model in (23) 

VcUo(1 + i) (29) U,c -- •c • 

for the sensor array located at the bed estimate (U,c[Z]) and 
also for the sensor array located at plus/minus the maximum 
possible deviation in the bed estimate (U,c[Z 4- Az]) (Figure 
11). The constant viscosity shear velocity mean and standard 

deviation for the three sensor array positions are 5.6 4- 2.1 
cm/s (z- Az), 9.3 4- 3.7 cm/s (z), and 13.5 4- 3.3 cm/s 
(z + Az). There exists a significant variation of u.½ that 
depends on the true bed elevation. The friction factor, f•o, 
for the three array positions of the constant viscosity model 
are 0.04, 0.14, and 0.28, respectively, and are at least 2 orders 
of magnitude higher than the friction factor for (26). 

A laboratory investigation of rough spilling waves on a 
fixed hydraulically rough bed yielded estimates of the fric- 
tion factor inside and outside the breakpoint, with values that 
ranged from 0.02 to 0.04 [Cox et al., 1996], at locations just 
inside and outside the breakpoint. The difference between 
these field observation and the laboratory observation esti- 
mates of the friction factor are significant considering the 
laboratory observations were made under conditions with an 
order of magnitude higher relative roughness (r/A). 

Figure 11 (middle) shows the constant viscosity an esti- 
mate of the WBBL thickness, 6½, from (23) for the three 
array positions. The means and standard deviations of the 6½ 
are 0.6 4- 0.4 cm (z - Az), 1.7 4- 0.9 cm/s (z), and 3.5 4-1.2 
cm/s (z + Az). The 95% confidence limits shows large scat- 
ter for the both estimates of the shear velocity and boundary 
layer thickness. 

The representative shear velocity for the linear eddy vis- 
cosity model (5) and the linear time-varying eddy viscos- 
ity models are also shown in Figure 11. The representa- 
tive shear velocity for the linear time-varying eddy viscosity 
FGH model was chosen as the amplitude [X/•2)U.m,(t)rms, 
where u.m,(t) is defined in (16)], in a manner consistent 
with the and Madsen[1979] model which assumes the max- 

Table 3. Depth Averaged Temporal Root Mean Square 
Deviations Between the FGH Model (uFo,) and the Data 
(UD) z = z 4- Az of the Time Varying Velocity in the Five 
Segments A-E 

A B C D E Mean 

[Au(z- Az, t)]rms 15.9 18.5 8.9 8.7 8.8 12.2 
[Au(z,t)]rms 13.1 15.2 12.2 10.8 14.7 13.2 
[Au(z+Az, t)]rms 14.2 18.0 21.7 17.9 23.3 19.0 
UC•r• 38.4 38.9 33.3 35.5 39.2 37.1 

Here, z - Az indicates the sensor array is Az closer to the bed and 
z + Az indicates the sensor array is Az away from the bed. 
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Figure 11. Ratio of the (top) shear velocity, (middle) boundary layer thickness, 6, and (bottom) normal- 
ized shear length scale • of the observations and models. Each panel of bars represents, from left to 
right: (1) log scaled boundary layer; (2) constant viscosity model with the sensor array shifted down by 
Az; (3) constant viscosity model; (4) constant viscosity model with the sensor array shifted up by Az; 
(5) linear eddy viscosity; and (6) linear time-varying eddy viscosity model. Error bars indicate the 95% 
confidence intervals for the fit of the observations to the constant viscosity model. 

imum shear velocity is the appropriate mixing scale. The 
estimates of the bed shear velocity with the Smith model 
and FGH model vary only slightly over the five segments 
and are of comparable magnitudes, with means and standard 
deviations of 4.5 4- .3 cm/s and 5.4 4- 0.3 cm/s, respectively. 
The model predictions are significantly higher than U,•og, are 
generally lower than u,½, but are within the 95% confidence 
limits. Although the velocity shear at the bed is small (U,•og) 
relative to the model estimates, these results indicate there is 
an increased mixing throughout the domain. 

A further measure of the mixing is the shear length scale 
(• u ß/w). In Figure 11, the six various estimates of the 
shear length scale are scaled by the constant viscosity bound- 
ary layer thickness, 6½. From left to right, the mean values 
for each panel are 0.7, 7.3, 4.9, 2.9, 3.8, and 4.7. In most of 
the cases, the mean statistics are skewed by the low estimate 
of the boundary layer thickness in run B. The observational 
estimates of the shear length scale are at least a factor of 
2 larger than the WBBL thickness scale. Also, the upper 
bounds of the 95% confidence interval would predict that 
this shear length scale may be as large as an order of magni- 
tude higher than the boundary layer thickness. This suggests 
turbulence may be generated from sources other than bed 
shear. 

4.3. Temporal Structure 

The average vertical structure of the phase over each of 
the five segments was evaluated by determining the time of 
maximum correlation between each of the hot film veloci- 

ties and the free stream velocity as measured by the EMCM 

(Figure 12). The cross correlation is restricted to a tempo- 
ral resolution equal to the sampling interval of the EMCM 
(1/16 s). Furthermore, considering that the true response of 
the EMCM is 2 Hz, the 1/16 s interval is only valid for rel- 
ative comparisons between the HF sensors. In agreement 
with simple WBBL theory, within the WBBL the velocity 
phase lead generally increases with decreasing sensor ele- 
vation. This relationship is readily apparent in Figures 5, 
6, and 10. Time shifts of both boundary layer models also 
increase with proximity to the bed but are larger than the ob- 
servations by approximately a factor of 2 (Figure 12). Both 
models predict a maximum velocity lead relative to that of 
the free stream velocity of 0.31 s at the bed (• 25ø). The 
constant viscosity model predicts significantly larger phase 
shifts within the boundary layer than the other models and 
the observations. 

The amplitude and phase structure of the velocity observa- 
tions and the FGH model predictions are examined with fre- 
quency domain empirical orthogonal functions (CEOFs) of 
the cross-spectral matrix of segments A-E [Wallace, 1972] 
(Figure 13). The amplitude structure is qualitatively uni- 
form over all frequencies, with a slight decrease in velocity 
shear with increasing frequency. If each frequency were act- 
ing independently, linear theory in (4) and (5) would predict 
that the boundary layer thickness would roughly be inversely 
proportional to the wave frequency. Of the four frequencies 
shown here, linear theory would predict that the boundary 
layer thickness should decrease from 11U,o to 1.7U,o, in- 
dicating the frequencies are not independent of one another. 
The FGH model amplitude structure is in qualitative agree- 
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Figure 12. Time lag at maximum correlation between the EMCM and each HF over each segment (A-E) 
of the observations (various symbols), constant eddy viscosity model (solid curve), Smith [1977] linear 
eddy viscosity model (dash-dotted curve) and the FGH time-varying linear eddy viscosity model (dotted 
curve). Positive lags indicate a time lead. The vertical error bars indicate the maximum deviation of each 
quantity due to the maximum deviation in bed estimate about the observations. The bottom right-hand 
panel shows the lags of all of the observations and the constant viscosity model. Also, it shows the model 
results if the bed variation is moved plus/minus the maximum bed estimation error. 

ment with observations and shows a decrease in the overall 

shear with frequency. As with the observations, the model 
does not show the decrease in boundary layer thickness that 
is predicted with linear theory. 

The observations show that the phase shift, •b, at the in- 
cident peak (•bo < 10 ø) is significantly smaller than most 
model predictions of 25 ø and 45 ø . The incident peak phase 
shift is lower than the phase shift at both the subharmonics 
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Figure 13. Complex domain empirical orthogonal function (CEOF) of the cross-spectral matrix at 0.09, 
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and superharmonics and is in direct contrast to linear the- 
ory, which predicts that the phase shift at a particular eleva- 
tion should decrease with increasing frequency as each sen- 
sor's relative position within the WBBL thickness increases. 
The observations show that at the highest frequency, •bo is 
30 ø . This also indicates that the frequencies are not acting 
independent of each other. Furthermore, the observations 
would suggest that the lead produced by the stress gradient 
is smaller than previously thought, and consequently, mo- 
mentum is being mixed more rapidly within the boundary 
layer. This is also supported by the lower than expected 
shears present in the amplitude structure. This increase in 
the phase is characteristic of an increasing effect of the near- 
bed nonlinearities (FGH). The FGH model predicts a phase 
structure, which is relatively constant as a function of fre- 
quency. The FGH model shows qualitative agreement at 0.1 
and 0.6 Hz but predicts significantly higher phase shifts at 
the dominant incident peak, 0.2 and 0.4 Hz. At an eleva- 
tion of approximately 3 cm (the uppermost sensor in the HF 
array), there is a consistently larger velocity amplitude than 
the free stream and a small phase lead relative to the free 
stream. Although an increase amplitude may potentially be 
attributed to errors in calibration (see Figure 3), the phase 
lead cannot be attributed to such potential errors. This sig- 
nal in amplitude and phase is consistent with a velocity over- 
shoot. 

5. Conclusions 

In this paper, we presented a comprehensive set of ob- 
servations that were used to investigate the amplitude and 
phase structure of the WBBL intermittently located within 
the surf zone and evaluate the theoretical scalings of bound- 
ary layer thickness and bed shear velocity. The observations 
were made on the Outer Banks of the North Carolina coast 

and collected during the collective Duck94 field experiment. 
Velocity observations were made with a vertical array of 
four hot film anemometers. Simultaneous bed level mea- 

surements were made with a fiber-optic backscatter sensor 
probe. Over a 34 min record, five 256 s time series were 
used to investigate the structure and dynamics of the wave 
bottom boundary layer. 

The bed elevation was shown to vary over the course of 
the 34 min record. Even over shorter 4 min records, the 
critical bed stress was exceeded and the bed was tempo- 
rally mobilized during extreme waves. This resulted in rms 
statistics that showed nonzero velocities at mean elevations, 
which were below the assumed bed elevation and smaller 

than predicted bed shears. This phenomenon made compar- 
isons with simple models difficult, at best. Both statistical 
inferences of the observations and the models rely on an es- 
timate of the bed roughness, Zo, which is difficult to measure 
under the simplest conditions and poorly constrained under 
movable beds. 

The observational results of a decrease in rms velocity and 
an increase in phase with proximity to the bed are not incon- 
sistent with oscillatory boundary layer theories. Some evi- 
dence exist for an overshoot region at an elevation roughly 

equivalent to the shear length scale. However, there ex- 
ists several indications that suggest that momentum in the 
WBBL is being more rapidly mixed through the WBBL than 
simple theory predicted. First, as shown in the rms velocity 
and the frequency domain empirical orthogonal functions, 
smaller, near-linear vertical shears were present throughout 
the WBBL. This is also supported by the larger than pre- 
dicted estimate of the shear velocity from the observations. 
Second, smaller phase shifts were found in both the averaged 
time leads and the frequency phase structure. 

A nonlinear exchange of momentum was supported by the 
vertical structure of both the amplitude and phase as a func- 
tion of frequency. If linear theory was valid, the observa- 
tional results would show an increase in the sensor array's 
relative position within the boundary layer. Consequently, 
each sensor should show a decrease in phase and increase 
in amplitude relative to the free stream velocity. However, 
the phases were shown to increase with increasing frequency 
and the vertical shears were shown to decrease slightly, in- 
dicating the response of the WBBL is not independent of 
frequency. 

Comparisons of the rms velocity and phase structure pre- 
dicted by the two models showed essentially indistinguish- 
able results. Depending on the true mean elevation of the 
bed, the rms deviation between the rms velocity observa- 
tions and the FGH and Smith [1977] models ranged from 
10.6 - 13.9 crn/s and 9.7 - 13 crn/s, respectively. Although 
the FGH model is computationally more intensive, it has the 
added appeal of predicting the WBBL temporal structure un- 
der a random wave field. The FGH model showed qualita- 
tive agreement with observations of the frequency structure 
of the velocity amplitude. However, predictions of the phase 
structure were not in agreement with the observations. Dis- 
crepancies between the model and the observations may be 
due to (1) the no-slip condition imposed at the bed, (2) ne- 
glecting the nonlinear advective terms, and/or (3) inadequate 
description of the actual mixing of momentum by the eddy 
viscosity closure. These observations are among the first co- 
herent looks at wave bottom boundary layer in the nearshore 
region under conditions of significant sediment response and 
highlight the added complexity of the dynamics in natural 
environments. 
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