Modulation of the sea-surface temperature in the Southeast Pacific by the atmospheric low-level coastal jet
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1[1] The atmospheric low-level coastal jet (LLCJ) in the Southeast Pacific (SEP) region is characterized as either a strong-forcing jet (colder and drier air) or weak-forcing jet (warm and moist) based on the location of the Southeast Pacific high-pressure system (SEPH). The sea-surface temperature (SST) changes corresponding to a particularly strong-forcing jet (29–30 October) and weak-forcing jet (22–23 November) are investigated in this study using the two-way air-ocean coupled model COAMPS® and satellite observation data. Results indicate that the coupled simulation reduces the overall absolute bias 50% for the surface wind speed, 70% for the cloud liquid water path, and 15% for SST as compared to the uncoupled simulation. The coupled simulation reduces excessive SST cooling, especially during the strong-forcing jet period along the coastal area where offshore transport of upwelled cold water is too strong from the uncoupled simulation. The coupled simulation also reduces the excessive warming from the uncoupled simulation by providing better cloud coverage. The prominent mechanisms in cooling SST along the coast are the same for both the strong-forcing and weak-forcing jets, namely vigorous upwelling and horizontal advection. However, the mechanisms along the jet path differ from along the coast, with air-sea heat exchange the most important process, resulting in cooling SST during the strong-forcing jet period but warming SST during the weak-forcing jet period. The advances and differences of the present study as compared with previous studies are discussed in detail in the paper.


1. Introduction

[2] The low-level coastal jet off the central Chilean coast features an elongated maximum of surface wind speed exceeding 10 ms⁻¹ as seen from Quick Scatterometer (QuikSCAT) observations [Muñoz and Garreaud, 2005]. The jet axis is located approximately 150 km from the coastline and has a cross-shore scale of about 500 km. The LLCJ events occur most frequently during spring and summer (from September to November) and usually last about a week. They are interrupted by weak southerlies or, less frequently, northerlies [Garreaud and Muñoz, 2005].

[3] The LLCJs are highly variable with different temporal [Pizarro et al., 2001, 2002; Dewitte et al., 2008; Renault et al., 2009] and spatial scales [Renault et al., 2009]. Jiang et al. [2010] has separated the LLCJs into two types: a strong-forcing jet, with the SEPH close to the central Chilean coastline; and a weak-forcing jet, with the SEPH centered far away from the coastline. For the strong-forcing jet period, the mean SEPH is centered near 95°W, ~2000 km offshore. The LLCJ is approximately 1500 km in length, located between 25° and 40°S with a surface maximum near 36°S. For the weak-forcing jet period, the mean center of the SEPH is located to the west of 110°W and the surface pressure gradient offshore of central Chile is noticeably weaker than the strong-forcing jet period. The surface LLCJ is substantially shorter in length, weaker in strength, and centered farther north compared to the strong-forcing jet period. The study found that the strong (weak)-forcing jet is much more (less) intense and associated with stronger (weaker) interaction between the SEPH and the Andes, and the impact of land-sea differential heating on the LLCJ is in general smaller (larger).

[4] The mechanism for the sea-surface temperature (SST) modification by the LLCJ may not be exactly the same for different LLCJ events. For example, for a particular coastal jet event observed from 3 to 15 October 2000, the ocean response consists of a cooling in the jet core area that is mainly driven by a combination of heat fluxes and advection of upwelled waters. However, for another coastal jet event observed from 7 to 15 January 2003, the Ekman pumping contribution to the cooling is stronger than the event during the October 2000. Renault et al. [2009]
indicated that the differences in the preferential cooling processes for the two events are attributed to the different mean atmospheric and oceanic conditions and to the different characteristics of the coastal jets such as location of the jet core and intensity.

[5] On the other hand, for the same LLCJ event observed from 3 to 15 October 2000, the two studies [Renault et al., 2009, 2012] show differences in the results and derive different mechanisms. These differences may be due to the limitation in the observational data sets [Renault et al., 2009] or the boundary conditions for forcing the atmospheric model [Renault et al., 2012]. Especially for the coastal zone, the wind dropoff (i.e., the sharp weakening of coastal winds toward the shore) is important for the coastal upwelling and Ekman pumping and needs to be represented correctly. Overestimating (underestimating) the wind dropoff zone would result in overestimating (underestimating) Ekman pumping and underestimating (overestimating) coastal upwelling. Previous studies show that coastal SST is the main forcing of wind dropoff by changing the marine boundary layer (MBL) depth [Jin et al., 2009]. As shown in Renault et al. [2012], a poorly resolved coastal zone by the Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI) SST can result in an inaccurate representation of the wind dropoff due to its physical forcing. This suggests that using a fully coupled mesoscale air-ocean modeling system would be crucial to account for more realistic wind-SST interaction and provide better wind dropoff representation, in addition to its ability to better capture small-scale coastal features in the alongshore wind [Capet et al., 2004; Renault et al., 2012]. In addition, the daily updated SST is not suitable for the short time scale events such as the coastal jet event. This could induce large bias for the surface heat fluxes that will force the ocean model simulation subsequently. The uncoupled simulation in Renault et al. [2012] also show bias in the estimation of turbulent heat fluxes since the atmospheric stability conditions are associated with the air-sea temperature difference, which can be better provided from the coupled simulation.

[5] Based on this motivation, we use a two-way fully coupled model COAMPS® (Coupled Ocean/Atmosphere Mesoscale Prediction System, COAMPS) is a registered trademark of the Naval Research Laboratory) to study air-sea interaction of the LLCJ and the modification of SST during the Variability of the American Monsoon System (VAMOS) Ocean-Cloud-Atmosphere Land Study Regional Experiment (VOCALS-REx, Wood and the VOCALS Scientific Working Group, 2010) from 20 October to 30 November 2008 in the SEP region. Furthermore, previous studies of SST change associated with LLCJ over the SEP area only focus on the strong-forcing jet periods [Renault et al., 2009, 2012]. To gain more understanding and provide full insight of the impact of highly variable and complex LLCJ on the SST change over the SEP area, it is necessary to investigate various LLCJ events, including not only for the strong-forcing jet periods but also for the weak-forcing jet periods, which is lacking in previous studies [Renault et al., 2009, 2012].

[7] Section 2 briefly describes COAMPS and the model configuration. Section 3 compares the variability and characteristics of the LLCJ using model results and observations. Section 4 describes the SST changes during the strong and weak jet periods. Section 5 discusses the important roles played by the different processes related to the LLCJ. Section 6 presents the summary and conclusions.

2. Description of COAMPS Components and Configuration

[8] Two-way coupled COAMPS has been evaluated extensively for different areas and objectives. Detailed information regarding the coupling method can be found in Chen et al. [2010] for studying the effect of two-way air-sea coupling in high-wind and low-wind speed regimes and in the validation report of Allard et al. [2010] for verifications associated with Adriatic Sea circulation, Ligurian air-sea interaction, autonomous ocean sampling network (AOSN)-Monterey Bay, Kuroshio extension system, and VOCALS experiment. Here, we only briefly describe the different components that comprise the two-way coupled COAMPS.

2.1. Atmospheric Model

[9] The COAMPS atmospheric component is a fully compressible, nonhydrostatic, primitive-equation model based on a staggered, C grid and is solved using a time-splitting technique with a semi-implicit formulation for the vertical acoustic modes [Hodur, 1997; Hodur et al., 2002]. A Robert time filter is used to damp the computational mode. All derivatives are computed to second-order accuracy and options are provided for fourth-order accurate horizontal advection and diffusion. The surface fluxes are computed following a hybrid scheme described by Wang et al. [2002], which combines both the Louis et al. [1982] and Fairall et al. [2003] formulations, which make use of Monin-Obukhov similarity theory. A force-restore method is used to parameterize the surface energy budget. The subgrid-scale moist convective processes are parameterized using an approach following Kain and Fritsch [1990]. The grid-scale evolution of the moist processes is explicitly predicted from budget equations for cloud water, cloud ice, rain, snow, and water vapor [Rutledge and Hobbs, 1983]. The parameterization of shortwave-radiation and longwave-radiation processes is accomplished following Harshvardhan et al. [1987]. The planetary boundary layer and free-atmospheric turbulent mixing and diffusion are modeled using a prognostic equation for the turbulent kinetic energy (TKE) budget based on a method derived from the level 2.5 formulation of Mellor and Yamada [1982]. COAMPS can use an arbitrary number of terrain-following vertical levels.

[16] A three-dimensional, multivariate, optimum-interpolation (MVOI), analysis technique is used to map the observations to the model grid and generate the initial conditions for the forecast model for each data assimilation cycle. Quality-controlled data used in the analysis are radiononde, aircraft, satellite, and surface observations.

2.2. Ocean Model

[11] The Navy Coastal Ocean Model (NCOM) is used for the ocean component of the coupled system and is a three-dimensional, primitive-equation, free-surface model using the hydrostatic, Boussinesq, and incompressible approximations [Martin, 2000]. NCOM is designed to offer
the user a range of numerical choices in terms of parameterizations, numerical differencing, and vertical grid structure. The model equations are solved on a staggered, Arakawa C-grid. Temporal differencing is leap-frog with an Asselin filter to suppress time splitting. Spatial averages and finite differences are mainly second order with an option for higher-order formulations for advection. The propagation of surface waves and vertical diffusion is treated implicitly. The Mellor-Yamada Level 2.5 turbulence scheme [Mellor and Yamada, 1982] is used for vertical mixing. NCOM forcing includes surface air-sea fluxes, lateral open-boundary conditions, tides, and river and runoff discharges [Hong et al., 2009a].

NCOM has an orthogonal-curvilinear horizontal grid and a hybrid sigma and z-level vertical grid with sigma coordinates applied from the surface down to a specified depth and with level coordinates used below the specified depth. The bathymetry used is from the NRL 2 min resolution Digital Bathymetric Data Base (DBDB2).

2.3. NCODA

The Navy Coupled Ocean Data Assimilation (NCODA) system used here is a fully three-dimensional, multivariate, optimum-interpolation (MVOI) ocean data assimilation system that produces simultaneous analyses of temperature, salinity, geopotential (dynamic height), and vector velocity. A complete description of NCODA can be found in Cummings [2005] and an application of NCODA in a coastal field campaign is described in Hong et al. [2009b]. Observations used in the ocean analysis include all sources of operational ocean observations. They contain remotely sensed SST from Advanced Very High Resolution Radar Global Area Coverage (AVHRR GAC) infrared satellite, sea-surface height from satellite altimeters, in situ surface and subsurface observations of temperature and salinity from a variety of sources, such as ships, buoys, expendable bathythermographs, and conductivity-temperature-depth sensors. A description of the operational data sources can be found in Cummings [2005, Table 1]. These data have been quality controlled and archived in the Global Ocean Data Assimilation Experiment (GODAE) server hosted by the Fleet Numerical Meteorology and Oceanography Center (FNMOC).

2.4. Coupling and Configuration

For the coupled and uncoupled simulations, the atmospheric model provides a total of six fields to force NCOM: sea-level pressure, surface wind stress in the x and y directions, total heat and moisture fluxes, and net solar radiation. The SST for the atmospheric model is initially provided by the NCODA analysis. For the two-way coupled simulation, the SST is forced by NCOM every 30 min during the integration. For the uncoupled simulation, the two-dimensional NCODA SST analysis is held constant for the entire 48 h forecast length.

The COAMPS atmospheric model setup for this study is triply nested and uses a Lambert conformal grid projection (Figure 1). The horizontal resolutions of the
three nested grids are 45, 15, and 5 km, with horizontal grid dimensions of $151 \times 151$, $199 \times 181$, and $181 \times 181$ points, respectively. There are 45 sigma levels in the vertical with 15 levels in the lowest 1000 m. The NCOM and NCODA domains have the same size and resolution in the horizontal as the second COAMPS grid, and use 41 and 30 levels in the vertical, respectively. There are 16 levels within 100 m depth for the NCOM simulation. The COAMPS domain settings were used for a real-time forecast of MBLs during VOCALS-Rex [Wang et al., 2011]. Intensive observations were carried out along latitude 20°S during the field experiment to provide detailed time-height and longitude-height cross sections of the MBL. Therefore, the comparison between the model forecasts and observations primarily used the model output from nest 3 (5 km resolution) [Wang et al., 2011]. In this study, however, only results from nest 2 (15 km resolution) are analyzed for the purpose of investigating SST changes along the Peruvian and Chilean coast due to air-sea interaction through the variability of the coastal jet.

2.5. Wind Dropoff

[17] Capet et al. [2004] has demonstrated that high-resolution COAMPS forcing for coastal oceanic modeling contains mesoscale wind structure and can significantly influence nearshore circulation. However, the wind profile does not seem to converge as its resolution increases, as found in other numerical models. The wind dropoff scale decreases with the grid scale in COAMPS surface wind [Capet et al., 2004] in contrast with the Weather Research Forecast (WRF) model surface wind, which shows that the wind dropoff is insensitive to model resolution [Renault et al., 2012]. The current status of wind dropoff in the new two-way coupled version of COAMPS used for this study is examined here.

[18] Figure 2 shows mean COAMPS and QuikSCAT surface alongshore wind speeds between 29°S and 32°S for the strong-forcing jet from 29 to 30 October and the weak-forcing jet from 22 to 23 November 2008. Stronger wind dropoff for the weak-forcing jet and weaker wind dropoff for the strong-forcing jet is evident in both COAMPS and observations. Although there is still not absolute convergence with model resolution, the improved COAMPS wind profiles in Figure 2 provide similar wind dropoff between two different model resolutions. The wind dropoff scales (~70 km) from both model resolutions are also consistent with WRF output, although the WRF output may also have some degree of inaccuracy due to its use of TMI SST for physical forcing for the lower boundary condition for the atmospheric model [Renault et al., 2012]. In the two-way coupled modeling, the physical process between SST and wind coupling is included so that the MBL thickness can be better simulated. The two-way coupled model can also better represent other factors that contribute to the wind dropoff such as sharp horizontal changes in surface drag and atmospheric boundary layer at the land-sea interface [Edwards et al., 2001; Capet et al., 2004].

3. Characteristics of the Strong-Forcing and Weak-Forcing Jets

[19] The formation and dynamics of the LLCJ events during the VOCALS-Rex period have been examined by Jiang et al. [2010] using an uncoupled atmospheric model simulation and additional sensitivity simulations. There are four LLCJ events during this period with three strong-forcing LLCJ and one weak-forcing LLCJ. Here, we have selected the event from 29 to 30 October 2008 for our study, since it is the strongest among the three strong-forcing jet cases and we will compare the results with the weak-forcing jet case from 22 to 23 November 2008.

[20] Some characteristics of the two LLCJ events from the two-way coupled simulation are displayed and compared with those from the uncoupled simulation (Figure 3). The 1022 hPa sea-level pressure contour (black-dashed lines) indicates the position of SEPH and its relation to the LLCJ. During the strong-forcing jet period from 29 to 30 October (Figures 3a–3c), the mean SEPH moves eastward and a strong northerly directed pressure gradient forces the LLCJ along the Chilean coast. The 8 ms$^{-1}$ contour lines of...
wind speed indicate the jet with wind direction northward along the central Chilean coast and then northwestward off-shore. This strong-forcing jet occurring from 29 to 30 October has similar strength and coverage to the one from 3 to 15 October 2000 and studied by Renault et al.\cite{Renault2009, Renault2012}, with the jet center also located near 36°S from surface wind in nest 1 (figure not shown). The area of wind speeds exceeding 8 ms\(^{-1}\) occupies about 70% of the domain. During the weak-forcing jet period from 22 to 23 November (Figures 3d–3f), the mean center of SEPH moves offshore to the west, the LLCJ, as one of the circulation branches around the SEPH center, becomes weaker and is located further north at ~32°S. Although the maximum wind speed is comparable along the Chilean coast, the area of wind speeds exceeding 8 ms\(^{-1}\) is reduced significantly (Figures 3d–3f), to only about 10% of the domain (Figures 3a–3c). The domain-mean wind speed is only 5.9 ms\(^{-1}\) from the coupled simulation, about 30% smaller than the strong-forcing jet.

\cite{HONG2023} The coupled simulation in general has smaller maximum and domain-mean wind speeds (Figure 4a) and is generally better simulated statistically than the uncoupled simulation (Figure 5a). For example, the overall absolute bias, which is defined as the absolute sum for all biases from domain-mean and domain-maximum biases, is 0.5 ms\(^{-1}\) for surface wind speed for the coupled simulation (50% less) and 1.0 ms\(^{-1}\) for the uncoupled simulation.

\cite{HONG2023} The air mass associated with the strong-forcing jet is much cooler and drier than the weak-forcing jet. Comparing Figures 6a and 6b for the two jet scenarios, the domain-mean 2 m air temperature is ~1.3°C less for the strong-forcing jet period than the weak-forcing jet period.

Figure 3. Mean 10 m surface wind from satellite (left), uncoupled (middle), and coupled (right) simulations (top) for strong-forcing jet from 29 to 30 October and (bottom) for weak-forcing jet from 26 to 29 November. The vectors are plotted every eight grid points for clarity. The white contour lines are wind speeds of 8 m s\(^{-1}\). The black-dashed lines are sea-level pressure of 1022 hPa, denoting the extension of the SEPH. The domain-mean (mn) and domain-maximum (mx) are given in the top-right corner of each plot. The satellite wind speeds (left) (color-shaded) are from four passive microwave radiometers (AMSR-E, TRMM TMI, SSM/I F13, and F15 satellites) and the wind vectors are QuikSCAT.
The southeast area in Figure 6a is the coldest in response to the strongest wind shown in Figure 3c and also has the coldest water (shown in Figure 8c), due to the wind-induced upwelling. The domain-mean air-temperature anomaly from the 41 day mean is negative (\(-0.7^\circ C\)) during the strong-forcing jet period and positive (\(0.6^\circ C\)) during the weak-forcing jet period, further indicating the negative correlation between the air temperature and the strength of the coastal jet. This negative correlation also occurs for the water vapor (Figures 6c and 6d). The anomaly of the water vapor mixing ratio averaged over the domain is \(-0.8\) g kg\(^{-1}\) for the strong-forcing jet period and \(0.2\) g kg\(^{-1}\) for the weak-forcing jet period. The dry character of the strong-forcing jet is more pronounced in the southern part of the domain. The domain-mean difference of the water vapor mixing ratio between the strong-forcing and weak-forcing jet periods in this area is more than \(-1.1\) g kg\(^{-1}\).

The LLCJ formation is associated with the quasi-permanent SEPH system. Its southern branch brings cold and dry air from high-latitudes and reaches the central Chilean coastal area. Therefore, the strong jet brings more cold and dry air masses and forms colder and drier air over the SEP than a weak jet. This induces cold and dry anomalies as seen in Figures 6a and 6c. When the jet is weak, less cold and dry air masses are brought to the SEP, and the local forcing becomes dominant. More moist and radiation heat flux transfer occurs from the ocean to the air, resulting in warm and moist anomalies during the weak-forcing jet period.

The uncoupled results show in general warmer and drier air for both strong-forcing and weak-forcing jet periods, indicated by the domain-maximum and domain-minimum for temperature and domain-minimum for the water vapor when compared with the coupled simulation. Overall, mean differences of minimum air temperature between the coupled and uncoupled simulations are \(-0.6--0.8^\circ C\).

The cold air carried by the strong jet increases the lower-troposphere stability, which limits the entrainment of dry air from above the MBL. This feature, combined with descending warmer air from the strong temperature inversion at the top of the MBL due to the large-scale subsidence and results in more stratuscumulus clouds across the area. This is evident in the cloud liquid water path (CLWP) for the strong-forcing jet (Figures 7a–7c) as compared to the weak-forcing jet (Figures 7d–7f). About 80% of the domain is covered by clouds (based on the CLWP being larger than \(60\) g m\(^{-2}\)) during the strong-forcing jet period but less than 40% of the domain is covered by clouds during the weak-forcing jet period. This is because the warmer air and SST during the weak-forcing jet period causes a decrease in the lower-troposphere stability and eventually leads to the entrainment of dry air into the cloud deck and the replacement of stratus clouds with cumulus [Wyant et al., 1997; Wood and Hartmann, 2006; Clement et al., 2009]. The coastal clearing associated with the jet shown in the previous studies [Garreaud and Munoz, 2005; Renault et al., 2012] can be seen in Figure 7 for both the strong-forcing and weak-forcing jets but with different coverage.

Although there are less model-simulated clouds as compared to observations due to the lower model-simulated MBL heights in the model [Wang et al., 2011], the model does provide adequate cloud coverage, with a relatively thick clouds covering the western part of the domain and thinner clouds along the coast. In particular, the coupled simulation provides more clouds (Figure 4b) and better agreement with observations than the uncoupled simulation since both domain-mean and maximum CLWP are larger. The overall absolute bias from the coupled simulation is about 30% of that from the uncoupled simulation (Figure 5b). An accurate simulation of clouds is critically important since it affects the solar and longwave radiation absorbed by the ocean. The clouds also influence large-scale weather systems, which in turn affect the ocean through surface wind stresses.
4. SST Responses During the Strong-Forcing and Weak-Forcing Jet Periods

The SST responds to the coastal jet significantly and differentially in magnitude and spatial pattern due to the variability of jet in strength, time, and location. To show this, the features of the SST from the selected strong-forcing and weak-forcing jet periods are presented in Figure 8. The SST decreases relative to its mean during the strong-forcing jet period and increases during the weak-forcing jet period, as also noted by others [Soto-Mardones et al., 2004; Albert et al., 2010]. The warm SST near the coastline curvature between Chile and Peru is due to the weak meridional winds that are unable to produce upwelling [Soto-Mardones et al., 2004]. The largest decrease of SST is located along the coast of central Chile and the cooler water extends offshore to replace the warm water (Figures 8a–8c). The model results (Figures 8b and 8c) show SST patterns similar to the observations from AMSR-TMI (Figure 8a). The cool model SST in the model extends farther offshore from the coast but less north from the center of the cold water. Colder SST along the central Chile coast is due to the stronger maximum wind in this area that induces more upwelling. The model SST over the entire area is generally warmer than observed due to less cloud coverage, resulting in a domain-mean SST change larger than observed and a model warm bias of 0.2°C for both coupled and uncoupled simulations (Figure 5c).

During the weak-forcing jet period, the offshore under SEPH center warm SST retreats to the coast and replaces the coastal cold water as evident in both the observations (Figure 8d) and the model (Figures 8e and 8f). The areas covered by cold water are much smaller than during the strong-forcing jet period. Large minimum temperature differences between observations and model are caused by the lack of observations along the coast. The SST increases more significantly in the north since more solar radiation is absorbed near the equator. The larger warm bias from the domain-mean SST in the uncoupled simulation is due to significantly reduced clouds as shown in Figure 7e.

The larger cold bias for the domain-minimum SST from the uncoupled simulation (Figure 4c) is due to stronger domain-maximum wind speed along the Chilean coast, which induces more upwelling. The coupled simulation shows an overall absolute bias for the domain-mean and domain-maximum reduced to 26% of the bias from the uncoupled simulation (Figure 5c).

5. Important Processes Affecting SST Modulation

Four major processes, Ekman pumping, horizontal advection, vertical entrainment, and net surface heat flux exchange have various impacts on the SST change over the SEP area according to the previous studies [Halpern, 2002; Soto-Mardones et al., 2004; Renault et al., 2009, 2012; Albert et al., 2010]. The Ekman pumping due to divergence and convergence of the Ekman transport are responsible for the upwelling and downwelling processes affecting the SST change. Horizontal advection changes the SST due primarily to transport of cold upwelled water offshore. The vertical entrainment is sensitive to the wind-induced mixing and surface buoyancy forcing that vary between strong-forcing and weak-forcing jets. The net surface heat flux, consisting of the shortwave and longwave radiation and the latent and sensible heat fluxes, is affected by the variability of the LLCJ and modifies the SST directly through air-ocean heat exchange.
The rate of temperature change at the surface due to the upwelling or downwelling can be estimated as:

\[
\frac{\partial T}{\partial t} \left|_{upw} \right. = -w_e \frac{\partial T}{\partial z},
\]

where \( T \) is temperature, \( t \) is time, \( z \) is the vertical coordinate, and \( w_e \) is the upwelling or downwelling speed (given in equation (2)). The vertical gradient of temperature \( \frac{\partial T}{\partial z} \) in equation (1) is estimated from the difference of the temperature at the surface and the base of the mixed layer. The mixed-layer depth \( H_m \) is defined as the depth where the potential density difference with respect to the value at the surface exceeds 0.01 kg m\(^{-3}\) [Thomson and Fine, 2003]. The mixed-layer depth differs significantly between the strong-forcing and weak-forcing jet periods (Figures 9a and 9b). Less (more) stable ocean surface conditions during the strong (weak) forcing jet period result in much more (less) vertical mixing and deeper (shallower) mixed-layer depths.

The vertical gradient of temperature is important in the calculation of the rate of temperature change by the Ekman pumping, since it provides the precondition for the surface cooling. The strong-forcing jet period selected here is during October, which has several synoptic disturbances as discussed in Wang et al. [2011] and in Rahn and Garreau [2010]. Frequent occurrences of the coastal jet creates more opportunities for coastal upwelling and vertical mixing due to surface heat loss, which reduces the vertical gradient of temperature (Figure 9c) and supplies weak preconditioning for changes in the surface temperature. On the other hand, during November, weak synoptic disturbances and seasonal warming result in higher SSTs, which increase the vertical gradient of temperature as shown in Figure 9d. The negative vertical gradient occupies the whole domain during the weak-forcing jet period, with a maximum of \(-0.13 \deg C m^{-1}\) and a domain mean of \(-0.03 \deg C m^{-1}\), which exceeds the corresponding values during the strong-forcing jet period. The small positive value along the jet path in Figure 9c indicates the surface cooling induced by the air-sea heat flux exchange during the strong-jet period.

The upwelling or downwelling speed \( w_e \) can be computed as [Gill, 1982; Halpern, 2002]:

\[
w_e = \frac{\partial v_e}{\partial x} + \frac{\partial u_e}{\partial y}.
\]
where $u_e$ and $v_e$ are the $x$-component and $y$-component of the Ekman volume transport and defined by Gill [1982] and Pickett and Paduan [2003] as:

$$u_e, v_e = \frac{1}{\rho_w f} \nabla \times k,$$

where $u_e$ and $v_e$ are the $x$-component and $y$-component of the Ekman volume transport, $\tau$ is the surface wind stress forecast by the atmospheric model, $\rho_w = 1024 \text{ kg m}^{-3}$ is the density of seawater, $f = 2\Omega \sin \theta$ is the Coriolis parameter, $\Omega = 7.292 \times 10^{-5} \text{ s}^{-1}$ is the Earth’s angular velocity, $\theta$ is the latitude, and $k$ is the unit vertical vector. If we substitute equation (3) into equation (2) we get:

$$w_e = \nabla \times \tau + \frac{\beta \tau}{\rho_w f^2},$$

where $\nabla \times \tau$ is the wind stress curl and $\beta$ is the latitudinal variation of the Coriolis parameter. Note that the second term in equation (4) is about two orders of magnitude smaller than the first term in our calculation (not shown). Equations (2) and (4) show that the upwelling or downwelling speed at the base of the Ekman layer is due to the horizontal divergence or convergence of the Ekman transport, which is due to the curl of the wind stress. Along a western coast in the Southern Hemisphere, negative wind stress curl induced by the equatorward wind stress is favorable for upwelling through the Ekman pumping process [Halpern, 2002; Albert et al., 2010].

Strong cooling induced by the upwelling from the coupled simulation is concentrated along the central Chilean coast and south Peruvian coast (Figure 10b), which is consistent with the locations of maximum negative wind stress curl (figure not shown) and upwelling velocity (figure not shown). The cooling extends offshore and covers the half of the domain area where the upwelling occurs. The maximum cooling rate is $-0.13^{\circ}C \text{ d}^{-1}$ during the strong-forcing jet period, which is actually less than that during the weak-forcing jet period ($-0.23^{\circ}C \text{ d}^{-1}$). This is due to the larger vertical temperature gradient during the weak-forcing jet period (Figures 9c and 9d). The cooling area is much smaller during the weak-forcing jet period as expected; therefore, there is a smaller domain-mean rate of temperature change. The uncoupled simulation shows stronger maximum cooling than the coupled simulation with the range of differences of minimum temperature from 0.02 to 0.08$^{\circ}C \text{ d}^{-1}$. The stronger cooling is consistent
with the stronger maximum wind from the uncoupled simulation (Figures 3b and 3e).

[35] The cooling induced by the upwelling is concentrated along the coastal area, similar to the results of Renault et al. [2012]. However, more fine structures and stronger cooling from both coupled and uncoupled simulations are presented in the present study. This could be caused by computing the mean over a longer duration, i.e., 12 days in Renault et al. [2012] but only 3 days in the current study.

5.2. Impact of Horizontal Advection

[36] Seaward advection of temperature resulting from Ekman transport is significant in a long-term mean process. It provides net warming (cooling) in the region north (south) of 20°S [Zheng et al., 2010]. Although geostrophic transport may also contribute to the SST change, for the strong southerly wind along the coast over SEP area, the role for the Ekman transport is enhanced in horizontal advection. We will examine the Ekman advective heat flux to emphasize the role for the Ekman transport but the SST change will be from the total horizontal advection.

[37] The advective heat flux due to the Ekman transport is given by

\[
Q_{ek} = C_{pw} \rho_w \left( u_e \frac{\partial T}{\partial x} + v_e \frac{\partial T}{\partial y} \right)
\]

where \( C_{pw} = 4185.5 \text{ J kg}^{-1} \text{ K}^{-1} \) is the heat capacity of seawater. The Ekman velocity is the vertically averaged velocity within the Ekman layer [Yang, 2006]:

\[
u_{ek} = \frac{u_e}{H_{ek}} \quad (6a)
\]

\[
u_{ek} = \frac{v_e}{H_{ek}} \quad (6b)
\]

[38] The depth of the Ekman layer \( H_{ek} \) can be obtained as in Soto-Mardones et al. [2004]

\[
H_{ek} = \frac{\kappa u_e}{f},
\]

where von Kármán’s constant \( \kappa \) is taken to be equal to 0.42 [Ruggles, 1970]. The friction velocity \( u_f \) is output from the coupled model. It is calculated from the 10 m wind speed and Richardson number, which is determined by the vertical wind shear and stability [Louis, 1979].
The temperature change due to the horizontal advection is obtained by

\[
\frac{\partial T}{\partial t}_{\text{adv}} = -u_\text{adv} \frac{\partial T}{\partial x} - v_\text{adv} \frac{\partial T}{\partial y}
\]

During the strong-forcing jet period, the Ekman velocity is directed offshore along the coast and to the southwest over the open ocean (Figure 11a). The directions are consistent with the long-term mean distribution [Zheng et al., 2010], indicating that the frequent occurrence of LLCJ has a significant contribution. The advective heat flux shows many small features, which are related to oceanic eddies that induce eddy-sized areas of positive and negative horizontal temperature gradient. The eddy-related feature also can be found in the results of Renault et al. [2012] in calculating horizontal advection. The negative advective heat flux denotes that the upwelled cold water from Ekman pumping in the coastal region is being advected westward. The large area of westward advective heat flux of the Chilean coast is consistent with the large Ekman transport in this area. It is also characterized by high eddy kinetic energy due to the strong but variable equatorward wind stress. This coastal transition zone extends from the coast to 600–800 km offshore and is characterized by mesoscale eddies and meanders [Hormazabal et al., 2004].

During the weak-forcing jet period, the domain-mean Ekman velocity is smaller and convergent toward the center of the SEPH (Figure 11d). However, there is larger seaward Ekman velocity along the Chilean coast, which induces strong Ekman flux and SST decrease. The strong cooling due to the advection of upwelled water from the coast is mainly confined to the area from the coast to 100–200 km offshore. The advective heat flux near the coast is stronger, which also induces cooler water along the coast, during the weak-forcing jet period than during the strong-forcing jet period. This is due to a larger temperature gradient between the coastal upwelled cold water and the offshore downwelled warm water (Figures 8e and 8f).

The SST cooling by horizontal advection is larger in the seaward direction than in the meridional direction.
for both the strong-forcing and weak-forcing jet periods (figures not shown) due to the primarily westward advective heat flux by the Ekman transport (Figures 11a and 11d). The area of SST cooling near the Chilean coast extends further offshore near 80°W during the strong-forcing jet period and is primarily confined within 200 km of the coast during the weak-forcing jet period. These results are consistent with the work from Renault et al. [2009, 2012], in which the cooling by seaward advection is more significant from 80°W to the coast for the case where the jet has a similar duration and position as the strong jet case here.

[43] The uncoupled simulation gives larger maximum cooling by horizontal advection than the coupled simulation for both the strong-forcing and weak-forcing jet periods. However, the domain mean of SST change shows more cooling from the coupled simulation than from the uncoupled simulation. This is because the uncoupled simulation also provides larger warming adjacent to the cooling cells, which cancels out the cooling rate for the domain mean. More noticeable cooling differences between uncoupled and coupled simulations are during the weak-forcing jet period, in which the horizontal advection from the uncoupled simulation transports colder water offshore due to a larger horizontal gradient off the central Chilean coast.

5.3. Impact of Vertical Entrainment

[44] SST change due to vertical entrainment is defined as the effect of the mixed-layer deepening and the temperature difference between the mixed layer and below the base of the mixed layer [Qu, 2001]:

$$\frac{\partial T}{\partial t} = -\frac{1}{H_m} \frac{\partial H_m}{\partial t} (T_m - T_d)$$

(9)

where $T_m$ and $T_d$ are the temperatures in the mixed layer and below the base of the mixed layer, respectively. The mixed layer deepens (shoals) with time, which will lead to entrainment (detrainment), resulting in thermocline (mixed layer) water entering the mixed layer (thermocline).

[45] Since the strong-forcing jet brings cold and dry air, enhanced evaporation causes significant latent heat loss to the atmosphere (figure not shown). This large buoyancy loss increases the density at the surface and triggers vertical entrainment to bring colder water into the mixed layer from below. The strong-forcing jet also enhances TKE and leads to a rapid deepening of the mixed layer. This is evident as shown in Figures 12a and 12b for the uncoupled and coupled simulations. The domain-mean SST change rate is negative, indicating that the entrainment occurs during the strong-forcing jet period. The coupled simulation gives slightly less cooling in response to an overall weaker wind speed than the uncoupled simulation (Figure 3).
During the weak-forcing jet period, the surface temperature increases (Figures 8d–8f), resulting in a larger vertical temperature gradient (Figure 9d). This causes more pronounced surface cooling by entrainment when the surface wind increases along the jet path (as shown in Figures 12c and 12d). The relatively stronger cooling by entrainment in Renault et al. [2012] may also be due to the effect of large vertical temperature gradients in the precondition before the jet event. Under the SEPH center, the mixed-layer depth shoals rapidly (Figure 9b) due to weakening of TKE, which is unable to overcome the buoyancy forcing in order to maintain the deep mixed layer. The shoaling in this area induces warm water temperature with SST change rates exceeding $0.180^\circ$C d$^{-1}$ and $0.177^\circ$C d$^{-1}$ for the coupled and uncoupled simulations.

### 5.4. Impact of Heat Fluxes

The net heat flux ($Q_{net}$) at the ocean surface is the sum of the shortwave (solar) radiation ($Q_{sw}$), longwave radiation ($Q_{lw}$), and sensible ($Q_{sh}$) and latent ($Q_{lh}$) heat flux:

$$Q_{net} = Q_{sw} + Q_{lw} + Q_{sh} + Q_{lh} \tag{10}$$

The solar and longwave radiation in the model include the effect of cloud fractional coverage determined by the predicted convective and grid-scale cloud condensate and the relative humidity. The latent and sensible heat fluxes in the model are parameterized using standard bulk aerodynamic formulas [Fairall et al., 2003] with the modified stability function by Louis [1979]. A positive heat flux anomaly indicates that the ocean surface is receiving heat, which will contribute to a positive SST anomaly.

The solar radiation at the surface ($Q_{sw}$), since it decreases exponentially with depth due to rapid absorption within the water column, is modified by solar extinction:

$$Q_{sw} = Q_{sw0} \frac{\gamma}{\beta} \tag{11}$$
where \( \gamma \) is a function describing the solar extinction. The solar extinction function uses a single Jerlov extinction profile for the entire domain and is also based on the various Jerlov water types [Martin, 2000]. The rate of temperature change at the surface due to the heat fluxes can be expressed as:

\[
\frac{\partial T}{\partial t} = -\frac{Q}{\rho_c C_{pw} H_m},
\]

(12)

where \( Q \) represents the heat flux terms in equation (10).

[50] There is a region of maximum warming by solar radiation along the Peruvian coast (Figure 13a) due to near-clear-sky conditions (Figure 7a) and a positive heat anomaly (figure not shown). Along the jet path, the warming is significantly reduced due to the cloud cover (Figure 7a). The near-clear-sky condition along the Peruvian coast also reduces the downward longwave heat flux (Figure 13b). At the curvature between Chile and Peru, there is a maximum heat loss by latent heat flux due to the precondition of warmer SST (Figure 8c). Compared to the SST change by the longwave radiation and sensible heat flux (which is negligible, Figure 13d), the SST change by the latent heat flux is most comparable in magnitude with the heat gain from the solar radiation (Figure 13c). The domain mean of the SST change for the solar and longwave radiation, and latent and sensible heat fluxes are 0.107, –0.024, –0.064, and –0.009°C d\(^{-1}\), respectively. The warming by solar radiation along the Peruvian coast is reduced through the compensation of cooling from longwave radiation and latent heat flux (Figure 13e). Along the jet path, the net SST change is negative, meaning the cooling is dominated by the air-sea latent heat exchange due to the cold and dry air transported over the warmer ocean surface.

[51] During the weak-forcing jet period, cloud coverage is reduced significantly (Figure 7f), resulting in strong warming by solar radiation (Figure 14a). The domain mean SST change is 0.204°C d\(^{-1}\), which is 90% more than during the strong-forcing jet period. More near-clear-sky coverage also reduces downward longwave heat flux (Figure 14b). During this time period, the preconditioning SST is about 1–1.5°C warmer than during the strong-forcing jet period, resulting in more heat loss by latent heat flux (Figure 14c). The distributions of SST change from the solar and longwave radiation and latent heat flux are all similar to the cloud coverage shown in Figure 7f. Strong cooling along the South Peru and north Chile coast is due to stronger wind and shallower mixed-layer depth (figure not shown). The combined SST change from all heat fluxes (Figure 14e) shows that warming from solar radiation is dominant, with only slight cooling in some locations, resulting in a domain mean warming of 0.027°C d\(^{-1}\).
The uncoupled simulation provides less cooling than the coupled simulation \((-0.04 \degree C \text{ d}^{-1} \text{ versus } -0.05 \degree C \text{ d}^{-1}\) during the strong-forcing jet period, which is consistent with the less cloud coverage (Figures 7b and 7c). There is also more warming from the uncoupled simulation \((0.20 \degree C \text{ d}^{-1} \text{ versus } 0.18 \degree C \text{ d}^{-1}\) during the weak-forcing period. The larger bias resulting from significantly less cloud coverage in the uncoupled simulation has induced more warming than the coupled simulation.

The SST change by heat fluxes during the strong-forcing jet period is similar to the case shown in Renault et al. [2012], which linked the SST change to more cloud coverage and resulted in an overall cooling effect. However, for the weak-forcing jet period, the cloud coverage is significantly reduced, which resulted in an overall warming for the most of the SEP area.

5.5. Comparison of SST Changes

The total mean temperature changes from the combined effect of Ekman pumping, horizontal advection, vertical entrainment, and the net heat flux associated with the coastal jet are given for the strong-forcing jet period (Figure 15) and weak-forcing jet period (Figure 16). The top figures show the SST change from the uncoupled and coupled model simulations and the bottom figures calculated from equations (1), (8), (9), and (12). The patterns of the SST change between model simulations and heat budget calculation are remarkably similar for both strong-forcing and weak-forcing periods.

During the strong-forcing jet period, large cooling occurs along the coast and along the jet path and warming occurs adjacent to the jet path (Figure 15). The uncoupled simulation shows more cooling than the coupled simulation for both model simulation (Figures 15a versus 15b) and heat budget calculation (Figures 15c versus 15d). The differences of maximum SST cooling between uncoupled and coupled are \((-0.682 - 0.5) = -0.182 \degree C\) from the model simulation and \((-0.693 - 0.542) = -0.151 \degree C\) from the heat budget. These differences are due to stronger wind (Figure 3) and larger heat flux anomaly (figure not shown) in the uncoupled simulation as discussed above.

During the weak-forcing jet period, more warming occurs over the open ocean under the center of the SEPH system where large subsidence is located. Despite the
over overall warming in most of the domain, cooling occurs near the coastal areas. The maximum cooling during the weak-forcing jet period is in general larger than during the strong-forcing jet period, differences ranging from 0.017°C to 0.259°C (Figures 15 and 16). The uncoupled cooling (Figures 16a and 16c) is also larger than coupled (Figures 16b and 16d) for similar reasons as discussed above for the strong-forcing jet period.

To further identify the different roles played by various processes for the coastal area and along the jet path for these two regimes, additional SST change rates are computed to identify the jet influence. For the coastal area, values along the coast from south to north (indicated by “O” marks in Figure 1b) are used to compute SST change rates (Figures 17a and 17b). In the coastal area, the total rates of SST change show overall cooling for both the strong-forcing and weak-forcing jet periods, with mean values of −0.045 and −0.106°C d⁻¹, respectively. The main contributions to the cooling along the coast are Ekman pumping and horizontal advection. The mean net heat flux and entrainment are positive but do not compensate for the cooling. During the strong-forcing jet period, the Ekman pumping and horizontal advection contribute 96% and 116% to the SST cooling but they are balanced by net heat flux and entrainment, in which net heat flux provides −88% for the warming, 64% more warming than the entrainment. The uncoupled simulation shows more net cooling along the coast during the strong jet period, mainly due to the horizontal advection by offshore transportation of the upwelled cold water. These features for the different process along the coast are also reflected in SST change during the weak-forcing period.

Results from Renault et al. [2012] indicate that although Ekman pumping is important in the coastal area, entrainment is the most significant contribution to the coastal cooling. This differs from this study in which entrainment has a relatively small contribution. One possible reason may be differences in vertical resolution (41 levels versus 32 levels in Renault et al. [2012]). Another important factor is differences in preconditioning of the mixed layer depth for two events. Both the factors can contribute to different vertical temperature gradients, resulting in different entrainment rate. As examined in the study of Renault et al. [2012], the error in representation of the wind dropoff can also generate inaccuracies in coastal upwelling and Ekman pumping.

The SST changes computed along the jet path (Figures 17c and 17d) use model values at locations marked with “P” in Figure 1b, starting from the southeast corner, northward then southward until reaching the southwest corner of the jet path grid. The jet path is thus defined differently for the strong-forcing and weak-forcing jets.

Figure 14. Same as Figure 13 except for the weak-forcing period from 22 to 23 November 2008.
according to their respective features. As shown in Figure 1b, the “P” marks (both red and green) are for the strong-forcing jet and green “P” marks only are for the weak-forcing jet. In contrast to the coastal area discussed above, the SST change rate caused by the Ekman pumping and horizontal advection is small or negligible from both the coupled and uncoupled simulations, especially for the strong-forcing jet period. The net heat flux plays a major role along the jet path for both the strong-forcing and weak-forcing jet periods. For the strong-forcing jet period, the net heat loss, largely due to latent heat flux (Figure 13), causes cooling of 68% (coupled) to 65% (uncoupled) of the overall cooling along the jet path (Figure 17c). A smaller portion (28% from coupled and 30% from uncoupled) of the cooling results from horizontal advection. For the weak-forcing jet period, the net heat flux is positive (Figure 14e), resulting in substantial warming ($0.041\, ^\circ\mathrm{C} \, d^{-1}$ (coupled) to $0.045\, ^\circ\mathrm{C} \, d^{-1}$ (uncoupled)). The warmings, however, are significantly compensated by entrainment, which induced cooling up to $-0.019\, ^\circ\mathrm{C} \, d^{-1}$ from both the coupled (Figure 12d) and uncoupled (Figure 12c) simulations.

The area along the jet path in the present study completely covers the jet within the domain; therefore, it is much larger than the offshore box in Renault et al. [2012], which only include offshore 30–150 km. The current setting for the jet path enables us to investigate air-sea interaction directly under the jet influence. In contrast to the result that air-ocean net heat flux exchange is the most prominent process in cooling the SST, Renault et al. [2012] has indicated that vertical mixing plays a primary role in the offshore area as well as along the coast. This may be attributed to a few factors including the model configuration, boundary conditions, preconditioning for different events, and the different definitions for the jet path and offshore box.

6. Discussion and Summary

Based on the location of the SEPH center relative to the central Chilean coastline, the LLCJ is characterized as either a strong-forcing jet or weak-forcing jet [Jiang et al., 2010]. The study of the LLCJ indicated that there are significantly different characteristics and dynamics between the strong-forcing and weak-forcing jets [Jiang et al., 2010]. As the SST change associated with the weak-forcing jet period has not been investigated before, and the use of a two-way fully coupled air-ocean model was lacking in the previous study [Renault et al. 2012], we have conducted our study for both the strong-forcing jet period and weak-forcing jet period during the VOCALS field campaign from 20 October to 30 November 2008 using results from uncoupled and coupled COAMPS simulations.

Model results from the uncoupled and coupled simulations are validated with satellite-observed wind,
Figure 16. Same as Figure 15 except for the weak-forcing jet period from 22 to 23 November.

Figure 17. The SST change rates (°C d⁻¹) for (a and b) the coastal areas and (c and d) along the jet path. Figures 17a and 17c are for the strong-forcing jet period and Figures 17b and 17d are for the weak-forcing jet period. The point locations for the coastal and jet path are shown in Figure 1.
temperature, and CLWP for a strong-forcing jet case from 29 to 30 October and a weak-forcing jet case from 22 to 23 November 2008. Results compare the different characteristics in the MBL and the SST responses between the strong-forcing and weak-forcing jets. The area of mean wind speed greater than 8 ms^{-1} for the strong-forcing jet case is seven times larger than the area for the weak-forcing jet. Colder and drier air is carried by the strong-forcing jet with about 80% of the domain covered by CLPW greater than 60 g m^{-2}. The SST is generally reduced with colder water extending further offshore from the Chilean coast. In contrast, the weak-forcing jet has mean positive anomalies for both the air temperature and water vapor, resulting in warmer and moister air properties. Only about 40% of the domain is covered by clouds, which is consistent with warmer SST over most of the domain and reduced cold water coverage near the coast.

[65] Overall, statistical results indicate that the two-way coupled simulation is generally more skillful than the uncoupled simulation, with smaller overall absolute bias. The coupled overall absolute bias is 50% less for the surface wind speed, 70% less for the CLWP, and 15% less for SST, as compared to the uncoupled simulation. Subsequently, we expect that the estimation of each process for the SST change from the coupled simulation is closer to observed than the uncoupled simulation. The coupled simulation is able to adjust SST cooling from the uncoupled simulation, most significantly during the strong-forcing jet period along the coastal area mainly due to offshore transport of upwelled cold water. The coupled simulation also significantly reduces the excess warming from the uncoupled simulation by providing better cloud coverage.

[64] Four major processes, Ekman pumping, horizontal advection, vertical entrainment, and net surface heat flux exchange, are analyzed to determine their relative contributions to the SST change with the confidence of wind dropoff representation from the model. The SST changes during the strong-forcing and weak-forcing jet periods are remarkably consistent considering the estimation from four processes and the model simulation. The total effect of Ekman pumping, horizontal advection, entrainment, and the net heat flux on the SST results in an overall cooling along the coast and the jet path during the strong-forcing jet period. The feature differs for the weak-forcing jet period, which the cooling is only restricted along the coastal area and warming is along the jet path and offshore area.

[65] The importance of each process on the modulation of the SST differs between the coastal and open ocean areas. Strong upwelling due to the divergence of the Ekman transport associated with negative wind stress curl and horizontal advection are the most prominent processes in cooling the SST along the coast during both the strong-forcing and weak-forcing jet periods. This differs from the results of Renault et al. [2012], which indicate that entrainment and Ekman pumping are the primary and secondary contributors to coastal cooling, respectively. The reason may be due to different vertical resolution and the preconditioning for the mixed layer depth in Renault et al. [2012]. Both factors can contribute to different vertical temperature gradients that can induce rather dissimilar entrainment heat. The bias of wind dropoff due to poorly resolved coastal

zone of TMI SST can also generate inaccuracies in Ekman pumping and coastal upwelling in Renault et al. [2012].

[66] Along the jet path, the effects of Ekman pumping and entrainment on the SST change are negligible during the strong-forcing jet period. The most prominent process is air-sea heat exchange in cooling the SST with more than 68% contribution. There is a smaller contribution (28%) from the horizontal advection during the strong jet period. This differs from the results of Renault et al. [2012], which indicates that the vertical mixing plays a primary role in the offshore box. This may be attributed to model configuration, boundary conditions, preconditioning for different events, and the different definitions for the jet path and offshore box. During the weak-forcing jet period, air-sea heat exchange is also important, but with a net warming effect. Although the entrainment induces significant cooling, it is not able to compensate for the strong warming due to less cloud coverage.

[67] The coupled simulation may mitigate weaknesses in the uncoupled simulation due to inappropriate representation of the atmospheric bottom boundary condition along coastal areas, such as the TMI SST used to force the atmospheric simulation [Renault et al., 2012]. The poorly resolved coastal zone of TMI SST cannot accurately resolve the wind dropoff due to its physical forcing. Uncoupled simulations in Renault et al. [2012] also show bias in the estimation of turbulent heat fluxes since the atmospheric stability conditions are associated with the air-sea temperature difference, which can be better provided from the coupled simulation as shown in the present study. Uncoupled atmospheric simulations in Renault et al. [2012] show weaknesses in representing low clouds, which in turn may also lead to biases of surface heat fluxes. The comparison of CLWP in the present study has shown that the coupled simulation provides 70% less overall absolute bias than the uncoupled simulation.
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