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DO RUNNING AND FATIGUED RUNNING RELATE TO TIBIAL STRESS FRACTURES?

CHAPTER 1

INTRODUCTION

Stress fractures are localized, generally incomplete bone fractures caused by low-level repetitive loading, not a single traumatic event. They are common in athletes, particularly those involved in endurance sports accounting for between 0.7% and 15.6% of all injuries (Spitz and Newberg, 2002; Bennell and Brukner, 1997). The highest incidence rate of stress fractures has been reported in runners, with a wide range of 9.7% to 72% (Bennell et al., 1996; Bennell and Brukner, 1997; Brukner et al., 1996; Hulkko and Orava, 1987). Among different types of runners, long distance runners had the highest percentage of athletes (31%) who sustained the stress fractures (Bennell et al., 1996). The most common site and common region of stress fractures found in runners were the tibia, and the posterior-medial crest at its distal third, respectively (Hulkko and Orava, 1987; Fredericson et al., 1995; Brukner et al., 1998).

There is no conclusive evidence regarding the causation of the tibial stress fracture in runners. Beck (1998) reported that the incidence of tibial stress fractures was associated with the activity volume and alterations in tibial loading. Runners, who got stress fractures, had a mean weekly running mileage of 117 km, but the association between the weekly running mileage and the frequency of fractures was not found (Korpelainen et al., 2001). In contrast, Bennell and team (1996) reported for their own study that the incidence of stress fractures was 0.7 per 1000 hours of training. From these previous reports, the possible factors causing tibial stress fractures in runners may be either the large magnitude of loads applied to the tibia during running, the number of running cycles, the change in tibial loading after muscle fatigue, or some combination of these factors.
Micro-damage and fatigue failure of materials is a function of cyclic loading magnitude and duration. A number of in vitro studies have documented the response of cortical bone to the application of repetitive loads (Carter et al., 1981; Carter and Caler, 1983; Carter and Caler, 1985; Schaffler et al., 1990). These studies showed that loads deforming bone about 3000-10,000 με were able to fail bone within $10^3$ to $10^5$ cycles of the repetitive application (Table 1). If the stride length is about 2.68 m at the running speed of 3.83 m/s (Cavanagh and Kram, 1990), $10^3$ and $10^5$ cycles will be equivalent to running distances of 2.68 km (1.67 miles) and 268 km (167.5 miles), respectively. However, bone will not fail if the applied loads result in a smaller strain range of 1,200-1,500 με. This strain range is within the normal physiologic range, which has been estimated to be between 50 and 1500 με (Martin, 2000).

Table 1. Fatigue life of cortical bone at various strain levels.

<table>
<thead>
<tr>
<th>Type of Loads</th>
<th>Strain (με)</th>
<th>Cycles to failure* (cycles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reversed uniaxial loading (Carter et al., 1981)</td>
<td>5,000-10,000</td>
<td>$10^3$ to $10^4$</td>
</tr>
<tr>
<td>Uniaxial tensile loading (Carter and Caler, 1985)</td>
<td>3000</td>
<td>$10^5$</td>
</tr>
<tr>
<td>Uniaxial tensile loading (Schaffler et al., 1990)</td>
<td>1,200-1,500</td>
<td>Bone did not fail after $13*10^6$</td>
</tr>
</tbody>
</table>

*Cycles to failure is the number of loading cycles that results in the failure of cortical bone. Failure was defined as the complete fracture of the specimens.

At the stance phase of running, the foot applies compressive and shear forces to the leg with peak magnitudes in the range of 8-14 BW and 0.4-5 BW, respectively, for a running speed range of 3.5 – 5.3 m/s (Scott and Winter, 1990; Burdett, 1982). However, the simplicity of mathematical techniques used in these studies, such as the reduction in the number of active muscles, may lead to inaccuracy of the prediction. Moreover, whether or not these forces could lead to the micro-damage of the tibia is unknown.
To investigate the possibility of micro-damage of the tibia from running, strain gauge staples were mounted to the medial aspect of the mid tibial diaphysis of live humans (Milgrom et al., 2000a &b; Milgrom et al., 2002; Burr et al., 1996; Milgrom et al., 2003; Ekenman et al., 1998). The results showed that the strains occurring during running were not large enough to induce the micro-damage of bone. The maximum compressive axial strain was in the range of -350 με to -2500 με while the maximum tensile axial strain was in the range of 630 με to 1469 με. Factors that affect the difference in the magnitudes of the reported peak strains were the differences in running speed, running shoes, and the material of the running track used in those experiments. However, these peak strains were not the actual maximum strains found in the tibia because they were measured from only specific sites of the tibia. Maximum strain is the peak of the strain’s distribution around the tibia, which can be recorded by bonding the rosette strain gauges around the tibia. However, the experimental technique requires an invasive surgery and has not been done in live humans (Milgrom et al., 2000a).

In contrast, the measurement of peak strains in the tibia can be taken during in vitro experiments. Petermann and colleagues (2001) mounted seven strain gauges around cadaveric tibiae, approximately 9 cm above the malleoli. Strains were recorded from simulated gait in micro-gravity. Authors reported that bending was a primary mode of loading on the tibia. The peak compressive and tensile strains were found in the posterior and anterior regions of the tibia, respectively. The medial aspect of the tibia was the location of the neutral axis of bending. It was the place that the previous in vivo studies used for mounting the strain gauge staples to the human tibia. Therefore, those reported strains from the in vivo studies were not the maximum and were far below maximum strains. It is then possible that running causes larger strains in the tibia than those reported. It may large enough to fail bone during long running events, but this has not been confirmed in human studies.

The finite element modeling method has also been used for the estimation of bone stresses. The proximal tibia (Little et al., 1986) and the whole tibia (Mehta et al.,
1999) were modeled in 3 dimensions. A compressive force of 2450 N was applied to their models. The magnitude of this applied force corresponded to the joint reaction force (JRF) measured experimentally. An increasing compressive stress from the anterior to the posterior aspect was found in the proximal tibial model. The maximal stress of 24.8 MPa occurred in the cortical bone of the posterior surface. In contrast, a maximum compressive stress of 43.35 MPa was found in the whole tibial model. It occurred at approximately 7 cm from the distal end and at the lateral side of the tibia.

Sonada and colleagues (2003) applied a compressive force of 2790 N and bending forces of 240 N to a 3-dimensional (3-D) finite element model simultaneously. The approximate peak stress at the posteriomedial distal third of the tibia was in the range of 19-32 MPa, however the type of this stress was not reported. The reported peak stresses from these finite element models were not the actual peak stresses because forces corresponding to the JRF were applied to the models rather than bone contact force. Bone contact force is the actual force found across the articulating surfaces of the bone ends but JRF is not (Winter, 1990). Bone contact force includes the effect of muscle activities and its magnitude is larger than that of JRF. The application of bone contact force to the finite element model of the tibia should predict a larger peak stress than those reported. As a result, it is unclear whether or not peak tibial stress occurring during running is large enough to damage bone.

Muscle fatigue resulting from prolonged running may be associated with tibial stress fractures because there was a report about an increase in peak strain in the tibiae of foxhounds after their muscles fatigued (Yoshikawa et al., 1994). These foxhounds were instrumented with strain gauges in their tibiae and subjected to 20 minutes of running exercise on their hind limbs. After the quadriceps fatigued, peak principal strain increased about 26-35 % compared to before fatigue. Fryhrie and colleagues (1998) attempted to observe the effect of muscle fatigue on bone strains in live humans. They mounted two strain gage equipped K-wires in the anteromedial side of the tibia. Unfortunately, the impact shock from heel strike caused too much noise in the signals, leading to inconclusive results. Therefore, the further study is necessary to
investigate the effect of muscle fatigue on the change of peak strain in the human tibia and to observe the relationship between this change and the stress fracture of the tibia.

At this time, it is unclear if the initiation of micro damage of the tibia is the result of the repetitive application of large loads to the bone during running or the result of an increase in the magnitude of applied loads to the bone after muscle fatigue. Several investigations have been conducted as previously mentioned but the limitations prevent them from drawing definitive conclusions. Furthermore, stress fractures of the tibia do occur at a high incidence rate in runners, in contradiction of the small strains and stresses found in the tibia, as reported by those studies. It is then possible that the maximum stresses and strains found in the tibia are larger than those reported. Therefore, two research questions were posed in this study, which were 1) whether, in the absence of muscle fatigue, the tibial stresses occurring while running could result in stress fractures, and 2) whether muscle fatigue from prolonged running increases the probability that stress fractures will occur.

An integrated experimental and mathematical modeling approach was used in this study. Bone contact force components were predicted from running trials and applied to a tibial model for the estimation of the stresses acting in the tibia. These stresses were then used for the prediction of the number of cycles to failure (Nfail). It has been reported that Nfail of bone is more than $10^6$ cycles under physiological loading (Schaffler et al., 1990). Physiological loading is generally thought to produce strains in the range of 50-1500 με (Martin, 2000). However, forces occurring while running might produce strains greater than this range and result in a smaller Nfail. Two hypotheses were then proposed here. First, the minimum Nfail of the tibia is less than $10^6$ cycles under the force acting during running. Second, muscle fatigue alters the potential for stress fractures; therefore the minimum Nfail of the tibia found after muscle fatigue will not equal that found before muscle fatigue.
1.1 The mathematical calculations

Experimental procedures have been conducted in this study to gather data for the estimation of minimum Nfail in the tibia. Kinetic and kinematic data have been collected from short running trials, conducted in a gait evaluation laboratory. Running speed range was set at 3.5 - 4 m/s. During running, six cameras captured the 3 dimensional (3-D) spatial orientations of reflective markers taped to the skin at the left leg and the hip of runners. Simultaneously, a force plate recorded the 3-D ground reaction force (GRF) signals. The 3-D spatial coordinates and GRF signals were synchronized and used for the estimation of the resultant joint moments and JRF using an inverse dynamic method as shown in the Figure 1.1. Thereafter, the sequential calculations were performed to estimate minimum Nfail of the tibia at each time instant of the stance phase of running at the frequency of 120 Hz.

The determination of bone and muscle's orientations and the muscle moment arm lengths. The left lower limb was modeled as four rigid body segments consisting of (1) pelvis, (2) femur, (3) tibia, and (4) foot, with 21 muscles attached to them. The origin and insertion coordinates of individual muscles in the segmental reference frames were derived from Delp (1990) and were transformed to the global reference frame (Amirouche, 1992; Kepple et al., 1994). The coordinates of muscle landmarks were fixed in segmental reference frames; however the spatial orientations of muscle landmarks relative to the global reference frame were changed according to the movement of the runners' leg. Moment arm length of individual muscles in the sagittal plane was estimated from the coordinates of the muscle’s origin and insertion and joint center using method of Hawkins (1992). It was estimated at each time instant of the stance phase of running.
The muscle force calculation. 2-D muscle forces were estimated from the static optimization method. The minimized sum of cubed muscle stresses has been chosen to serve as the objective function instead of the minimized metabolic energy expenditure, even though there is evidence that more skilled runners used less metabolic energy cost (Williams, 1990). The later criterion requires more calculation time but results in similar predicted muscle forces (Anderson and Pandy, 2001), and is therefore not preferable. The criterion used in this study has been shown to predict muscle activation patterns similar to those recorded from electromyography (Prilutsky and Zatsiorsky, 2002). Moreover, it predicts the synergist and co-activation of the
muscles. To restrict predicted muscle forces to within physiologically realistic bounds, the objective function was subjected to equality and inequality constraints (Collin, 1995). The equality constraints were the muscle-moment equations, which were constructed from muscle moment arm lengths and the resultant joint moments calculated from the inverse dynamic method. In addition, the physiological upper and lower bounds of muscle forces were applied as inequality constraints.

The estimation of bone contact force. Bone contact force components were composed of compressive and anterior-posterior shear forces. They were estimated from muscle forces and JRF. The estimation of stresses and Nfail at the distal third of the tibia. Bending moment at the distal third of the tibia was calculated from a shear force-bending moment diagram. Axial compressive force and bending moment were then applied to a simple beam model of the tibia to estimate stresses in the anterior and posterior faces of the tibia. Finally, Nfail was predicted by fitting the estimated stresses at each time instant of the stance phase to published regression equations (Caler and Carter, 1989).

To observe the effect of muscle fatigue, the 3-D kinematic and kinetic data of running trials were re-collected after muscle fatigued from prolonged running. The same mathematical methods as previously described were used for estimating stresses and Nfail. By comparing stresses and Nfail before and after muscle fatigue, an association between muscle fatigue and the possibility of stress fractures could be investigated.

1.2 The dissertation overview.

The next two chapters are intended as stand-alone papers, thus some of the literature reviews from this chapter are repeated in them. Chapter 2 reports the magnitudes of bone contact force components found on the articulating surfaces of the tibia at each time instant the stance phase of running. Since they are calculated from muscle forces, the optimization method used for the prediction of muscle forces is
described in more detail. Chapter 3 describes the stress and Nfail found in the distal third of the tibia. Their changes after muscle fatigue are also reported in this chapter. The final chapter is the summary of the results. The review of the literature, that is not included in this chapter, is in the appendix A. Appendix B explains the calculation method in more detail while appendix C shows the orientations of muscles relative to the rigid segments of the leg. An informed consent form is in the appendix D.
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Chapter 2

The Estimated Muscle and Bone Contact Forces from the Normal Running Trials

Siriporn Sasimontonkul and Brian K. Bay

Department of Exercise and Sports Science
Oregon State University, Corvallis, Oregon
Abstract

This study aimed to estimate bone contact forces applied directly to the distal end of the tibia during the stance phase of running. This estimation helps in the understanding of how tibial stress fractures occur in runners. An integrated experimental and mathematical modeling approach was used in this study. Ten volunteer recreational male runners were evaluated with a coupled force plate and 3 dimensional (3-D) motion analysis system while running in the speed range of 3.5-4 m/s. Using the collected data, 3-D joint reaction forces (JRF) and joint moments were calculated. Since both JRF and muscle forces contributed to bone contact forces, muscle forces were also estimated. Muscle forces were estimated by optimization using a 2-dimensional model of the lower limb composed of 4 link segments with 21 attached muscles. Sum of cubed muscle stresses was the objective function, with physiological constraints of experimental joint moments, muscle moment arm lengths, and lower and upper boundaries of muscle forces. This study found that the distal end of the tibia was compressed during the entire stance. A peak compressive force of 8.91 ± 1.14 BW was found during mid stance. Both vertical muscle force and tibia JRF contributed to the compressive force. The peak vertical muscle force and tibia JRF occurred during mid stance and were equal to -7.10 ± 0.96 BW and 1.95 ± 0.2 BW, respectively. The tibia was also sheared by a posterior shear force during most of stance. The peak posterior shear force of -0.53 ± 0.16 BW occurred at mid stance. The horizontal tibial JRF caused this peak posterior shear force while the horizontal muscle force reduced it. Since both compressive and shear forces peak at mid stance, superimposing these forces on the tibia may result in its injury.
Introduction

Tibial stress fractures are common among runners (Hulkko and Ovara, 1987; Johnson et al., 1994; Bennell et al., 1996; Bennell and Brukner, 1997; Spitz and Newberg, 2002). Experiments have also shown that cyclic loading can induce microdamage in bone tissue (Mori and Burr, 1993; Burr et al., 1997; Schaffler and Jepsen, 2000). Therefore, several in vivo experiments were performed to record tibial deformations resulting from an application of running loads to the tibia in order to determine whether or not running loads occurring at the stance phase of running were large enough to damage bone (Milgrom et al., 2000 a & b; Milgrom et al., 2002; Burr et al., 1996; Milgrom et al., 2003; Ekenman et al., 1998). However, these previous experiments failed to record peak tibial deformations. As a result, the cause and effect relationship between running loads and tibial stress fractures are unknown.

Unlike direct measurement of tibial deformations in live humans, peak tibial deformations can be determined by applying estimated bone contact forces calculated from experimental running data to a tibial model. Additionally, maximum stress on the tibia can also be predicted by using the estimated bone contact forces. These bone contact forces are forces applied directly across the articulating surfaces of the tibia. An estimation of bone contact forces shows how the tibia is loaded in the stance phase of running. However, no study has estimated the bone contact forces on the distal end of the tibia although previous studies have estimated bone contact forces on the leg (Burdett, 1982; Scott and Winter, 1990). In one of these studies Scott and Winter (1990) reported that the foot pressed on the leg with a peak compressive force of 10.3 – 14.1 times body weight (BW) while in another study Burdett (1982) reported peak compressive forces of 8-13 BW. Both studies also reported that the foot sheared on the leg posteriorly but the magnitudes of the reported peak shear forces were substantially different. Scott and Winter (1990) reported a posterior shear force of 0.4 - 0.7 BW, in contrast to the range of 3.3 - 5.5 BW reported by Burdett and team (1982).
Besides a discrepancy in the magnitudes of reported bone contact forces, the accuracy of the reported values is questioned for several reasons. First, bone contact forces are the results of both ground reaction forces and muscle activities; however, these previous studies did not account for all active muscles when solving their equations. This may induce an error and ignore the mechanical actions of individual muscles (Dul et al., 1984). Moreover, bi-articular muscle action and co-activation of muscles are also ignored by the previous studies (Collins, 1995). In contrast to the previous studies, Nilsson and team (1985) showed that muscle co-contraction occurred during the stance phase of running, such as the co-contraction of the gastrocnemius and knee extensors. Second, muscle forces used for the estimation of bone contact forces were calculated from muscle moment arm lengths of grouped muscles instead of those of individual muscles. In addition, previous studies assumed a constant muscle moment arm length during the entire stance phase. In contrast, moment arm lengths of individual muscles actually vary according to the joint angle (Spoor et al., 1990; Rugg et al., 1990; Fukunaka et al., 1996; Maganaris, 2000). Consequently, the previously predicted muscle forces and bone contact forces were inaccurate. Finally, an inaccuracy in muscle paths leads to error in the estimated bone contact forces. Kepple and team (1994) found that the muscle path used in a study of Scott and Winter (1990) passed through bone, which was an unrealistic condition.

Using another technique, optimization, Glitsch and Baumann (1997) estimated the load sustained by the foot of forefoot runners. The optimization could predict synergistic and co-activation of muscles, which resulted in an approximation of bone contact forces at the ankle between 10 and 12.5 BW. However, the accuracy of their predicted muscle forces and bone contact forces, as in the previous studies (Burdett, 1982; Scott and Winter, 1990), was questioned. Delp and team (1990) found that muscle attachment points used in this previous study resulted in muscle paths that passed through bones or deeper muscles.

Unlike the previous studies, this study aimed to estimate the bone contact forces applied directly to the tibia at the ankle during the stance phase of running. This
study was performed because the tibia is a common site of stress fractures in runners. The estimated bone contact forces accounted for forces born by the fibula (Lambert, 1971; Calhoun et al., 1994; Funk et al., 2003). Muscle forces contributing to bone contact forces were estimated by optimization because it could predict individual muscle forces, synergist activation, and co-activation of muscles (Binding et al., 2000; Prilutsky and Zatsiorsky, 2002). Joint moments and muscle moment arm lengths at each time instant of the stance phase were used for predicting muscle forces. In addition, muscle paths were estimated from either muscle origins and insertions or wrapping points according to the segmental position (Delp, 1990; Delp et al., 1990).

**Methods**

*Subject.* Ten recreational male runners volunteered to participate in this study. They were 23 ± 2.7 years old. Their height and mass were 175.9 ± 8.4 cm and 71.5 ± 6.9 kg, respectively. They were heel strikers with average running mileages per week of 32.05 ± 9.9 miles. They were injury free and had no abnormal running patterns. Approval was obtained from the university institutional review board for the protection of human subjects and all volunteers signed an informed consent form (see appendix D) before participating in this study.

*The determination of running kinetics and kinematics.* Reflective markers were taped to the runners’ skin at the left anterior superior iliac spine (ASIS), right ASIS, left posterior superior iliac spine (PSIS), right PSIS, left thigh, left femoral epicondyle, left shank, left lateral malleolus, left heel, and the base of the left second toe. They ran 6 successful trials, of approximately 10 meters each, across a force plate at a speed of 3.5 - 4 m/s. This distance was long enough to reach steady-state running. In addition, this speed was chosen because it was a running pace that many recreational runners use (Cavanagh and Kram, 1990). A pair of timing lights (model 63501-IR, Lafayette Instrument Company, Indiana, USA) measured running speed. If the target running speed range was met and the entire left foot hit on the force plate, it was considered a
successful trial. The force plate (Bertec, model 4060-08, Bertec Corporation, Columbus Ohio, USA) collected ground reaction force (GRF) signals at a frequency of 1080 Hz; simultaneously, six cameras captured spatial orientations of the reflective markers at a frequency of 120 Hz. Using the Vicon Motion System (Lake Forest California, USA), signals from six cameras and the force plate were synchronized. The spatial coordinates of the markers were filtered using Woltring's general cross-validatory quintic spline algorithm with a mean square error (MSE) of 7 mm. Plug-In Gait of Vicon Motion Systems then calculated 3-D joint reaction forces (JRF) and joint moments at 120 Hz using Euler's equations (Hibbeler, 1997) and the inverse dynamics method.

**Mathematical calculations.** Data from experimental running trials were used for estimating bone contact forces using mathematical calculations as presented in Figure 2.1.

![Diagram of procedures for estimating bone contact forces.](image)

**Figure 2.1** Procedures for estimating bone contact forces.
Determination of muscle origin and insertion and muscle moment arm lengths. Using the spatial positions of the reflective markers collected from the running trials, the left lower limb was modeled as a 3-dimensional, four rigid-body, segmented model composed of (1) pelvis, (2) femur, (3) tibia, and (4) foot (Figure 2.2). In total, 21 muscles were attached to the model. Origin and insertion coordinates of individual muscles in segmental reference frames were derived from Delp (1990) and scaled to suite individual volunteer runners (Brand et al., 1982; Kepple et al., 1994). To estimate muscle moment arm lengths at each time instant of the stance phase using the method of Hawkins (1992), origin and insertion coordinates in the segmental reference frames were transformed to the global reference frame (Amirouche, 1992; Kepple et al., 1994).

Prediction of muscle forces. Muscle forces were predicted using an optimization method. The optimization criterion used was the minimized sum of the cubed muscle stresses. A mathematical equation for this criterion, or objective function, is shown in equation (1).

\[
\text{Minimize } \sum_{i=1}^{j} \left( \frac{f_i(t)}{\text{PCSA}_i} \right)^3
\]

\( i \) is the number of muscle force. \( j \) is the 21 muscles. \( f_i \) is unknown tensile force developed in the \( i^{th} \) muscle at each time instant of the stance phase. \( \text{PCSA}_i \) is the physiological cross-sectional area of the \( i^{th} \) muscle and is averaged across a reported PCSA of a male cadaver and a reported PCSA from Pierrynowski's study, as reported by Brand and team (1986).

Two further assumptions were made: 1) joint reaction force (JRF) and bone contact forces are applied at the center of contact point between each segment, and 2) no action of ligaments occurs around joints. Thus, resultant moments at each joint, calculated from the inverse dynamics, were the result of active muscles crossing an involved joint and could be written in mathematical equations as the following:

\[
M_a(t) = \sum_{i=1}^{j} d_{ai}(t) \cdot f_{ai}(t)
\]
<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Muscle</th>
<th>Abbreviations</th>
<th>Muscle</th>
</tr>
</thead>
<tbody>
<tr>
<td>GASM</td>
<td>medial gastrocnemius</td>
<td>BFS</td>
<td>biceps femoris short head</td>
</tr>
<tr>
<td>GASL</td>
<td>lateral gastrocnemius</td>
<td>BFL</td>
<td>biceps femoris long head</td>
</tr>
<tr>
<td>FDLNG</td>
<td>flexor digitorum longus</td>
<td>ST</td>
<td>semitendinosus</td>
</tr>
<tr>
<td>PNBR</td>
<td>peroneus brevis</td>
<td>SM</td>
<td>semimembranosus</td>
</tr>
<tr>
<td>Sol</td>
<td>soleus</td>
<td>RF</td>
<td>rectus femoris</td>
</tr>
<tr>
<td>TP</td>
<td>tibialis posterior.</td>
<td>VA</td>
<td>Vastii is composed of vastus medialis (VAM), vastus intermedius (VAI), and vastus laterallis (VAL).</td>
</tr>
<tr>
<td>FHLNG</td>
<td>flexor hallucis longus</td>
<td>GLM</td>
<td>Gluteus maximus is composed of superior, middle and inferior components.</td>
</tr>
<tr>
<td>PNLNG</td>
<td>peroneus longus</td>
<td>IL</td>
<td>iliacus</td>
</tr>
<tr>
<td>TA</td>
<td>tibialis anterior</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.2 A 2-dimensional optimization model of the lower limb with 21 attached muscles.
\[ M_k(t) = \sum_{i=1}^{j} d_{ki}(t) \cdot f_{ki}(t) \]  
\[ M_h(t) = \sum_{i=1}^{j} d_{hi}(t) \cdot f_{hi}(t) \]

\( M_a, M_k, \) and \( M_h \) are resultant moments at the ankle, knee and hip joints, respectively. The resultant moments came from experimental data at each time instant of the stance phase and are positive when acting counterclockwise. \( d_i(t) \) is the moment arm length of the \( i^{th} \) muscle at each time instant of the stance phase and is positive when it results in counterclockwise moments. \( f_i \) is the force of the \( i^{th} \) muscle at each time instant of the stance phase that produces the resultant moment at a certain joint.

Equation (2), (3), and (4) were equality constraints that the objective function was subjected to. In addition, the objective function was also subjected to an inequality physiological constraint (Equation 5).

\[ 0 \leq f_1, f_2, f_3, f_4, \ldots, f_j \leq \text{maximum muscle force} \]  

The maximum muscle force of the \( i^{th} \) muscle was estimated from \( \sigma \cdot \text{PCSA}_i \). \( \sigma \) was maximum muscle stress and assumed to be equal for all muscles. The reported value of \( \sigma \) was in a range of 30-150 N/cm\(^2\) (Dul et al., 1984). PCSA\(_i\) is the physiological cross-sectional area of the \( i^{th} \) muscle. The routine \textit{fmincon} from the optimization toolbox of MATLAB (The Math Works Inc, version 6.1, Natick MA, USA) solved this optimization problem at each time instant of the stance phase. Solutions were 2-D muscle forces.

\textit{Calculation of bone contact force components relative to the tibia.} Bone contact force components are composed of compressive and shear forces and were calculated from equation (6). The sums of muscle forces are separate summations of the vertical and horizontal components of the planarflexor and dorsiflexor forces. Lines of action of individual plantarflexors and dorsiflexors were determined as vectors according to the position of the body. They were drawn either from muscle
insertion to muscle origin or from wrapping points at the most proximal end of the foot to the most distal end of the tibia.

Bone contact forces = AJRF – sum of muscle forces \hspace{1cm} (6)

AJRF are the vertical and horizontal ankle JRF on the foot segment and were determined experimentally from running trials. These bone contact forces were the vertical and horizontal forces applied to the foot segment. The bone contact forces applied to the tibia had the same magnitudes but opposite directions. Approximately ten percent of bone contact forces are borne by the fibula (Lambert, 1971; Calhoun et al., 1994; Funk et al., 2003). Therefore, 90% of bone contact forces were reported in this study and represented the forces being applied to the tibia. Next, these bone contact forces, JRF, and sum of muscle forces were transformed from the global reference frame to the tibial reference frame.

Statistical analysis: Stance times were normalized to be a percentage of the total stance time for each subject. All forces were normalized by subject body weight (BW). Kinetics, kinematics, and bone contact forces were interpolated every 0.2% stance across the stance phase using a piecewise cubic hermite interpolating polynomial. The kinetics, kinematics, and bone contact forces were then averaged across 6 trials within individual runners to represent their data. Next, group means and standard deviations of kinetics, kinematics, and bone contact forces were calculated across runners using MATLAB (Matlab® 6.1). The association between means of the kinetics, and bone contact forces was investigated using Pearson product moment correlation (SPSS 10.0 for Windows).

Results

Ankle angle. The ankle was in dorsiflexion during the first 85% of the stance phase while plantarflexion occurred thereafter (Figure 2.3).

Ground reaction forces (GRF). GRF were reported in the global reference frame. The vertical GRF includes an impact peak and an active peak. The impact peak of the GRF is the first vertical force peak that occurs after the first ground contact. The
active peak of the GRF is the second vertical force peak of the vertical GRF. The impact and active peaks of the GRF were equal to 1.52 ± 0.24 and 2.56 ± 0.26 times body weight (BW), respectively (Figure 2.4 a). The braking peak, the peak of the backward GRF occurring at the heel impact, and the propulsive peak, the peak of the forward GRF occurring during push-off, were equal to -0.33 ± 0.06 BW and 0.35 ± 0.05 BW, respectively (Figure 2.4 b).

Figure 2.3 The group mean and SD of ankle angle. Positive and negative angles represent dorsiflexion and plantarflexion, respectively.

Figure 2.4 The group mean and SD of GRF across stance phase. Positive forces represent the force being applied either in an upward direction or forward direction.
Tibial joint reaction forces (JRF). The vertical and horizontal tibial JRF were reported relative to the orientation of the tibial shaft in the sagittal plane. Two peaks of vertical tibial JRF were found at impact and at mid stance, and they were equal to $1.30 \pm 0.2$ and $1.95 \pm 0.2$ BW, respectively (Figure 2.5 a). The horizontal tibial JRF was applied anteriorly to the distal tibia during the first 10 % of the stance phase before being applied posteriorly (Figure 2.5 b). The peak posteriorly-directed tibial JRF occurred at mid stance and was equal to $-1.22 \pm 0.14$ BW. The large horizontal tibial JRF in the tibial reference frame resulted from a transformation of JRF components found in the global coordinate frame to the tibial coordinate system.

![Mean&SD of vertical reaction force VS %stance](image1)

![Mean&SD of anterior-posterior reaction force VS %stance](image2)

a) vertical tibial JRF  
b) horizontal tibial JRF

Figure 2.5 The group mean and SD of the tibial JRF at the distal end of the tibia across the stance phase. Positive forces represent the force being applied either in an upward direction or forward direction.

Joint moments about the mediolateral axis. Patterns and magnitudes of moments about the mediolateral axis of all joints are presented in Figure 2.6. At the ankle joint, a dorsiflexion moment occurred from initial impact through 15 % of the stance phase followed by a plantarflexion moment occurring throughout the remainder of the stance phase (Figure 2.6 a). Peaks of dorsiflexion and plantarflexion moments were equal to $-0.21 \pm 0.72$ and $2.96 \pm 0.26$ Nm/kg, respectively.
Figure 2.6 The group mean and SD of resultant ankle, knee and hip moments about the mediolateral axis across the stance phase. Positive moments represent the extension moments.

At the knee joint, flexors caused a flexion moment through the first 10% of the stance phase and then the extensors acted throughout the rest of the stance phase (Figure 2.6 b). Peaks of knee flexion and extension moments were equal to $-0.33 \pm 0.24$ and $2.70 \pm 0.55$ Nm/kg, respectively.

At the hip joint, a hip extension moment occurred during the first 85% of the stance phase and then the flexors acted on the hip (Figure 2.6 c). Peaks of hip extension and flexion moments were equal to $1.91 \pm 0.47$ and $-0.3 \pm 0.21$ Nm/kg, respectively.
Muscle Forces. Optimization was successfully able to solve for the muscle forces of all trials when the maximum muscle force was calculated using a maximum muscle stress of 80 N/cm². Though the effects of higher muscle stresses were studied, the optimizations resulted in the same magnitude of muscle forces. A muscle stress of 80 N/cm² was the minimal muscle stress that resulted in the successful optimization of all trials and was used in this study. The group means of predicted muscle forces across the stance phase are shown in Figure 2.7.

At the ankle joint. During the impact phase (0 % to 20 % of stance), tibialis anterior contracted, while soleus co-contracted with the tibialis anterior during the latter portion of the impact phase (Figure 2.7 a). From 20% to 90% of the stance phase, soleus, gastrocnemius medialis, and gastrocnemius lateralis were active. Other plantarflexors also contracted during this period (Figure 2.7 b), but their forces were smaller than those of soleus and gastrocnemius. During late stance (90 % to 100 %), soleus diminished its activity while gastrocnemius medialis, an agonist, co-contracted with tibialis anterior, an antagonist.

At the knee joint. A co-activation of the knee flexors semimembranosus and biceps femoris long head, and the knee extensors vastii was found during the period of knee flexion moment (Figure 2.7 c & d). In contrast, primarily the knee extensors were active during the period of knee extension moment and the largest forces were produced by, in descending order, vastus lateralis (VAL), vastus intermedius (VAI) and vastus medialis (VAM), respectively.

At the hip joint. The hip extension moment resulted from an activity of semimembranosus and gluteus maximus (Figure 2.7 f). Semimembranosus produced a larger force during the first 40 % of the stance phase while gluteus maximus (GLMS, GLMI & GLMM) peaked between 30% and 40 % of the stance phase. Rectus femoris worked as an antagonist of the hip extensors during mid stance (Figure 2.7 e). During late stance, iliacus flexed the hip.
Forces of Gastrocnemius and TA

a) large plantarflexors & dorsiflexor

b) small plantarflexors

Figure 2.7 The group means of muscle forces from optimization.
c) knee flexors

d) knee extensors

Figure 2.7. (Continued).
e) hip flexors

f) hip extensors

Figure 2.7. (Continued).
The vertical component of bone contact force. The distal end of the tibia was compressed during the entire stance. A peak compressive force of 8.91 ± 1.14 BW was found during mid stance. Figure 2.8(a) illustrates that the peak vertical muscle force caused a larger peak compressive force than the tibial JRF did. This peak vertical muscle force, equal to -7.10 ± 0.96 BW, contributed to a peak compressive force that was approximately 4.5 times the tibial JRF.

![Graph showing vertical and horizontal forces](image)

Figure 2.8 The group means of bone contact, muscle, and the tibial joint reaction forces at the distal end of the tibia across the stance phase. Positive forces represent the force being applied either in an upward direction or forward direction.

- \( z \) = vertical component
- \( \text{CompF} \) = compressive force
- \( \text{MusF} \) = muscle force
- \( y \) = horizontal component
- \( \text{ShearF} \) = shear force
- \( \text{RF} \) = the tibial joint reaction force.

The horizontal component of bone contact force. During the first 75 % of the stance phase, the distal end of the tibia was sheared posteriorly (Figure 2.8 b). From 75 % to 90 % and from 90 % to the end of the stance phase, the tibia was sheared anteriorly and posteriorly, respectively. The muscle forces caused a larger shear than the tibial JRF did at the impact (between 0 % and 15 % of the stance) and during late stance (between 75 % and 90 % of stance), but the overall magnitude was small. In
contrast, between 15 % and 75 % of stance, the tibial JRF caused a large shear force while muscle force counteracted the tibial JRF to reduce shear force. The peak posterior shear force occurred a little bit before mid-stance and was equal to $-0.53 \pm 0.16 \text{ BW}$.

**Association among forces.** Associations among peaks of kinetics and bone contact forces are shown in Table 2.1. A large correlation coefficient was found between the active peak of the vertical GRF and the vertical muscle forces. The active peak of the vertical GRF also had a strong relationship with both the vertical and horizontal tibial JRF.

Table 2.1 Correlation coefficients among the maximum values of kinetics and bone contact forces (n=10).

<table>
<thead>
<tr>
<th></th>
<th>GRFz</th>
<th>GRFy</th>
<th>JRFz</th>
<th>JRFy</th>
<th>CompF</th>
<th>ShearF</th>
<th>MusFz</th>
<th>MusFy</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRFz</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRFy</td>
<td>0.39</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JRFz</td>
<td>0.97**</td>
<td>0.30</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JRFy</td>
<td>0.83**</td>
<td>0.53</td>
<td>0.67*</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CompF</td>
<td>0.90**</td>
<td>0.62</td>
<td>0.89**</td>
<td>0.70*</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ShearF</td>
<td>0.62</td>
<td>0.31</td>
<td>0.59</td>
<td>0.58</td>
<td>0.45</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MusFz</td>
<td>0.84**</td>
<td>0.68*</td>
<td>0.85**</td>
<td>0.67*</td>
<td>0.99**</td>
<td>0.46</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>MusFy</td>
<td>0.04</td>
<td>-0.14</td>
<td>-0.09</td>
<td>0.26</td>
<td>0.00</td>
<td>-0.56</td>
<td>-0.06</td>
<td>1.00</td>
</tr>
</tbody>
</table>

z = vertical component  \quad y = horizontal component

ComF = compressive force  \quad ShearF = shear force

MusF = muscle force

* = significant different from zero at p-value < 0.05 (2-tailed)

** = significant different from zero at p-value < 0.01 (2-tailed)

**Discussion**

**Ground reaction forces, moments, and muscle forces.** The active peak of the GRF found in this study was in the range of those reported by Burdett (1982) and
Scott and his team (1990). Patterns and magnitudes of resultant moments about the mediolateral axis of all joints were also similar to those previously reported (Harrison et al., 1986; Buczek and Cavanagh, 1990; Scott and Winter, 1990; McCaw and De Vita, 1995; Farley and Ferris, 1998). Using the resultant moments as optimization constraints resulted in patterns of muscular activity similar to those provided by electromyography (Nilsson et al., 1985; Reber et al., 1993). Moreover, the model used in this study could predict co-activation and synergy of muscular activities as previously reported (Binding et al., 2000; Prilutsky and Zatsiorsky, 2002).

**Bone contact forces.** In this study, bone contact forces on the distal end of the tibia were not substantially different from those on the distal end of the leg as reported by previous studies (Burdett, 1982; Scott and Winter, 1990; Glitsch and Baumann, 1997). We found that the tibia sustained a large compressive force and a small posterior shear force during the stance phase of running. The peak compressive force sustained by the tibia in this study was similar to that sustained by the leg in Burdett's study (Burdett, 1982). In contrast, the peak posterior shear force on the tibia of this study was much smaller than that reported by Burdett yet still supported the same force found on the leg by Scott and Winter (1990). The peak compressive and shear forces on the tibia in this study resulted in the resultant bone contact force of 8.93 BW, which was smaller than that found by Glitsch and Baumann (1997).

We refined the results of the previous studies by calculating bone contact forces from muscle forces 1) that accounted for synergies and co-activation of muscles rather than assuming no co-contraction or ignoring some of the active muscles, as in previous studies (Burdett, 1982; Scott and Winter, 1990), 2) whose muscle paths wrapped over bone according to the segmental positions. In contrast, the muscle paths used in Scott and Winter (1990) and Glitsch and Baumann (1997) passed through bone in selected body positions (Kepple et al., 1994; Delp et al., 1990), 3) that were calculated from moment arm lengths that varied with joint angle at each time instant of the stance phase, and 4) that were calculated from joint moments about the mediolateral axis resulting from real 3-D analysis rather than 2-D analysis or unreal 3-
D analysis as in previous studies (Burdett, 1982; Scott and Winter, 1990). Moreover, the bone contact forces reported in this study were averaged both across trials of individual runners and across the group of these same runners rather than drawing results from either individual running trials or individual runners in previous studies (Burdett, 1982; Scott and Winter, 1990; Glitsch and Baumann, 1997).

A compressive force applied to the tibia at the centroid of tibia plafond should result in backward bending of the tibia. This is because the centroid at 15%-85% of the tibial length is located anteriorly to the line connecting the centroids of tibia plateau and tibia plafond, due to curvature of the tibia (Funk et al., 2003). Besides the compressive forces, a posterior shear force found at the distal end of the tibia also bends the tibia backward. As a result, compression should occur in the posterior face of the tibia. However, either tension or compression also occurs in the anterior face of the tibia depending on the magnitudes of the compressive and shear forces. Previous studies showed that both compressive and tensile strains were found in the anterior face (Ekenman et al., 1998; Peterman et al., 2001), whereas compressive strain developed in the posterior crest of the tibia (Peterman et al., 2001).

This study found that peak bone contact forces occurred at mid stance during dorixiflexion of the foot. Leardini and his team (1999) reported that the articular contact point is located in the anterior part of the tibial mortise during dorixiflexion. This may either reduce or increase the amount of backward bending of the tibia, depending on the location of this contact point relative to a centroid of the tibial midshaft. However, currently no study has reported the location of a contact point relative to the centroid of the tibia.

The vertical muscle force and horizontal tibial JRF are major factors that cause peak compressive and posterior shear forces at mid stance during running, respectively. Both vertical muscle force and horizontal tibial JRF had a strong relationship with the active peak of the vertical GRF (Table 2.1). Thus, the large active peak of vertical GRF found at mid stance may be a major source of tibia stress fractures. A reduction of this peak vertical GRF would be necessary to prevent tibial
injury. Moreover, a forward leaning of the shank at mid stance resulted in a large posterior tibial JRF relative to the tibial axis, which led to a more backward bending of the tibia. Hence, changes in running styles may also be necessary for some runners.

Limitation. More skilled runners have a lower metabolic energy cost than unskilled runners (Williams, 1990). However, a fatigue criterion, the minimized sum of cubed muscle stresses, was chosen as an objective function of the optimization for two reasons: 1) it maximizes endurance time, which is similar to minimizing metabolic energy expenditure, and 2) static optimization was used to solve the minimized sum of cubed muscle stresses and required a much shorter amount of time for calculation than dynamic optimization that solves for the minimized metabolic energy expenditure. The static and dynamic optimization methods have been found to result in similar muscle forces and bone contact forces (Anderson and Pandy, 2001). The greatest similarities in the results of these two criteria were found when the minimizing muscle stress was raised to the power of 2 as opposed to any other exponents. However, the minimizing muscle stress in this study was raised to the power of 3 because this exponent was the average exponent of the muscle endurance-force relationship (Crowninshield, 1983). In addition, the minimized sum of cubed muscle stresses provided patterns of muscular activities that were similar to those provided by electromyography (Prilutsky and Zatsiorsky, 2002). Nonetheless, a pilot calculation was performed in this study to compare the predicted muscle forces resulting from the minimized sum of squared muscle stresses and the minimized sum of cubed muscle stress. The predicted muscle forces resulting from both criteria were almost equal. This supported previous reports that patterns and predicted values of muscle forces were not sensitive to small changes in exponents of objective functions (Crowninshield, 1983; Glitsch and Baumann, 1997). Currently, it is unclear which criterion the body uses for controlling muscle activities. Thus, any conclusions drawn from comparing the results of mathematical models to those of the real world should be inferred with caution.
The accuracy of muscle force prediction is dependent on the accuracy of the physiological data used, such as PCSA, muscle stresses and moment arm lengths. Currently, those complete data reports from live humans are unavailable. This study used PCSA reported from cadavers, and a single data set was used for PCSA and origin and insertion locations, not individualized to each subject except by generalized scaling. Errors in muscle force prediction may occur if the PCSA reported from cadavers is different from that in live humans.

Conclusion. During the stance phase of running, the distal end of the tibia was compressed. It was also sheared both posteriorly or anteriorly. However, the amount of posterior shear force was larger than that of anterior shear force. Peak compressive and posterior shear forces occurred during mid stance. Both compressive and posterior shear forces may lead to tibial stress fractures. Vertical muscle force (i.e. along the tibia’s longitudinal axis) is a major factor causing a large compressive force while horizontal tibial JRF is a major factor causing posterior shear force. The active peak of the GRF during mid stance is related to both vertical muscle force and horizontal tibial JRF. Thus, a reduction of this GRF’s peak may help prevent tibial stress fractures.
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Abstract

Tibial stress fractures are common in runners. However, it is unclear which factors cause the occurrence of tibial stress fractures in runners. This study aimed to determine, through an estimation of the cycles to failure (Nfail) of the distal third of the tibia, whether or not repeated application of running loads over typical distances adequately explains tibial stress fractures. Moreover, this study observed whether or not muscle fatigue altered the potential of tibial stress fractures. An integrated experimental and mathematical modeling approach was used to estimate tibial stresses and the Nfail. To gather the experimental data, ten runners labeled with reflective markers on their left lower limb ran across a force plate within the speed range of 3.5-4 m/s. Six cameras and a force plate recorded the spatial orientations of these markers and the ground reaction force signals, respectively. Inverse dynamics analysis was applied to the collected data to estimate joint reaction forces (JRF) and joint moments. Muscle forces were estimated by an optimization procedure. Using these JRF and muscle forces, the 2-D bone contact forces at the distal end of the tibia were determined. Next, tibial stresses were estimated by applying the bone contact forces to a tibial model and were then used to predict the Nfail. All experimental procedures and calculations were repeated after the onset of muscle fatigue from prolonged running. This study found a backward bending of the tibia during most of the stance phase of running. This led to occurrences of compressive stresses on the posterior face and of compressive and tensile stresses on the anterior face of the tibia. However, the maximum stresses occurring during mid stance were the compressive stresses found on the posterior face and equaled - 43.4 ± 10.3 MPa. These maximum stresses predicted the group mean of Nfail as being 5.28*10^6 cycles. However, 2.5% to 56% of the population of runners have a chance of getting tibial stress fractures within 1 million cycles of a repeated foot impact. There was no evidence that muscle fatigue accelerated tibial stress fractures. This was because the Nfail significantly increased after plantarflexors fatigued.
Introduction

Stress fractures are micro-damage of bone tissue (Spitz and Newberg, 2002), which are caused by low-level repetitive loading, not a single traumatic event. The highest incidence rate of stress fractures was found in runners with a wide range of 9.7% to 72% (Hulkko and Orava, 1987; Johnson et al., 1994; Bennell et al., 1996; Bennell and Brukner, 1997). A posterior-medial crest at the distal third of the tibia is the most common site of stress fractures found in runners (Brukner et al., 1998). Although tibial stress fractures are common in runners, especially long distance runners (Brukner et al., 1996), its mechanisms are not well understood.

Causations of tibial stress fractures found in runners are unclear. However, a repeated application of certain loads to bone leads to degradations of bone stiffness and microdamage accumulations (Burr et al., 1997). The previous studies found that loads resulting in the strain range of 3000-10,000 με could fail bone within $10^3$ to $10^5$ cycles of the repetitive application (Carter et al., 1981; Carter and Caler, 1983; Carter and Caler, 1985). However, bone won’t fail if the applied loads result in a smaller strain range of 1,200-1,500 με (Schaffler et al., 1990). Loads occurring at the stance phase of running may result in large strains, which lead to tibial stress fractures after a certain number of running steps. In contrast, in vivo experiments found small tibial strains, not large, occurring while running (Milgrom et al., 2000a & b; Milgrom et al., 2002; Burr et al., 1996; Milgrom et al., 2003; Ekenman et al., 1998). However, Petermann and colleagues (2001) found that those reported peak strains from the in vivo studies were far below maximum strains because strains were recorded near the location of neutral axis or zero strain. Consequently, it is unknown if loads occurring while running are large enough to damage bone. Since the tibial stress fracture occurs in many runners, running may result in larger peak tibial strains, which could initiate a microdamage of bone, than those previously reported.

In contrast to a direct measurement of strains in the human tibia, the mathematical method, which is a finite element model of the tibia, provides a stress
distribution and a peak stress in the tibia. Unfortunately, the previous finite element models of the tibia were loaded by forces corresponding to experimental joint reaction forces (JRF) rather than bone contact forces (Little et al., 1986; Mehta et al., 1999; Sonada et al., 2003). Bone contact forces are forces found across articulating surfaces of bone ends (Winter, 1990), which include the effects of muscle activities. Magnitudes of bone contact forces are larger than those of JRF; therefore, an application of bone contact forces to a finite element model of the whole tibia should result in a larger peak stress than those previously reported (Mehta et al., 1999; Sonada et al., 2003). Hence, it is unclear whether or not a peak tibial stress occurring during running is large enough to injure the tibia.

It is also possible that either the number of running steps or muscle fatigue from a long distance run is associated with stress fractures. It was more likely for stress fractures to occur if the runners ran longer distances or had longer training hours (Bennell et al., 1996; Korpelainen et al., 2001). In addition, Yoshikawa and colleague (1994) reported that the fatigue of quadriceps resulting from a 20 minute running exercise increased peak principal and shear strains in the tibiae of foxhounds by an average of 26-35%. The effect of muscle fatigue was also observed in human tibia but noisy signals led to inconclusive results (Fyhrie et al., 1998). As a result, it is not understood whether it is the number of running steps, muscle fatigue, or both that lead to tibial stress fractures.

Since the relationship between running and tibial stress fractures is unclear, this study evaluated the potential for stress fractures in human subjects running immediately after a rested state, and compared this with running after the onset of muscle fatigue. Unlike the previous study, an integrated experimental and mathematical modeling approach was used to estimate stresses at the distal third of the tibia during each time instant of the stance phase. Thereafter, the probability of tibial stress fractures was determined from an estimation of the minimum cycle to failure (N\text{fail}). Schaffler and colleague (1990) reported that the N\text{fail} of bone specimens was more than $10^6$ cycles if physiological loads were applied to bone. The physiological
loads are loads resulting in a strain range of 50-1500 με (Martin, 2000). Since running is a vigorous activity, running loads may result in larger strains and stresses than the physiological loads applied to bone. Thus, the running loads may result in a smaller Nfail than those reported by Schaffler (1990). Two hypotheses were posed here. First, the minimum Nfail was less than 10^6 cycles under running loads. Second, muscle fatigue altered the potentials of stress fractures; therefore, Nfail found after muscle fatigue was not equal to that found before fatigue.

**Methods**

*Subject.* Ten recreational male-runners volunteered to participate in this study. They were 23 ± 2.7 years old. Their height and mass were 175.9 ± 8.4 cm and 71.5 ± 6.9 kg, respectively. They were heel strikers with average running mileages per week of 32.05 ± 9.9 miles. They were injury free, especially from stress fractures, and had no abnormal running patterns. An approval was obtained from the university institutional review board for the protection of human subjects and all participants signed an informed consent (see appendix D) before participating in this study.

*The measurement of peak torque of plantarflexors.* A baseline peak torque of plantarflexors was determined before running using an isokinetic dynamometer (Biodex system 3 pro, Biodex Medical System, Inc., New York, USA). After warm-up and adjusting a proper position for ankle plantar flexion and dorsiflexion, the plantarflexors were tested using a concentric/concentric mode of isokinetic contraction at a speed of 30 degrees/s. Runners performed a concentric plantarflexion followed by a concentric dorsiflexion totaling 5 repetitions each without rest in between. During test, a full range of motion of both plantarflexion and dorsiflexion were required.

*The determination of kinetics and kinematics.* Reflective markers were taped to the runners’ skin at the left anterior superior iliac spine (ASIS), right ASIS, left posterior superior iliac spine (PSIS), right PSIS, left thigh, left femoral epicondyle, left shank, left lateral malleolus, left heel and the base of the left second toe. The
participants ran 6 successful trials, less than 10 meters each, across a force plate at a speed range of 3.5 - 4 m/s because it was a common running pace for many recreational runners (Cavanagh and Kram, 1990). A pair of timing lights (model 63501-IR, Lafayette Instrument Company, Indiana, USA) controlled the running speed. If the running speed was met and the entire left foot hit on a force plate, it was consider a successful trial. This force plate (Bertec, model 4060-08, Bertec Corporation, Columbus Ohio, USA) collected ground reaction force (GRF) signals at a frequency of 1080 Hz; simultaneously, six cameras captured spatial orientations of the reflective markers at a frequency of 120 Hz. Using the Vicon Motion System (Lake Forest California, USA), signals from the six cameras and the force plate were synchronized. The procedures were repeated immediately after plantarflexors became fatigued following a running exercise. To reduce noise, Woltring's general cross-validatory quintic spline algorithm with a mean square error (MSE) of 7 mm was used to filter the spatial coordinates of the reflective markers. Next, Plug-In Gait of Vicon Motion System (Plug in Gait, Vicon Motion System, Inc., California, USA) calculated 3-D joint reaction forces (JRF) and joint moments at 120 Hz using Euler's equations (Hibbeler, 1997) and inverse dynamic method.

Running exercise. Before running, the reflective markers were taken off of the runners. Their locations on the runners' skin were marked so that after fatigue the same individual reflective markers were placed in the same spots as before fatigue. A running exercise was performed on a treadmill located near the testing area. The rating of perceived exertion (RPE) was used for periodically rating the perception of exertion in participants' leg muscles while running (Borg, 1998). A speed corresponding to lightly heavy exertion (scale of 11) was used in this study. The scale of 11 is associated with the lactate threshold of an individual runner (Weltman, 1995). Runners maintained this running speed and rated their perception of muscle exertion every 15 minutes of running. They stopped running when a scale of 17 was met. The strength of the plantarflexors was then re-evaluated immediately using the Biodex dynamometer. If the peak torque of the plantarflexors was about 25-30% less than its baseline value,
it was considered a complete running exercise. If this condition was not met, without taking a rest, runners were required to continue their running on the treadmill using either the previous pace or their preferred speed. The strength of the plantarflexors was evaluated every 15 minutes. The running was completed either when the peak torque of plantarflexors was about 25-30% less than its initial value or when runners became exhausted, whichever occurred first.

*The estimation of muscle and bone contact forces.* A left lower limb was constructed as a 3 dimensional four rigid-body segmented model composed of (1) pelvis, (2) femur, (3) tibia, and (4) foot. In total, 21 muscles were attached to the model. A 3-D origin and insertion of muscles relative to segmental reference frames was derived from Delp (1990) and scaled to suit individual runners (Brand et al., 1982; Kepple et al., 1994). Thereafter, the 3-D origin and insertion of muscles was transformed from the segmental reference frames to the global reference frame for estimating muscle moment arm lengths at each time instant of the stance phase (Amirouche, 1992; Hawkins, 1992; Kepple et al., 1994).

2-D muscle forces in a sagittal plane were estimated from an optimization procedure using a 2-D model of the leg attached with 21 muscles (Figure 2.2 of chapter 2). The minimized sum of cubed muscle stresses was used as an objective function of the optimization (Equation 1). Both joint moments about the mediolateral axis and muscle moment arm lengths in the sagittal plane resulting from the experimental running trials served as equality constraints (Equation 2-4) that the optimizations were subjected to. The lower and upper boundaries of muscle forces also served as inequality constraints of the optimizations (Equation 5). The objective function and constraints of the optimizations are shown in the following:

Objective function: \[
\text{Minimize } \sum_{i=1}^{j} \left( \frac{f_i(t)}{PCSA_i} \right)^3
\]  

Equality Constraints: \[
M_a(t)=\sum_{i=1}^{j} d_{ai}(t) * f_{ai}(t)
\]
\[ M_k(t) = \sum_{i=1}^{j} d_{ki}(t) * f_{ki}(t) \]  
(3)

\[ M_h(t) = \sum_{i=1}^{j} d_{hi}(t) * f_{hi}(t) \]  
(4)

Inequality constraint: \( 0 \leq f_1, f_2, f_3, f_4, \ldots, f_j \leq \) maximum muscle force  
(5)

\( i \) is the number of muscle forces. \( j \) is the 21 muscles. \( M_a, M_k, \) and \( M_h \) are resultant moments at ankle, knee and hip joints, respectively. The resultant moments came from experimental data at each time instant of the stance phase and are positive when rotating counterclockwise. \( d_i(t) \) is a moment arm length of the \( i^{th} \) muscle at each time instant of the stance phase and is positive when it results in counterclockwise moments. \( f_i \) is a force of the \( i^{th} \) muscle at each time instant of the stance phase that results in the resultant moment at a certain joint. The maximum muscle force of the \( i^{th} \) muscle was estimated from \( \sigma \times PCSA_i \) while \( \sigma \) represents muscle stress. The muscle stress of 80 N/cm\(^2\) was used for all muscles (Refer to Chapter 2). PCSA\(_i\) is the physiological cross-sectional area of the \( i^{th} \) muscle and is averaged across a reported PCSA of a male cadaver and a reported PCSA of Pierrynowski’s study (Brand et al., 1986).

The routine \textit{fmincon} of the optimization toolbox of MATLAB (The math Works Inc, version 6.1, Natick MA, USA) solved this optimization problem at each time instant of the stance phase and predicted muscle forces. Bone contact forces were then estimated from equation (6).

\[ \text{Bone contact forces} = AJRF - \text{summation of muscle forces} \]  
(6)

\( AJRF \) are the vertical and horizontal ankle JRF on the foot segment and determined experimentally from running trials. The sums of muscle forces are separate summations of the vertical and horizontal components of plantarflexor and dorsiflexor forces. Muscle paths of individual plantarflexors and dorsiflexors, used for calculating muscle forces, were position vectors. According to the position of the body, they were drawn either from muscle insertion to muscle origin or from the wrapping points at the most proximal end of the foot to the most distal end of the tibia. These bone contact
forces were compressive and shear forces applied to the foot segment. The bone contact forces applied to the tibia in this study had the same magnitudes but opposite directions.

*The calculation of stresses at the distal end of the tibia.* To exclude loads transmitting through the fibula, only 90% of bone contact forces were used for estimating normal stresses on the tibia (Lambert, 1971; Calhoun et al., 1994; Funk et al., 2003). These bone contact forces were forces transformed from the global reference frame to the tibial reference frame and were applied to the tibial model.

The tibia was modeled as a simple beam, and its cross-section was an elliptical ring with an eccentric hole as used in the study of Milgrom (1989). A complex finite element model of the tibia was not used because it was beyond the scope of this study. Stresses at 13.7 cm from the distal end of the tibia were calculated at each time instant of the stance phase using equations (7) and (8). The tibial geometry used in these equations, such as $A$, $I$ and $Y$, comes from the previous reports (Giladi et al., 1987; Milgrom et al., 1989).

$$
\sigma_N \text{ at posterior face} = \frac{\text{compressive force}}{A_{\text{tibia}}} - \frac{MY}{I_{\text{tibia}}}
$$

(7)

$$
\sigma_N \text{ at anterior face} = \frac{\text{compressive force}}{A_{\text{tibia}}} + \frac{MY}{I_{\text{tibia}}}
$$

(8)

$A_{\text{tibia}}$ (m$^2$) is the cross-sectional area of the tibia and equal to $397.31 \times 10^{-6}$ m$^2$. $I_{\text{tibia}}$ (m$^4$) is the area moment of inertia about the mediolateral axis of the tibia. It was averaged across the groups of recruits including both all stress fractures and non stress fractures (Milgrom et al., 1989). $I_{\text{tibia}}$ is equal to $25,355 \times 10^{-12}$ m$^4$. $Y$ (m) is either the distance of the posterior or anterior outer surfaces of the tibia beginning from the centroid and is only positive. $Y$ of the posterior and anterior faces are equal to 14.658 and 13.54 $\times 10^{-3}$ m, respectively. $M$ (N·m) is the calculated bending moment at 13.7 cm above the distal end of the tibia using a shear-force and bending-moment diagram (Figure 3.1).
Figure 3.1 A diagram of shear force and the bending moment at the tibia. +Y is positive Y-axis. +Z is positive Z-axis. $M_{13.7\text{ cm}}$ is moment at 13.7 cm from the distal end of the tibia.

The prediction of $N_{\text{fail}}$. The estimated stresses were fitted to a regression equation of Caler & Carter (1989) to predict $N_{\text{fail}}$ as shown in equation (9).

$$T = F \left( \frac{\Delta \sigma}{E} \right)^G$$

(9)

$\Delta \sigma$ is the estimated stress at each time instant of the stance phase. $E$ is Young’s modulus and is equal to 17.0 GPa (Hayes and Bouxsein, 1997). $F$ is creep coefficient and $G$ is creep exponent. For tensile cyclic loading, $F_t = 1.91 \times 10^{-33}$ s and $G_t = 14.74$. For compressive cyclic loading, $F_c = 4.79 \times 10^{-25}$ s and $G_c = 11.88$. Time to failure ($T$) has a unit of seconds. Since Caler & Carter (1989) loaded bone specimens at a frequency of 2 cycles per second, $T$ was multiplied by 2 to estimate the cycle to failure ($N_{\text{fail}}$).

The statistical analysis. The stance time was normalized to be a percentage of the total stance time. Kinetics, bone contact forces and stresses of individual running trials were interpolated every 0.2% stance across the stance phase using a piecewise cubic hermite interpolating polynomial. The kinetics, bone contact forces and stresses were then averaged across 6 trials within individual runners to represent their data. Next, group means and standard deviations of kinetics, bone contact forces and
stresses were calculated across runners using MATLAB (Matlab® 6.1). The reported Nfail was the minimum Nfail found during the period representing the active phase of the vertical GRF. This active phase covers a period from the relative minimum through the end of the vertical GRF. Since the distribution of Nfails was not normal, Nfails were transformed using the natural log, Ln(Nfail). Variations in Nfail between the 6 trials of individual runners were analyzed using a repeated measures ANOVA in a reliability analysis of SPSS (SPSS 10.0 for Windows). This analysis showed a consistency of Ln(Nfail) across the 6 trials (p-value > 0.05). Therefore, Ln(Nfail) of 6 trials were averaged to represent the Ln(Nfail) of individual runners.

Two statistical methods were used for testing the hypotheses. First, a t-test was used to analyze if a mean of Ln(Nfail) across runners was significantly different from Ln(10^6) cycles. Since two t-tests were performed on the Ln(Nfail) of the posterior and anterior faces of the tibia, a Bonferroni adjustment was used to prevent an inflation of type I error. Therefore, the level of significance was set at 0.025. Second, the repeated measures multivariate analysis (SPSS 10.0 for Windows), a doubly multivariate, was performed twice to test the second hypothesis. A first doubly multivariate was used to test if Ln(Nfail) of all runners found prior to fatigue was different from that found after fatigue both at the anterior and posterior faces of the tibia. A second doubly multivariate was used to test if Ln(Nfail) of the anterior face was different from that of the posterior face of the tibia both before and after fatigue states. These two analyses showed statistically significant difference within subjects at the p-value of 0.015 and 0.000, respectively. To further investigate, the univariate F-test (SPSS 10.0 for Windows) was used to test within subject contrast. The level of significance of the univariate F-test was set at 0.025 using a Bonferroni adjustment.

**Results:**

The group mean and SD of the running speeds before and after fatigue were equal to 3.84 ± 1.2 and 3.76 ± 0.1 m/s, respectively. Using a paired t-test, they were
insignificantly different at a p-value of 0.074. The group mean and SD of the treadmill speed and total running time of the running exercise equaled 7.52 ± 0.8 m/s and 86 ± 21.3 min, respectively. Immediately after completing the running exercise, the peak torque of plantarflexors decreased 30.06 ± 11 % compared to before the running exercise.

Mean joint moments, muscle forces, JRF and bone contact forces across runners are shown in Figure 3.2-3.3. After fatigue, the peak plantarflexion moment tended to decrease (figure 3.2 a). The peak vertical muscle force (Figure 3.3 a) and tibial JRF (Figure 3.3 c, d) appeared to decrease during mid stance. Consequently, peak compressive and shear forces (Figure 3.3 e & f) tended to decrease during mid stance as well.

![Figure 3.2 Ankle, knee and hip moments before and after muscle fatigue. Positive moments represent extension moments.](image-url)
Figure 3.3 Muscle forces, tibial JRF and bone contact forces before and after muscle fatigue reported relative to the tibia's orientations. Positive forces represent the force being applied either in an upward direction or forward direction.
**Tibial Stresses.** Superimposing compressive and shear forces on the distal end of the tibia resulted in a backward bending of the tibia. This resulted in compressive stresses on the posterior face and both compressive and tensile stresses on the anterior face of the tibia. These mean stresses of all the runners are shown in Figure 3.4. Before fatigue, the maximum compressive stress found on the posterior face of the tibia was equal to $-43.4 \pm 10.3$ MPa and occurred during mid stance (Figure 3.4 a). Unlike the posterior face, small stresses were found on the anterior face of the tibia. The maximum tensile and compressive stresses found on the anterior face of the tibia were equal to $16.70 \pm 5.95$ MPa and $-8.32 \pm 3.13$ MPa, respectively (Figure 3.4 b).

After muscle fatigue, the maximum stresses tended to decrease. The maximum compressive stress on the posterior face was equal to $-41.7 \pm 9.64$ MPa, and the maximum tensile and compressive stresses on the anterior face of the tibia were equal to $15.3 \pm 4.56$ and $-7.94 \pm 3.36$ MPa, respectively.

![Graphs showing mean tibial stress vs. % stance](image)

**a) The posterior face of the tibia**

**b) The anterior face of the tibia**

Figure 3.4. Tibial stresses found before and after muscle fatigue. Positive stress is tensile stress while negative stress is compressive stress.

**Minimum cycle to failure, Ln(Nfail).** The group mean and SD of Ln(Nfail) and the group mean of untransformed Nfail are shown in Table 3.1. Before fatigue, the group mean of Ln(Nfail) on the posterior face of the tibia was not significantly different from the hypothesized value of Ln($10^6$), which equals 13.8. In contrast, the
group mean of Ln(Nfail) of the anterior face was significantly larger than its hypothesized value. Comparing the Ln(Nfail) of the two faces of the tibia, the group mean of Ln(Nfail) of the posterior face was significantly smaller than that of the anterior face both before and after fatigue states. As a result, Ln(Nfail) of the posterior face was the minimum Ln(Nfail).

Muscle fatigue resulted in the significant increase of the group mean of Ln(Nfail) of the posterior face. In contrast, the group mean of Ln(Nfail) of the anterior face was unchanged after muscle fatigue.

Table 3.1 The group mean and SD of Ln(Nfail) and the mean of untransformed Nfail of the posterior and anterior faces of the tibia.

<table>
<thead>
<tr>
<th>Ln(Nfail)</th>
<th>Before fatigue</th>
<th>After fatigue</th>
<th>P-value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Posterior face</td>
<td>15.48 ± 2.56</td>
<td>16.07 ± 2.44(^b)</td>
<td>0.004</td>
</tr>
<tr>
<td>b) Anterior face</td>
<td>27.00 ± 4.95(^b,c)</td>
<td>27.94 ± 4.01(^b,c)</td>
<td>0.095</td>
</tr>
<tr>
<td>Nfail (cycles)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Posterior face</td>
<td>5.28*10^6</td>
<td>9.53*10^6</td>
<td></td>
</tr>
<tr>
<td>b) Anterior face</td>
<td>5.32*10^{11}</td>
<td>1.36*10^{12}</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) = p-value of a comparison between before and after fatigue states.  
\(^b\) = Ln(Nfail) was significantly different from the hypothesized value of Ln(10^6), 13.8, at p-value < 0.025.  
\(^c\) = Ln(Nfail) of the anterior and posterior faces were significantly different with a p-value of 0.000.

A large variance in Ln(Nfail) was found between runners; therefore, the mean Ln(Nfail) of 6 trials of individual runners and its 95% confidence interval (CI) are shown in Figure 3.5. This figure presents only the Ln(Nfail) of the posterior face because it was the minimum Ln(Nfail) of the tibia. Before fatigue, 2 of the 10 runners had a predicted Ln(Nfail) of less than the hypothesized value of Ln(10^6), (Figure 3.5 a). A 95% CI of the previous proportion of runners, when inferred upon some larger population, equaled 2.5% to 56%. Thus, 2.5 to 56% of the population of runners
would have predicted Nfail as less than $10^6$ cycles. Because of the small sample size, this range is large and does not precisely define stress fracture risk. After muscle fatigue, the Ln(Nfail) of individual runners increased (Figure 3.5 b). However, those two runners, who were more likely to get tibial stress fractures before fatigue, still had a chance to get tibial stress fractures after fatigue.

![Graph showing Ln(Nfail) of the posterior face of the tibia of individual runners and its 95% CI. A horizontal line is the hypothesized value of Ln($10^6$), 13.8.]

**Discussion**

*Stresses and Nfail found in normal running.* In contrast to the forward bending of the tibia reported by Scott and Winter (1990), the tibial model of this study showed a backward bending of the tibia during most of the entire stance. As a result, this study found compressive stresses on the posterior face and both tensile and compressive stresses on the anterior face of the tibia. The previous *in vivo* and *in vitro* studies (Ekenman et al., 1998; Peterman et al., 2001) supported that both tensile strains and compressive strains occurred in the anterior face while only compressive strains occurred in the posterior face of the tibia due to the backward bending of the tibia. A simulation of walking by Peterman and team (2001) showed that the peak compressive...
strain was found on the posterior face; similarly, this study found the maximum compressive stress on the posterior face of the tibia.

Strains found from running trials at a speed range of 3 - 4.7 m/s have been reported from *in vivo* experiments (Burr et al., 1996; Milgrom et al., 2000a & b; Milgrom et al., 2001; Milgrom et al., 2002). The ranges of compressive and tensile strains were equal to -359 to -2,104 µε and 646 to 1,415 µε, respectively. However, these reported strains were far below maximum strains (Peterman et al., 2001). In contrast to the previous *in vivo* studies, the integrated experimental and mathematical modeling approach of this study could estimate the maximum compressive and tensile stresses on the tibia. Thus, the maximal compressive and tensile stresses of -43.4 and 16.7 MPa were found to be on the posterior and anterior faces of the tibia, respectively. Assuming the linearly elastic material of bone and a Young's modulus of 17 GPa, these compressive and tensile stresses were equal to the compressive and tensile strains of -2553 and 982 µε, respectively. This maximum compressive strain was larger than those reported by the previous *in vivo* studies (Burr et al., 1996; Milgrom et al., 2000a & b; Milgrom et al., 2001; Milgrom et al., 2002).

The maximum compressive stress found on the posterior face of the tibia resulted in the minimum Nfail of the tibia. Hence, the posterior face of the tibia was more prone to stress fractures, which supported the result of a previous epidemiological study (Brukner et al., 1998). However, the group mean of the minimum Nfail of the posterior face was not less than 1 million cycles, but, due to the previously unaccounted tibial curvature, it was possible that the minimum Nfail could have been less than 1 million cycles. This is because the centroid at 15%-85% of the tibial length is located anterior to the line connecting the centroids of tibia plateau and tibia plafond as reported by Funk and his team (2003). An application of compressive force at the centroid of tibia plafond results in an eccentric force applied to the tibia. Thus, the tibia would be bent more backward resulting in larger stresses than those reported in this study. However, the exact locations of contact points on tibia plafond found at various time instants of the stance phase are unknown.
The effect of muscle fatigue on the stresses and \( N_{\text{fail}} \) of the distal tibia. After muscle fatigue, peaks of JRF, muscle forces and bone contact forces appeared to decrease compared to the forces before fatigue. As a result, the maximum stress tended to decrease after muscle fatigue, which was different from the results of an animal experiment performed by Yoshikawa and team (1994). This animal experiment found that the fatigue of quadriceps resulting from a 20 minute running exercise increased peak principal and shear strains in the tibiae of foxhounds by an average of 26-35%. The difference in the results found by an animal model and this study may be due to the differences in running mechanics of the lower limbs of dogs and humans and in the alignment of dog and human tibiae. This difference may also be due to our method of predicting muscle force distributions. Thus, further studies are needed to confirm the effects of muscle fatigue on changes in either tibial strain or stress.

The maximum compressive stress on the posterior face of the tibia tended to decrease after muscle fatigue, which resulted in a significant increase in \( N_{\text{fail}} \). This was because the stress and \( N_{\text{fail}} \) relationship was an exponential function. This increase in \( N_{\text{fail}} \) inferred that the fatigue of plantarflexors from prolonged running did not accelerate tibial stress fractures. Hence, tibial stress fractures should instead result from a repeated application of running loads. Based on the calculated \( N_{\text{fail}} \) before fatigue, two of the ten runners should have a micro-damage of the tibia after \( 2.7 \times 10^4 \) to \( 2.7 \times 10^5 \) cycles of foot impact. If a stride length is equal to 2.68 m at a running speed of 3.83 m/s (Cavanagh and Kram, 1990), the numbers of foot impact are equal to the running distance of 73 km (45.9 miles) and 733 km (458.5 miles), respectively. However, a rapid loss of bone stiffness resulting from a microdamage of bone-matrix could occur initially within the first 25% of \( N_{\text{fail}} \) (Turner and Burr, 1993) or within 11.5-114.6 miles of running.

Limitations of the study. A large variability of minimum \( N_{\text{fail}} \) was found across runners, and tibial stress fractures were likely to occur only in some of the runners. Although proportions of runners from some larger population, who would
have predicted Nfail as less than $10^6$ cycles, were in the range of 2.5% to 56%; further studies should be performed with a larger sample size to confirm this result.

This study estimated stresses from a 2-D model of the tibia using geometry of the tibia reported by previous studies (Giladi et al., 1987; Milgrom et al., 1989). To get a more precise result, stress should be estimated from a 3-D tibial model of the tibial geometry of individual runners. In addition, 3-D bone contact forces should be applied to the tibial model to account for compressive, shear and torsional forces.

Conclusion. An integrated experimental and mathematical modeling approach used in this study showed the backward bending of the tibia. Only compressive stress was found on the posterior face of the tibia. In contrast, both compressive and tensile stresses were found on the anterior face. The maximum stress was the compressive stress that was found on the posterior face of the tibia. This maximum stress resulted in a minimum Nfail. Thus, the posterior face of the tibia was more prone to failure than the anterior face. The group mean of Nfail was larger than 1 million cycles with a large variance among runners. Tibial stress fractures could occur in some runners if they run past a specific distance. Hence, a repeated application of running loads on the tibia through long distance running could result in a tibial stress fracture in some runners. However, there was no evidence that muscle fatigue accelerated tibial stress fractures.
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DO RUNNING AND FATIGUED RUNNING RELATE TO TIBIAL STRESS FRACTURES?

CHAPTER 4

THE SUMMARY OF THE OVERALL RESULTS

Stress fractures are micro-damage of bone tissue (Spitz and Newberg, 2002), which are caused by low-level repetitive loading, not a single traumatic event. They are common in runners (Hulkko and Orava, 1987; Johnson et al., 1994; Bennell et al., 1996; Bennell and Brukner, 1997). The most common site for stress fractures found in runners is at the posterior-medial crest in the distal third of the tibia (Brukner et al., 1998). A repeated application of a specific amount of loads to bone results in its micro-damage (Carter et al., 1981; Carter and Caler, 1983; Carter and Caler, 1985; Schaffler et al., 1990). A number of in vivo experiments were performed to investigate whether running loads led to stress fractures of the tibia (Milgrom et al., 2000a & b; Milgrom et al., 2002; Burr et al., 1996; Milgrom et al., 2003; Ekenman et al., 1998). However, their results could not explore this relationship due to the limitations of those previous experiments. The mathematical method, a finite element model, has been used for estimating bone stresses in the tibial models (Mehta et al., 1999; Sonada et al., 2003). Unfortunately, their studies did not result in an actual maximum stress because they applied forces to the models corresponding to experimental joint reaction forces (JRF) instead of bone contact forces. Bone contact forces are forces found across articulating surfaces of bone ends (Winter, 1990), and their magnitudes are larger than those of JRF. An application of bone contact forces would result in a larger maximum stress than those stresses previously reported.

The main goal of this dissertation was to explore a relationship between running and tibial stress fractures using an integrated experimental and mathematical modeling approach. This relationship could be observed through an estimation of bone
contact forces, tibial stresses and the minimum cycle to failure of the tibia (Nfail), sequentially. Bone contact forces were predicted during the stance phase of running and used to estimate tibial stresses at 13.7 cm from the distal end of the tibia. Thereafter, the Nfail was predicted from these tibial stresses to determine whether or not a repeated application of these bone contact forces to the tibia led to tibial stress fractures. Moreover, the effects of muscle fatigue from prolonged running on tibial stresses and Nfail were also investigated in this study. This was investigated because a previous study reported that muscle fatigue from prolonged running increased tibial strains (Yoshikawa et al., 1994). Yoshikawa and team (1994) reported that strains in the foxhounds' tibiae increased after their quadriceps fatigued from a 20 minute run. Fyhrie and team (1998) performed a similar study on humans (Fyhrie et al., 1998); however, no conclusive result could be drawn from this study.

To gather experimental data for estimating bone contact forces, both the spatial orientations of the reflective markers taped onto the left lower limb of runners and the ground reaction forces (GRF) were recorded from running trials within a speed range of 3.5-4.0 m/s. Next, the 3 dimensional (3-D) resultant joint moments and joint reaction forces (JRF) were calculated using a 3-D inverse dynamics method. These resultant joint moments and muscle moment arm lengths about the sagittal plane were used as constraints of optimization for estimating muscle forces. The objective function of the optimization was the minimized sum of cubed muscle stresses and was subjected to the previous constraints. Next, bone contact forces at the distal end of the tibia were calculated from muscle forces crossing the ankle joint and JRF. These bone contact forces were applied to a tibial model for estimating stresses at 13.7 cm from the distal end of the tibia. These stresses were estimated at each time instant of the stance phase and were fitted to regression equations for predicting the Nfail. All of these procedures were repeated after plantarflexors became fatigued from a running exercise on a treadmill.
Bone contact forces

The tibia was compressed by the foot during the entire stance. This resulted in an application of compressive forces on the distal end of the tibial. These compressive forces peaked during mid stance, and their peaks were equal to $8.91 \pm 1.14$ times body weight (BW). The distal end of the tibia was also sheared posteriorly by the foot during most of the stance phase. Peak posterior shear forces occurred during mid stance and were equal to $-0.53 \pm 0.16$ BW.

Stress and Nfail occurring from normal running

Superimposing the estimated bone contact forces onto a tibial model resulted in a backward bending of the tibia during most of the entire stance. As a result, compressive stresses were found on the posterior face of the tibia while both compressive and tensile stresses were found on the anterior face. However, the maximum tibial stress was the compressive stress found on the posterior face of the tibia and was equal to $-43.4 \pm 10.3$ MPa. This maximum compressive stress resulted in a minimum Nfail. Therefore, tibial stress fractures are most likely to occur on the posterior face of the tibia, which supports a previous epidemiological report (Brukner et al., 1998). Assuming the linearly elastic material of bone and a Young’s modulus of 17 GPa, a maximum stress of $-43.4$ MPa was equal to $-2553 \mu\varepsilon$. This strain was larger than the compressive strains reported in the previous in vivo experiments (Burr et al., 1996; Milgrom et al., 2000a & b; Milgrom et al., 2001; Milgrom et al., 2002).

The group mean of Nfail predicted from the maximum stresses found on the posterior face of the tibia was equal to $5.28*10^6$ cycles, which was not less than 1 million cycles. However, a large variance in Nfails was found between runners. This study found that the mean Nfails of 2 out of 10 runners were less than 1 million cycles; these mean Nfails were $2.7*10^4$ and $2.7*10^5$ cycles. With the stride length equal to 2.68 m at a running speed of 3.83 m/s (Cavanagh and Kram, 1990), these Nfails corresponded to running distances of 73 km (45.9 miles) and 733 km (458.5 miles).
miles), respectively. Thus, tibial stress fractures were most likely to occur in these two runners if they ran past these distances in just a single trial. However, a microdamage of bone-matrix could be initiated within 11.5-114.6 miles of running (Turner and Burr, 1993).

**Stress and Nfail occurring after muscle fatigue**

After prolonged running, peak torque of plantarflexors decreased about 30.06 ± 11 % compared to the peak torque before running. As a result, peak bone contact forces and tibial stresses tended to decrease, which led to an increase in the minimum Nfail. Thus, there was no evidence that muscle fatigue accelerated tibial stress fractures. In contrast, the increase in the minimum Nfail after muscle fatigue inferred that muscle fatigue reduced the likelihood of getting tibial stress fractures. However, the increase of the minimum Nfail after muscle fatigue was small. Thus, tibial stress fractures were likely to occur in 2 out of 10 runners; their Nfails were less than 1 million cycles before fatigue.

**The limitations and suggestions for the future study**

*The limitation in the sample size.* A large variance of the predicted Nfail was found between runners. This might be a result of differences in running styles and running kinetics of the individual runners. This study found that the proportion of runners from a large population, who would have predicted Nfail below $10^6$ cycles, was in the range of 2.5% to 56%. However, further studies should be performed with a randomized design and a larger sample size to confirm and refine this result.

*The limitation in the physiological and anatomical data.* Maximum muscle forces of individual muscles were calculated from a product of the physiological cross-sectional area (PCSA) and the stress of that muscle. These maximum muscle forces were used as constraints for the optimization. Currently, there is no completed
data of PCSA and maximum muscle stress that has been studied in live humans. Thus, PCSA reported from cadaveric studies were used in this study. Since the optimization attributed more force to a larger muscle, an error in PCSA studied from cadavers could lead to an error in a muscle force prediction.

The limitation in the estimation of muscle forces. A lack of availability of precise muscle force measurements in live humans led to the use of a mathematical method for estimating these muscle forces. Currently, an optimization method has been widely used to predict muscle forces, but the optimization needs a physiological criterion to serve as its objective function. However, how the body controls muscular activities for certain movements is unclear. Although a fatigue criterion was used in this study to predict muscle forces both prior to and after muscle fatigue, regulation of muscular activities during both states may differ. Therefore, further studies should be performed to determine which strategies the body uses for activating muscles.

The limitation in the tibial geometry. Stresses were estimated from previously reported tibial geometry. However, they should be estimated from the tibial geometry of individual runners to increase the accuracy of the estimated stress and Nfail.

The limitation in the dimension of the approach. This study was a preliminary step to estimate stresses and Nfails using an integrated experimental and mathematical modeling approach. The results of this study successfully showed that tibial stress fractures are directly related to a long distance run. However, the tibial model used for estimating stress and the muscle model used for predicting muscle forces were constructed in 2 dimensions (2-D) instead of 3-D. Hence, the effects of a torsional force on tibial stresses were not observed by this study. To predict stresses more precisely, a 3-D approach should be applied in the future.
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APPENDICES
Appendix A
Stress fractures

Stress fractures are bone tissue micro-damage caused by repetitive loading. Its symptom is pain in the region of fracture, which increases with physical activity and decreases with rest (Brukner and Bennell, 1997; Peris, 2003). In severe cases, pain may persist after exercise. The signs that can be revealed by a physical examination are redness, swelling, and tenderness over the involved bone. Periosteal thickening may be palpable (Brukner and Bennell, 1997; Van Der Velde and Hsu, 1999).

Diagnostics. Plain radiographs are insensitive for detecting the early stages of stress fracture development (Spitz and Newberg, 2002; Yao et al., 1998). However, they can detect stress fractures at the late stage, specifically by showing the periosteal callus. Scintigraphy, computer tomography scans (CT scan) and magnetic resonance imaging (MRI) are able to detect stress fractures in the early stages. In scintigraphy, an injected radioisotope (technetium-polyphosphate compounds) accumulates in areas of high blood flow and metabolic activity (Jensen, 1998). Therefore, it is highly sensitive to the stress fractures but not specific (Jeske et al., 1996). Any other focal bone abnormalities can result in a positive bone scan. Unlike scintigraphy, a CT scan is able to show the periosteal and endosteal new bone formations and the increasing of the medullary canal's density in stress fractures. To identify the progression of injury, MRI can be used. The progression starts with periosteal edema followed by a progressive marrow involvement and ultimately, the frank cortical stress fracture (Fredericson et al., 1995).

Epidemiological reports. An epidemiological report showed that the incidence rate of stress fractures did not differ among genders, but it differed among ages (Bennell and Brukner, 1997). The greatest percentage rate of the stress fractures was found in the younger group (mean age of 30 years old) compared to the older group.
(mean age of 57 years old). Factors causing the difference in the percentage rate of stress fractures between the two age groups were unknown. Fukushima and team (2002) studied stress fractures in the young Japanese athletes whose ages were less than 20 years old. They reported that 16-year old athletes were the largest group who developed stress fractures. Comparing various types of sports, Johnson and colleagues (1994) found the highest incidence rate of stress fractures in track and field (9.7% in male and 31.1% in female). Hulkko and Orava (1987) also reported that the highest incidence rate of stress fractures was found in runners (72%). A twelve-month perspective study on track and field athletes performed by Bennell and colleagues (1996) showed that 31.6% of long-distance runners, 22.9% of middle-distance runners and 18.2% of hurdlers got stress fractures.

The distributed site of stress fractures was varied among different sports. However, it was reported that the most common sites were the tibia, metatarsal and fibula, respectively (Hulkko and Orava, 1987; Fredericson et al., 1995). In contrast, Bennell and team (1996) reported that 46%, 15% and 12% of stress fractures were found in the tibia, navicular bone and fibula, respectively. Distance running and track were the most common sports that reported tibial stress fractures (Brukner et al., 1996). It was also reported that the distal third of the tibia and posteriomedial crest are the most common regions of the tibial stress fracture found in runners (Brukner et al., 1998).

The incidence of stress fractures was also associated with the activity volume. Korpelainen and colleagues (2001) reported that the highest percentage of stress fractures occurred in runners (61%) whose average weekly running mileage was 117 km. Bennell and colleagues (1996) reported the incidence rate of 0.7 per one stress fracture site per 1000 hours of training. The study of Fukushima and colleagues (2002) showed an increase of stress fractures in direct relation to how often the athletes train per week. Out of the athletes who trained 7, 6, and 5 day a week, 44.2%, 21.1%, and 13.8% sustained stress fractures, respectively.
Strains in the tibia and hypothesized mechanisms of stress fractures

A repeated application of loads to materials could result in a microdamage of the materials that leads to a deterioration of their mechanical properties. The effects of the repeated bouts of exercise and loading on the stress fractures were observed in animals. Treadmill running at 20,000 cycles per day for 5 and 10 days resulted in the stiffness reduction of the tibia in exercising rats (Forwood and Parker, 1991). Nonetheless, rats used in this study were most likely skeletally immature. Rabbits were used in the similar study by Burr and colleagues (1990) who applied the repetitive impulsive loading of 1.5 BW 5 days a week, for a total of 9 weeks to the rabbits' hind limbs. The repetitive loading led to the development of stress fractures in the middle and the distal tibia between the third and sixth week. Microcracks were also observed in the damaged regions. Both previous studies showed that stress fractures in the animal tibia could be induced by repeated application of the small impulsive loads.

The behaviors of cortical bone in response to the application of repetitive loads have been investigated in the in vitro studies (Carter et al., 1981; Carter and Caler, 1983; Carter and Caler, 1985; Schaffler et al., 1990). They found that loads resulting in the strain range of 3000-10,000 με could fail bone within $10^3$ to $10^5$ cycles of the repetitive application. However, bone will not fail if the applied loads result in a smaller strain range of 1,200-1,500 με. Loads occurring at the stance phase of running may result in large strains, which lead to stress fractures at a certain number of running steps.

Tibial strains have been recorded in live humans during running by mounting strain gauge staples in the medial tibial cortex at the midshaft of bone. Strain magnitude and strain rate were recorded while running at 11 km/hr (Milgrom et al., 2001; Milgrom et al., 2002). The ranges of compressive and tensile strains were equal to 359-446 με, and 639-1225 με, respectively. Compressive and tensile strain rates were equal to 2028-3795 με/s, and 6895-10020 με/s, respectively. Compressive,
tensile and shear strains occurring when running at a higher speed (13.88 km/hr) were larger and reported as $-968 \pm 30 \mu \epsilon$, $646 \pm 72 \mu \epsilon$, and $1583 \pm 46 \mu \epsilon$, respectively (Burr et al., 1996). Compressive, tensile and shear strain rates were equal to $-34,457 \pm 3,637 \mu \epsilon/s$, $20,237 \pm 2,136 \mu \epsilon/s$, and $51,433 \pm 5,244 \mu \epsilon/s$, respectively. Milgrom and colleagues (2000a & 2000b) also reported that larger strains were found in the mid-diaphysis of the tibia at the faster running speed of 17 km/hr. These ranges of compressive, tensile and shear strains were equal to $-1,675$ to $-2,104 \mu \epsilon$, $1,378$ to $1,415 \mu \epsilon$ and $5,027$ to $5,532 \mu \epsilon$, respectively. The recorded compressive, tensile and shear strain rates were equal to $-9,766$ to $-14,543 \mu \epsilon/s$, $7,780$ to $8,255 \mu \epsilon/s$, and $38,064$ to $44,306 \mu \epsilon/s$, respectively. Therefore, it could be concluded that the faster the running speed, the larger the strains and strain rates were found in the tibia. Moreover, the hardness of shoe soles and the type of running track also affect them. The smallest peak tibial strain was found in those who wore the polyurethane embedded with air cell shoes compared to other types of shoes (Milgrom et al., 2001). Milgrom and colleagues (2003) also reported that strains and strain rates of over-ground running were 48-285 % larger than those of treadmill running.

The controversy about factors initiating tibial stress fractures in runners exists. Since the peak tibial strains found while running were smaller than 3000 \mu \epsilon, Milgrom and colleagues (2002) reported that a repeated application of running loads to the tibia could not result in tibial stress fractures. In contrast, they hypothesized that the tibial stress fracture might be a result of the remodeling responses to the repetitive loading. As the cyclic loading continues before the laying down of new bone is finished, microdamage accumulates and leads to stress fractures. However, Petermann and colleagues (2001) found that those reported peak strains from the in vivo studies were far below maximum strains because strains were recorded near the neutral axis of bending. Therefore, running may result in larger peak tibial strains than the previous in vivo studies showed, which could initiate a microdamage of bone.

An experiment has been performed to determine whether remodeling follows the accumulation of microcracks or vice versa (Mori and Burr, 1993). The repetitive
three-point bending loads of 2500 με were applied to the left forelimbs of foxhounds for 10,000 cycles. The same repetitive loads were also applied to the right forelimbs 8 days later. This study found that the remodeling occurred subsequent to microdamage initiation (Burr et al., 1997). Schaffler and Jepsen (2000) also reported that diffuse bone matrix microdamage processes are a major mode of early fatigue damage and associated with in vivo loading. The diffuse bone matrix microdamage may be a stimulus of matrix turnover and repair. Therefore, it can be summarized that stress fractures of bone are initiated by cyclic loading until microdamage of bone matrix occurs. However, no study has been proven that loads occurring while running can initiate microdamage of the tibia.

**Muscle fatigue and its association with stress fractures**

Muscle fatigue occurs both in sprinting and distance running and leads to various changes in kinetics and kinematics. However, the mechanism of fatigue varies depending on how fast and how long runners run. In the 100-meter sprint, muscle fatigue causes a decrease in stride rate. This was a result of neural fatigue because muscle activation decreased about 4.9-8.7% after the acceleration phase of the race (Ross et al., 2001).

The decreasing of running speed, stride length, stride rate, and ground reaction force (GRF) after a 400-m run was also reported (Nummel et al., 1992). Since the increasing of neural activation in rectus femoris, biceps femoris, vastus lateralis and gastrocnemius medialis was found, the fatigue that occurred in the 400-m sprint was the result of peripheral fatigue (Nummel et al., 1994).

Fatigue after a 10-km run led to the decreasing of running velocity and GRF (Paavolainen et al., 1999). Hausswirth and colleagues (2000) reported that the decreasing of neural activation was one factor leading to fatigue occurring in long distance running. One example of this factor was the decreasing of maximal voluntary
activation of knee extensors reported by Millet and team (2002). It decreased about 27.7 ± 13.0% after a 65-km ultra marathon race.

The previous studies showed that muscle fatigue from running resulted in the decreasing of running speed and stride length. In another study, the runner maintained a constant running speed even after muscle fatigue while running on a treadmill, this resulted in the runner having had to change their running patterns, such as an increase in stride length and range of motion of thighs (Siler and Martin, 1991). However, the range of motion of the knee was unaltered.

Christina and colleagues (2001) showed that a localized fatigue of the dorsiflexors resulted in the decreasing of dorsiflexion at heel contact and the increasing of loading rate of the impact peak of GRF. An increase in loading rate of GRF may relate to the increasing of shanks’ acceleration at the impact phase. It has been reported that impact shock waves at the shank increased as a result of metabolic fatigue when running at a speed exceeding anaerobic threshold (Voloshin et al., 1998; Mizrahi et al., 2000). However, these previous studies did not prove that the increasing of shock waves related to muscle fatigue. Mizrahi and colleagues (2000) recorded accelerations of the runners’ shank while running on a treadmill by attaching an accelerometer on their skin at the tibial tuberosity. They found an increase in peak accelerations propagating through the longitudinal direction of the shank after the development of metabolic fatigue. Using spectral analysis technique, median frequency of the entire power spectral density of the acceleration increased in the late stages of running. This shift in a higher impact shock wave propagating through the shank may lead to injuries of the tibia. However, wearing shoes with shock-absorbing insoles, which reduced the high impact shock waves, was still ineffective in reducing the incidence of stress fractures (Nigg, 2001). Therefore, the increasing of impact shock waves may not be a major contributing factor to stress fractures.

It has been reported that muscle fatigue led to the increasing of strains and changes in strain distribution. Yoshikawa and colleague (1994) reported that the fatigue of quadriceps resulting from a 20 minute running exercise increased peak
principal and shear strains in the tibiae of foxhounds by an average of 26-35%. The largest change of strains was found along the anterior and anterolateral surfaces of the tibia. A 25 ° clockwise rotation of neutral axis was also found when muscle became fatigued. Therefore, some regions of bone may experience abnormally high strains and are damaged. However, no evidence has proven this relationship. A similar experiment has been observed in humans but no conclusive result could be drawn due to noisy signals (Fyhrie et al., 1998). Thus, further studies are needed to confirm the results drawn from the animal model.
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APPENDIX B
THE CALCULATION METHODS

The estimation of joint reaction force (JRF) and the resultant joint moments

Three-dimensional JRF and moments were determined from Newton-Euler’s equations (Hibbeler, 1997).

\[ \Sigma F_x = ma_x \]  \hspace{1cm} (1)
\[ \Sigma F_y = ma_y \]  \hspace{1cm} (2)
\[ \Sigma F_z = ma_z \]  \hspace{1cm} (3)
\[ \Sigma M_x = I_x \alpha_x - (I_y - I_z) \omega_y \omega_z \]  \hspace{1cm} (4)
\[ \Sigma M_y = I_y \alpha_y - (I_z - I_x) \omega_x \omega_y \]  \hspace{1cm} (5)
\[ \Sigma M_z = I_z \alpha_z - (I_x - I_y) \omega_x \omega_y \]  \hspace{1cm} (6)

F is force. m is segmental mass. a is linear acceleration of the center of mass.
M is moment about the center of mass. I is principle moment of inertia. \( \alpha \) is angular acceleration of the center of mass. \( \omega \) is angular velocity of the center of mass. x is mediolateral axis. y is anterior-posterior axis. z is vertical axis.

The calculation of the origin, insertion and moment arm lengths of the muscles

The left lower limb was modeled as four rigid-body segments composed of (1) pelvis, (2) femur, (3) tibia, and (4) foot. In total, 21 muscles were attached to the model. The hip, knee and ankle joints were modeled as a ball and socket joint, elliptical femoral condyles on a flat tibia plateau and a revolute joint, respectively. The origin of the pelvis reference frame was fixed at the midpoint of line connecting the left anterior superior iliac spine (LASIS) to right anterior superior iliac spine (RASIS). The origin of femoral, tibia and foot reference frames were fixed at knee joint center, ankle joint center and toe, respectively. The 3-orthogonal axes at the pelvic, femur and tibia had the following direction:
X-axis was the anterior-posterior axis. It was positive when x pointed to the anterior direction.

Y-axis was the mediolateral axis. It was positive when y pointed to the lateral direction.

Z-axis was the vertical axis. It was positive when z pointed to the superior direction.

The 3-orthogonal axes at the foot:

X-axis was the vertical axis. It was positive when x pointed to the superior direction.

Y-axis was the mediolateral axis. It was positive when y pointed to the lateral direction.

Z-axis was the anterior-posterior axis. It was positive when z pointed to the posterior direction.

The origin and insertion coordinates of muscles were derived from Delp (1990). Since the model of Delp was developed from a 180-cm tall male, coordinates were scaled to suit an individual runner using the scaling factors presented in table B1.

Table B1 Landmark for bone scaling.

<table>
<thead>
<tr>
<th>Axis</th>
<th>Scaling factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pelvic Z¹</td>
<td>ASIS-hip center Z coordinate difference</td>
</tr>
<tr>
<td>Femoral Z¹</td>
<td>Femoral length</td>
</tr>
<tr>
<td>Tibial Z¹</td>
<td>Tibial length</td>
</tr>
<tr>
<td>Foot Z²</td>
<td>Heel - toe Z coordinate difference</td>
</tr>
</tbody>
</table>

¹ = derived from Brand et al. (1982)
² = revised from Kepple et al. (1994). His scaling factor for the length of foot (Foot Z) was the heel-the fifth metatarsal Z coordinate difference.

Delp (1990) reported the coordinates of muscle origin and insertion in the reference frame of each segment. To derive those coordinates in the global reference
frame for the calculation of moment arm lengths all coordinates in the segmental reference frames were transformed to the global reference frame. An example of two link segments attached by a muscle is shown in Figure B1. An equation (7) was used for transforming the coordinates from the segmental to the global reference frames (Amirouche, 1992; Kepple et al., 1994):

\[
G_{\text{vector}} = [R]S_m + G_{JC}
\]  

Figure B1. An illustration of two connected segments attached by a muscle. \(x', y', z'\) and \(X', Y', Z'\) are segmental axes of the first and the second segments, respectively. \(X, Y, Z\) are global axes of the global reference frame. \(G_{\text{vector}}\) is a vector coordinate in the global reference frame from the global origin to a point on the segment. \(R\) is a 3 by 3 rotational matrix transformed from the segmental reference axes to the global axes. \(S_m\) is the muscle coordinate in the segmental reference frame reported by Delp. \(G_{JC}\) is a vector coordinate in the global reference frame from the global origin to the segmental origin.
The origin and insertion coordinates of muscles in the global reference frame were used for determining muscle moment arm lengths using the method of Hawkins (1992). Refer to figure B2.

\[ L_1 = \left( (O_y - J_{cy})^2 + (O_z - J_{cz})^2 \right)^{\frac{1}{2}} \] (8)
\[ L_2 = \left( (I_y - J_{cy})^2 + (I_z - J_{cz})^2 \right)^{\frac{1}{2}} \] (9)
\[ L_3 = \left( (O_y - I_y)^2 + (O_z - I_z)^2 \right)^{\frac{1}{2}} \] (10)
\[ \beta = \cos^{-1}\left(\frac{L_2^2 + L_3^2 - L_1^2}{2 \times L_2 \times L_3}\right) \] (11)
\[ MA = L_2 \sin(\beta) \] (12)

Figure B2. The geometry of the joint center and the origin and insertion of muscle used for the calculation of muscle moment arm lengths. O is muscle origin. I is muscle insertion. J is joint center. y is y-axis of global reference frame. z is z-axis of global reference frame. MA is muscle moment arm length. \( \beta \) is an angle between L2 and L3.

**Review of the optimization**

Optimization is a method widely used for predicting muscle forces. It requires the assumption that the body selects muscles for a given mechanical function according to minimized physiological criterion. One of these criteria is selected to be the objective function of optimization. The physiological criteria for objective functions have been proposed as both linear and non-linear functions. The linear objective functions are the minimization of muscle force, muscle stress and muscle power while the non-linear objective functions are the minimization of fatigue and
metabolic energy expenditure. These criteria are written as the following (Crowninshield, 1983; Dul et al., 1984; Collin, 1995; Prilutsky and Zatsiorsky, 2002):

1) Force criterion: This criterion minimizes the sum of an individual muscle force.

\[
\text{Minimize } \sum_{i=1}^{N} f_i \tag{13}
\]

i is the number of muscle force and \(f_i\) is the tensile force developed in the \(i^{th}\) muscle.

2) Stress criterion: This criterion leads to the minimization of maximum stress.

\[
\text{Minimize } \max \left\{ \frac{f_i}{PCSA_i} \right\} \tag{14}
\]

PCSA\(_i\) is the physiological cross-sectional area of the \(i^{th}\) muscle.

3) Power Criterion: This criterion minimizes instantaneous muscle power.

\[
\text{Minimize } \sum_{i=1}^{N} W_i \tag{15}
\]

\(W_i\) is work done by the \(i^{th}\) muscle during the time between data frames (n-1) and n.

4) Fatigue Criterion: This criterion is based on the relationship between muscle force and maximum time of contraction. The muscle force-endurance relationship was proposed as

\[
\log T = -n \log f + c
\]

\(T\) is the maximum time of contraction. \(f\) is contraction force. \(n\) and \(c\) are the experimental constants. The estimated value of \(n\) from the statics and dynamics contractions was in the range of 1.4 to 5.1. The mean of \(n\) was equal to 3.0.

In 1983, Crowninshield proposed a muscle stress-endurance relationship as shown in figure B3. Muscle stress is a ratio of muscle force and its cross-sectional area. It inversely relates to the maximum endurance time. To maximize endurance
time muscle stress has to be at a minimum (Crowninshield and Brand, 1981; Crowninshield, 1983).

\[
T = \left( \frac{f}{A} \right)^3
\]

Figure B3. A muscle stress-endurance relationship.

Crowninshield and team proposed the objective function of fatigue as being the minimizing stress of each muscle. This stress equation is a power function and can be written as:

\[
\text{Minimize } \sum_{i=1}^{j} \left( \frac{f_i}{PCSA_i} \right)^n \quad \text{while } n > 1 \quad (16)
\]

\( n \) is the exponent in the muscle endurance-force relationship. Its range is equal to 1.4-5.1 and its average value is equal to 3.0.

Based on the cat model in the Petrofsky and Lind experiment (1979), muscle with relatively more slow-twitch fibers has a greater endurance time. In 1984, Dul and his colleagues proposed the objective function of fatigue criterion as

\[
\text{Minimize } \max_{i=1,2,3,\ldots,n} \left\{ \frac{1}{T_i} \right\} \quad (17)
\]

\( T_i \) is endurance time of the \( i^{th} \) muscle and can be estimated from:

\[
T_i = a_i \left( \frac{f_i}{f_{\text{max}}100} \right)^{p_i}
\]

\( f_i \) is the \( i^{th} \) muscle force. \( f_{\text{max}} \) is maximum isometric force of the \( i^{th} \) muscle. \( a_i \) and \( p_i \) are the muscle parameters depending on the percentage of slow twitch fiber \( (S_i) \) of that muscle.

\[
a_i = \exp(3.48 + 0.169 S_i)
\]

\[
p_i = -0.25-0.036 S_i
\]
4) Metabolic energy expenditure criterion: The objective function of this criterion is shown as the following (Prilutsky and Zatsiorsky, 2002):

Minimize \( f = \sum_{i=1}^{j} a_i^p F_{i,\text{max}}^p \phi_{i,\text{max}}^p \Phi[v_i/v_{i,\text{max}}] \) \( p = 1,2 \) \( (18) \)

\( f \) is the metabolic rate of the \( i^{th} \) muscle. Function \( \Phi \) determines the metabolic cost. \( F_{i,\text{max}} \) and \( v_{i,\text{max}} \) are maximum muscle force and maximum velocity of the \( i^{th} \) muscle, respectively. \( v_i \) is instantaneous velocity of the \( i^{th} \) muscle. \( a_i \) is an unknown normalized activation of the \( i^{th} \) muscle. It range is between 0 and 1 and sought by minimizing \( f \).

The selected objective function is subject to the equality constraints composed of the muscle moment equations of all joints in the model. For the four-link segmental model of the lower extremity, these equality constraints can be written as the following:

\[ M_a = \sum_{i=1}^{j} d_{ai} F_i \] \( (19) \)

\[ M_k = \sum_{i=1}^{j} d_{ki} F_i \] \( (20) \)

\[ M_h = \sum_{i=1}^{j} d_{hi} F_i \] \( (21) \)

where \( M_a, M_k, \) and \( M_h \) are the resultant moments at ankle, knee and hip joints, respectively. \( d \) is moment arm length of the \( i^{th} \) muscle. \( F_i \) is the force of the \( i^{th} \) muscle that results in the moment at that joint.

Since muscle develops only a tensile force and the amount of force should not exceed the maximum isometric force, then the optimization is also subject to these inequality constraints:

\[ F_1, F_2, F_3, F_4, \ldots, F_n \geq 0 \] \( (22) \)

\[ F_1, F_2, F_3, F_4, \ldots, F_n \leq \text{maximum isometric force} \] \( (23) \)

The maximum muscle force of the \( i^{th} \) muscle is estimated from \( \sigma \cdot \text{PCSA}_i \). \( \sigma \) is the muscle stress.
Without constraints, the objective function produces unrealistic muscle force estimations (Challis, 1997). The individual muscle force prediction will be restricted within physiologically realistic boundaries by subjecting the objective function to these constraints.

The validity of each objective function. Among the linear criteria, the minimized muscle force criterion selects the muscle that has the longest moment arm first. If force of the selected muscle exceeds its maximum force, the muscle with the next largest moment arm is selected. The minimized muscle stress criterion selects the muscle that has the largest product of moment arm and physiological cross-sectional area first. The second largest product will be selected when the stress of the first selected muscle reaches its maximum stress (Dul et al., 1984). These two criteria result in the orderly recruitment of muscles and cannot predict synergistic actions of muscles. Collin (1995) compared the solutions of these two criteria and those of the minimum power criterion with the pattern provided by Electromyography (EMG) during walking. The predicted patterns of muscular activities differed from the EMG patterns at certain instants of gait. Moreover, both the minimized muscle force and minimized muscle stress criteria failed to predict an antagonistic action of muscles.

In contrast, the minimized sum of the cubed muscle stress in fatigue criterion and minimized energy expenditure could predict 1) reciprocal co-activation of one-joint antagonist muscles, 2) co-activation of one-joint synergists with their two-joint antagonists, 3) the synergist of muscles crossing the same joint, 4) a strong relationship between force and the activation of two-joint muscles and moments at the two joints. Another fatigue criterion, which minimizes the maximum of the set \( \{1/T_i\} \), could predict cat muscle forces with a smaller error compared to the minimized sum of the cubed muscle stress. However, the latter showed a slightly higher correlation between predicted and measured muscle activation patterns. Prilutsky and his colleague (2002) suggested that these criteria were reasonable for tasks with sub-maximal effort, such as walking, running, cycling, load-lifting, and contact force tasks.
One and multi-degree of freedom optimizations. Binding and his colleagues (2000) compared force-sharing among the synergistic muscles between one (ankle joint) and two-degree-of-freedom (ankle and knee joints) models. The force-sharing among three muscles around the ankle joint of a cat was used for validity testing. Two fatigue criteria, minimized sum of cubed muscle stresses (equation 16) and minimized max \( \{1/T_i]\) (equation 17), were tested. They reported that the one-degree-of-freedom optimization could not provide adequate solutions and should not be used for the prediction of individual muscle force. In contrast, two and multi-degree-of-freedom approaches could predict force-sharing patterns observed in the experiment. The force-sharing pattern found in the two-degree-of-freedom approach was due to the loop relationship formed by the ankle and knee moments.

Static and dynamic optimization. There are two types of optimization: static and dynamic. Static optimization, an inverse dynamics approach, assumes that the value of the objective function does not depend on time. Muscle forces are calculated for each time instant of the movement. In contrast, dynamic optimization, a forward dynamics approach, solves the objective function that depends on time. Muscle forces and the performance criterion are treated as time-dependent state variables. The limitations of these two methods are 1) accurate inverse dynamics data are needed for static optimization and 2) a number of physiological parameters are needed for dynamic optimization (Prilutsky and Zatsiorsky, 2002; Anderson et al., 2001). Unfortunately, some of these parameters are still unknown.

In 2001, Anderson and Pandy compared muscle forces and joint contact forces predicted from static and dynamic optimizations. The objective function used for the static optimization was the minimized sum of squared muscle stresses. The objective function was both subjected to and not subjected to physiological constraints. The physiological constraints were the force-length-velocity properties of the muscle. The criterion for the dynamic optimization was the ratio between a computation of the total metabolic energy consumed and the change in position of the center of mass in the direction of progression. They selected this objective function for the study because it
showed that people select walking speeds to minimize the metabolic energy expended per unit distance traveled. Comparing the solutions of the static and dynamic optimizations, the results were very similar. The predicted force patterns from both techniques were also similar to those of EMG. Therefore, they concluded that static optimization was adequate for predictions of muscle and joint contact force. Moreover, the activation dynamics and the force-length-velocity properties of the muscle could be neglected because the solutions of physiological and non-physiological constraints were the same.
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APPENDIX C

THE MUSCLE ORIENTATIONS OF A TYPICAL RUNNER

Figure C1. The sagittal view of a lower limb segment attached with 21 muscles at the initial contact. Negative Y-coordinates represent a forward direction. GasM is the medial gastrocnemius. GasL is the lateral gastrocnemius. FDL is the flexor digitorum longus. TA is the tibialis anterior. PB is the peroneus brevis. Sol is the soleus. TP is the tibialis posterior. FHL is the flexor hallucis longus. PNL is the peroneus longus. BFL is the biceps femoris long head. BFS is the biceps femoris short head. RF is the rectus femoris. VAM is the vastus medialis. VAI is the vastus intermedius. VAL is the vastus lateralis. SM is the semimembranosus. ST is the semitendinosus. GLMS is the superior gluteus maximus. GLMM is the middle gluteus maximus. GLMI is the inferior gluteus maximus. IL is the iliacus. LPSI is the left posterior superior iliac spine.
Figure C2. The frontal view of a lower limb segment attached with 21 muscles at the initial contact. Negative X-coordinates represent a medial side. GasM is the medial gastrocnemius. GasL is the lateral gastrocnemius. FDL is the flexor digitorum longus. TA is the tibialis anterior. PB is the peroneus brevis. Sol is the soleus. TP is the tibialis posterior. FHL is the flexor hallucis longus. PNL is the peroneus longus. BFL is the biceps femoris long head. BFS is the biceps femoris short head. RF is the rectus femoris. VAM is the vastus medialis. VAI is the vastus intermedius. VAL is the vastus lateralis. SM is the semimembranosus. ST is the semitendinosus. GLMS is the superior gluteus maximus. GLMM is the middle gluteus maximus. GLMI is the inferior gluteus maximus. IL is the iliacus. LPSI is the left posterior superior iliac spine.
Figure C3. The sagittal view of a lower limb segment attached with 21 muscles at mid stance. Negative Y-coordinates represent a forward direction. GasM is the medial gastrocnemius. GasL is the lateral gastrocnemius. FDL is the flexor digitorum longus. TA is the tibialis anterior. PB is the peroneus brevis. Sol is the soleus. TP is the tibialis posterior. FHL is the flexor hallucis longus. PNL is the peroneus longus. BFL is the biceps femoris long head. BFS is the biceps femoris short head. RF is the rectus femoris. VAM is the vastus medialis. VAI is the vastus intermedius. VAL is the vastus lateralis. SM is the semimembranosus. ST is the semitendinosus. GLMS is the superior gluteus maximus. GLMM is the middle gluteus maximus. GLMI is the inferior gluteus maximus. IL is the iliacus. LPSI is the left posterior superior iliac spine.
Figure C4. The frontal view of a lower limb segment attached with 21 muscles at mid stance. Negative X-coordinates represent a medial side. GasM is the medial gastrocnemius. GasL is the lateral gastrocnemius. FDL is the flexor digitorum longus. TA is the tibialis anterior. PB is the peroneus brevis. Sol is the soleus. TP is the tibialis posterior. FHL is the flexor hallucis longus. PNL is the peroneus longus. BFL is the biceps femoris long head. BFS is the biceps femoris short head. RF is the rectus femoris. VAM is the vastus medialis. VAI is the vastus intermedius. VAL is the vastus lateralis. SM is the semimembranosus. ST is the semitendinosus. GLMS is the superior gluteus maximus. GLMM is the middle gluteus maximus. GLMI is the inferior gluteus maximus. IL is the iliacus. LPSI is the left posterior superior iliac spine.
Figure C5. The sagittal view of a lower limb segment attached with 21 muscles at the toe off. Negative Y-coordinates represent a forward direction. GasM is the medial gastrocnemius. GasL is the lateral gastrocnemius. FDL is the flexor digitorum longus. TA is the tibialis anterior. PB is the peroneus brevis. Sol is the soleus. TP is the tibialis posterior. FHL is the flexor hallucis longus. PNL is the peroneus longus. BFL is the biceps femoris long head. BFS is the biceps femoris short head. RF is the rectus femoris. VAM is the vastus medialis. VAI is the vastus intermedius. VAL is the vastus lateralis. SM is the semimembranosus. ST is the semitendinosus. GLMS is the superior gluteus maximus. GLMM is the middle gluteus maximus. GLMI is the inferior gluteus maximus. IL is the iliacus. LPSI is the left posterior superior iliac spine.
Figure C6. The frontal view of a lower limb segment attached with 21 muscles at the toe off. Negative X-coordinates represent a medial side. GasM is the medial gastrocnemius. GasL is the lateral gastrocnemius. FDL is the flexor digitorum longus. TA is the tibialis anterior. PB is the peroneus brevis. Sol is the soleus. TP is the tibialis posterior. FHL is the flexor hallucis longus. PNL is the peroneus longus. BFL is the biceps femoris long head. BFS is the biceps femoris short head. RF is the rectus femoris. VAM is the vastus medialis. VAI is the vastus intermedius. VAL is the vastus lateralis. SM is the semimembranosus. ST is the semitendinosus. GLMS is the superior gluteus maximus. GLMM is the middle gluteus maximus. GLMI is the inferior gluteus maximus. IL is the iliacus. LPSI is the left posterior superior iliac spine.
Appendix D
Project Title: Do running and fatigued running relate to stress fractures of the tibia?
Principal Investigator: Brian K. Bay, Department of Exercise and Sport Science and Mechanical Engineering.
Research Staff: Siriporn Sasimontonkul, Department of Exercise and Sport Science

purposes

Stress fractures of the tibia (or shin bone) are weaknesses in the bone and are more likely to occur in distance runners. They result from small loads applying to bone repetitively. It is also possible that muscle fatigue may contribute to stress fractures, but currently there is no evidence to support this hypothesis.

This is a research study. The purposes of this research are 1) to determine whether the loads applied to bone while running could result in bone injury, especially stress fractures of the tibia and 2) to determine whether muscle fatigue from prolonged running changes the loads applied to bone and increases the risk of bone injury.

We are inviting you to participate in this research study because you are a male runner, aged between 20 to 35 years. You also meet the following criteria: (a) You currently run either about 20 – 60 miles per week or about 6-10 miles per day at least 3 day a week, (b) While running you hit the ground with your heels first, (c) You are currently injury free, especially of stress fractures, and have no abnormal running pattern such as running with limp, and (d) You have no history of or current cardiovascular disease/chest pain. For this study, 10 male runners will be asked to participate.

The purpose of this consent form is to give you the information you will need to help you decide whether to be in the study or not. Please read the form carefully. You may ask any questions about the research, what you will be asked to do, the possible risks and benefits, your rights as a volunteer, and anything else about the
research or this form that is not clear. When all of your questions have been answered, you can decide if you want to be in this study or not. This process is called "informed consent". You will be given a copy of this form for your records.

**procedures**

If you agree to participate, you will have a single testing session that will last for approximately 3-3.5 hours. You will be asked to wear running shoes and shorts. The study will be conducted in rooms 8 and 15 in the basement of Women’s Building at Oregon State University. The following procedures are involved in this study.

1) *The questionnaire*. You will be asked to complete a questionnaire that asks about your current health, injury status and history, as well as your training status.

2) *The measuring of anthropometrics*. Your body weight will be measured using a scale. While standing, your height and leg length (the length from hip to ankle) will be measured using a measuring tape. The widest diameter of knee and ankle will be measured using a caliper. This procedure will last about 10 minutes.

3) *The determination of the baseline strengths of the thigh and leg muscles*. After a short warm up, you will be asked to sit on a dynamometer (a machine which measures the strength of muscle through resistance) in order to measure the baseline strengths of thigh and leg muscles. You will extend and flex your left leg and left foot against the dynamometer attachment five times each, respectively. Each time, you will extend or flex as hard as you can for 3-5 seconds and the dynamometer will adjust the resistance force according to your strength. These processes will last about 30 minutes.

4) *The recording of the lower leg’s motion and the forces exerted on the foot before running exercise*. Reflective markers will be attached to your skin and clothing using double-sided marking tape at the front and the back of the hip, left thigh, left knee, left ankle, left heel and left second toe. You will then be asked to run 6 trials (less than 10 meters each) at the speed of 3.5 - 4 m/s (7.8 - 9 mi/hr). It is a medium,
comfortable, pace (6:40 – 7:40 min/mi) and equivalent to the speed that most recreational runners use for running. All parts of your left foot will need to hit a force-measuring plate, mounted within the floor, in order to accurately record the forces exerted on your foot. Cameras will record the motion of the markers but your image won’t be visible in the recordings. These processes will last about 20 minutes.

5) Running exercise. The ratings of perceived exertion (RPE) will be used to rate your perception of exertion while running, that is, how strenuous the running feels to you. This perception of exertion depends mainly on the fatigue in your leg muscles. You will be asked to use a scale from 6 to 20, where 6 means “no exertion at all” and 20 means “maximal exertion”. A chart of this scale will be shown to you and the researcher will explain how to use it before running. A big chart of this scale will be shown to you again when it is time for rating. Thereafter, a heart rate monitor will be strapped around your chest and wrist in order to monitor your heart rates every 15 minutes.

You will be asked to run on a treadmill at your preferred running speed. After 5 –10 minutes of running, you will evaluate how strenuous this running feels to you. The running speed will be increased if you feel that it is “extremely light” (scale of 7) or “very light” (scale of 9). A speed that you rate as “lightly heavy” (scale of 11) will be used in this study so that leg muscle fatigue can occur after about 1-1:15 hours. You will rate your perception of exertion every 15 minutes of running. After you feel that it is “very heavy” (scale of 17), you will stop running. If you request a chance to rest or to stop exercising at any time, the request will be honored immediately. The strengths of leg muscles will be evaluated immediately using the dynamometer. If the strengths of the leg muscles are about 25-30% less than their initial values, the running exercise will be complete. If this condition is not met, without taking a rest, you will continue running on the treadmill using the previous pace and the leg muscle strengths will be evaluated every 15 minutes. The running will be completed when either the leg muscle strengths are about 25-30% less than their initial values or you become exhausted, whichever occurs first. This procedure should last about 1- 1:15 hours, but
may last longer depending on your fitness level. If muscle fatigue does not occur within 1-1:15 hours, you will be asked if you are willing to continue running.

6) **The recording of the lower leg’s motion and the forces exerted on the foot after running exercise.** You will be asked to perform another 6 trials of running across a force-measuring plate while we record the motion of the markers attached to your body. This procedure will be as described in section 4, and will last about 20 minutes.

7) **The determination of the strengths of the thigh and leg muscles after completing all tests.** You will be asked to sit on the dynamometer and to extend and flex your left leg and left foot against the dynamometer attachment. The procedure is the same as that described in section 3. The muscle strengths will be recorded. This process will last about 20 minutes.

**risks**

The risks that can happen in the study are the same as those that can occur during running. There is a possibility that you could fall during running, which could result in skin abrasions or bruises. To minimize this risk, we will recommend that you grab the front or the side rails of the treadmill if you are losing your balance. Muscle soreness may be associated with the prolonged running and exhaustion. To minimize the potential for muscle soreness, you will be instructed to stretch your muscles, especially the leg muscles, both before and after the running exercise. Fainting may result from excessive sweating. To minimize this risk, you will drink plain water intermittently while running.

With maximum-effort exercise, there is also the possibility of fainting, an irregular, fast, or slow heartbeat, and in rare instances, chest pain, stroke, or death. This study, however, involves only medium-effort exercise, and these events are extremely rare in healthy people under 35 years of age with relatively good training status and fitness level. However, the following efforts will be made to minimize these risks. Your heart rate will be monitored while running and the researcher will observe any abnormal signs while you run. You will be asked to report any unusual symptoms
that you experience before, during, or after the running exercise. For your safety, you should report these symptoms and you should not run if you are not feeling well. While running, you will periodically be asked to rate how you are feeling and your fatigue level. **The running will be stopped at any time that you request it.** The running will also be stopped immediately if your heartbeat feels irregular or if you have chest discomfort, shortness of breath, or signs of fainting, such as cold hands and dizziness.

An individual trained and currently certified in CPR techniques will be present during the testing phases of this project. If you experience a cardiac event, the researcher will call 911 for an emergency ambulance immediately and you will be instructed to lie down. The researcher will take your pulse every 1 to 5 minutes and stay with you until an emergency ambulance arrives.

**benefits**

There are no foreseeable direct benefits to you as a result of participating in this project. However, if you desire, your individual test results will be sent to you after completing the process of the analysis.

Your participation may advance the understanding of the mechanism of stress fractures of the tibia that are likely to occur in distance runners. The researcher anticipates that the runners in general should also benefit from this study by knowing how much load is put on bone while running and whether or not this load can result in the weakness of bone.

**Costs and compensation**

There will not be any cost to you for participating in this study. Compensation will be made available to participants for completing various phases of the study, $30 for completing all phases of the study. If you stop partway through the study, you will receive the pro-rated compensation for having participated. For example, withdrawal
after 1 hour will result in $10 of compensation to you; withdrawal after 2 hours will result in $20 of compensation.

**confidentiality**

Records of participation in this research project will be kept confidential to the extent permitted by law. A code number will be used to identify any test results or other information you provide. Also, no identifiable images of you will be recorded or saved, since the cameras that will record your movements see only the reflective markers that will be taped to you. In the event of any report or publication from this study, your identity will not be disclosed. Results will be reported in a summarized manner in such a way that you cannot be identified.

**research related injury**

In the event of research related injury, compensation and medical treatment is not provided by Oregon State University.

**Voluntary participation**

Taking part in this research study is voluntary. You may choose not to take part at all. If you agree to participate in this study, you may stop participating at any time. If you decide not to take part, or if you stop participating at any time, your decision will not result in any penalty or loss of benefits to which you may otherwise be entitled. Any data collected from you may be included in the study results, even if you choose to stop partway through the study. If you stop partway through the study, you will receive the pro-rated compensation as described in “Costs and Compensation” section.
Questions

Questions are encouraged. If you have any questions about this research project, please contact: Siriporn Sasimontonkul, at (541) 752-9699 or by e-mail at sasimons@onid.orst.edu or contact: Brian Bay, at (541) 737-7024 or by e-mail at Brian.Bay@oregonstate.edu. If you have questions about your rights as a participant, please contact the Oregon State University Institutional Review Board (IRB) Coordinator, at (541) 737-3437 or by e-mail at IRB@oregonstate.edu or by mail at 312 Kerr Administration Building, Corvallis, OR 97331-2140.

Your signature indicates that this research study has been explained to you, that your questions have been answered, and that you agree to take part in this study. You will receive a copy of this form.

Participant's Name (printed):

__________________________________________

(Signature of Participant) (Date)

Researcher statement

I have discussed the above points with the participant or, where appropriate, with the participant's legally authorized representative, using a translator when necessary. It is my opinion that the participant understands the risks, benefits, and procedures involved with participation in this research study.

__________________________________________

(Signature of Researcher) (Date)