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ABSTRACT

Calculation of vector winds from spaceborne fan-beam scatterometers requires that backscatter measurements
from different antennas be relatively calibrated to high accuracy. A method is developed to perform postlaunch
antenna calibration using global mean ocean backscatter measurements in conjunction with estimates of the
statistical distribution of near-surface wind velocity and the model function relating backscatter to winds. Sub-
stantial analytic simplifications result from assuming that the wind speed and azimuth distributions are separable
and that the upwind–downwind asymmetry term in the model function is small. The analytic model allows
quantitative examination of the sensitivity of the technique to errors in the approximate wind distributions and
empirical model function. The approach and its assumptions are tested using 13 months of ERS-1 backscatter
data, surface wind estimates from two operational weather analyses, and three empirical C-band model functions.
It is shown that the ERS-1 antennas are relatively calibrated to within 0.2 dB, which is consistent with other
published results obtained using ground receiving stations and Amazon forest data. The results are nearly
insensitive to realistic errors in the estimated wind velocity distributions and model function. Analysis suggests
that the ocean antenna calibration technique should be accurate to about 0.2 dB using as little as 3 weeks of
scatterometer data.

1. Introduction

Calculation of accurate vector winds from scattero-
meter data requires multiple backscatter (so) measure-
ments and knowledge of the model function relating so

to viewing geometry and environmental conditions (see
Naderi et al. 1991 for a review of scatterometry). Fan-
beam scatterometers acquire the collocated so mea-
surements employing several antennas that sequentially
image the same earth locations as the satellite travels
in its orbit. A single model function is typically used
in ground-based processing, and thus systematic differ-
ences in so measurements from different antennas can
lead to deterministic errors in the calculated winds. Ab-
solute so calibration errors common to all antennas can
be accommodated by tailoring the model function to the
particular instrument. However, the use of a single mod-
el function requires that the so measurements from all
antennas be relatively calibrated to high accuracy. This
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interantenna calibration process will be called ‘‘beam
balancing’’ hereafter.

Several different beam-balancing approaches were
used for Seasat SASS and the ERS-1/2 scatterometers.
The antennas are typically calibrated prior to launch
using standard techniques and antenna ranges. However,
prelaunch calibration of scatterometer fan-beam anten-
nas is notoriously difficult, and launch and deployment
effects can modify the effective in-orbit antenna beam
patterns.

The ERS-1/2 AMI programs used a small number of
calibrated ground receivers to precisely measure the re-
ceived power from each beam as the spacecraft passes
overhead (Lecomte and Attema 1993). However, only
a few such stations can be deployed, greatly constraining
the number of incidence angles that can be examined
on each pass. In addition, the relatively infrequent sat-
ellite overpasses do not allow statistically significant
results to be obtained rapidly.

Several studies have developed beam-balancing tech-
niques based on analyzing backscatter measurements
from land areas believed to have approximately ho-
mogeneous and isotropic scattering characteristics (Bir-
rer et al. 1982; Kennett and Li 1989; Lecomte and At-
tema 1993; Long and Skouson 1996). Although issues
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associated with homogeneity, the precise degree of iso-
tropy, and diurnal variations in the properties of the
scattering regions continue to be investigated, the pri-
mary initial beam-balancing analyses for SASS and
ERS-1/2 were based on spaceborne scatterometer data
acquired over the Amazon forest region (Birrer et al.
1982; Lecomte and Attema 1993).

This paper examines the possibility that open-ocean
backscatter measurements can be used to perform quan-
titative beam balancing for spaceborne fan-beam scat-
terometers. The large extent of the global oceans pro-
vides a large number of measurements in short time
periods, and the dynamic range of the ocean backscatter
data is precisely what is required for vector wind cal-
culations. However, the ocean is not an isotropic scat-
terer; indeed, it is the very anisotropy of backscatter
with respect to azimuth angle that allows scatterometers
to be used to infer wind direction as well as speed. Beam
balancing using open-ocean so measurements thus re-
quires additional information, typically in the form of
auxiliary measurements of the wind field or a priori
assumptions about the statistical distributions of wind
speeds and relative directions imaged by each of the
antennas.

Stoffelen and Anderson (1995; see also Stoffelen
1999) independently used collocated ERS-1 ocean back-
scatter measurements and wind speed and direction in-
formation from operational surface wind analyses to
perform relative beam balancing. In their approach, the
full ensemble of collocated measurements in wind speed
bands (defined by the surface analyses) and incidence
angle (determined from the scatterometer data) was ran-
domly subsampled to achieve a uniform directional dis-
tribution, thus simplifying the analytic development (see
sections 2 and 4).

The present study develops and tests an approach that
utilizes approximate knowledge of the global distribu-
tions of wind speed and direction derived from opera-
tional numerical weather prediction surface analyses, as
well as similarly approximate knowledge of the general
features of the model function relating backscatter to
vector winds. This approach differs from that of Stof-
felen and Anderson in that operational surface analyses
interpolated to the scatterometer measurement locations
are used only to construct approximate wind speed and
relative azimuth distributions. The primary goal of this
study is to estimate the accuracy with which beam bal-
ancing can be achieved based on limited quantities of
open-ocean so measurements in the earliest stages of
satellite missions. The method is tested using data from
the ERS-1 AMI instrument.

The analytic basis for beam balancing using open-
ocean so measurements is developed in section 2. In
section 3, 13 months of twice-daily European Centre
for Medium Range Weather Forecasts (ECMWF) and
U.S. National Meteorological Center [(NMC), now
known as the National Centers for Environmental Pre-
diction (NCEP)] operational surface wind analyses are

interpolated to the space–time locations of ERS-1 so

measurements in order to provide estimates of the dis-
tributions of wind speed and relative azimuth. The de-
pendence of the antenna calibration error estimates on
the model function used for the analysis is investigated
in section 4. In section 5, the 13-month dataset is used
to obtain antenna calibration error estimates for the ERS-
1 fore and mid beams (relative to the aft beam) using
three different empirical C-band model functions. Sec-
tion 6 empirically examines the dependence of relative
calibration error estimates on the averaging period used
to construct the sample mean backscatters and wind
velocity distributions. Discussion and conclusions fol-
low in section 7.

2. Analytic development

The beam-balancing technique presented here can
identify and correct a class of time-independent rela-
tive calibration differences between scatterometer an-
tennas. The technique uses open-ocean so measure-
ments, in conjunction with auxiliary information on
the statistics of wind velocity and the approximate de-
pendence of the model function on incidence angle (u),
wind speed (s), and relative azimuth (x), defined to be
the angle in the horizontal plane between the projection
of the radar beam and the direction from which the
wind is blowing. Although exact knowledge of s, x,
and the model function for each so measurement would
allow the beam-balancing problem to be solved trivi-
ally, the auxiliary information is generally imperfectly
known.

The technique developed here utilizes only sample
mean so data and approximations to the global distri-
butions of s and x imaged by each scatterometer an-
tenna at each incidence angle, rather than knowledge
of the precise wind velocity associated with each so

measurement. It is thus insensitive to realistic errors
in individual wind velocity estimates obtained from
operational numerical weather prediction system sur-
face wind analyses. Similarly, the empirical model
function is often imperfectly known. It is shown in
section 5 that the technique is robust and demonstrates
little sensitivity to model function errors since different
proposed model functions yield similar beam balance
results.

The relationship between the ‘‘true’’ backscatter cross
section (so) and near-surface environmental conditions
is given by

so [ f (s, x, . . . ; u), (1)

where f (s, x, . . . ; u) is the true model function and
‘‘. . .’’ indicates the effects of nonwind geophysical
conditions such as long waves, atmospheric stratifi-
cation, sea surface temperature, etc. Under most con-
ditions these subsidiary geophysical effects are small,
and they are not further considered in this develop-
ment.
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The actual backscatter measurements can be con-ŝo

taminated by both calibration errors and random noise, so

ŝ (s, x ; u, b) [ R(u, b)s (s, x ; u) 1 e(s ; u, b), (2)o o o

where b denotes a specific antenna beam, R(u, b) rep-
resents time-invariant, deterministic, multiplicative cal-
ibration errors for beam b at incidence angle u, and e
is a random variable representing instrumental and com-
munication noise. By convention, b 5 1 corresponds to
the fore beam for a given swath and b is incremented
for every additional antenna beam imaging the swath
at different azimuths and/or polarizations. For the ERS-
1/2 AMI instruments, 1 # b # 3, while for the NSCAT
scatterometer instrument, 1 # b # 4 for each of the
two swaths (NSCAT acquired vertically and horizon-
tally polarized measurements from two separate anten-
nas at the mid-beam azimuth). The random variable e
is assumed to be normally distributed with zero mean.
All backscatter cross sections are in natural (not deci-
bels) units in this derivation, and thus the variance of
e is a function of so, u, and b.

The sample mean backscatter measured by antenna b
at u is given by

` 2p

^ŝ (u, b)& 5 p(s, x ; u, b)ŝ (u, b) dx ds, (3)o E E o

s50 x50

where p(s, x; u, b) is the sample joint probability density
function (PDF) of wind speed and relative azimuth im-
aged by the antenna. In practice, p(s, x; u, b) is ap-
proximated by the normalized two-dimensional histo-
gram of measured wind velocities, and the integrals over
s and x are replaced by sums over the sample popula-
tions. However, p and the integral notation will be used
below for clarity.

Significant analytic simplifications result if it can be
assumed that s and x are independent, so that

p(s, x; u, b) 5 ps(s; u, b)px(x; u, b), (4)

and that the model function f can also be approximated
as the truncated Fourier series

M

f (s, x ; u) 5 A (s; u) cos(nx), (5)O n
n50

where M is a small integer, typically M 5 2. Then (3)
becomes

`M

^ŝ (u, b)& 5 R(u, b) A (s; u)p (s; u, b) dsOo E n s[n50 s50

2p

3 p (x ; u, b) cos(nx) dxE x ]
x50

` 2p

1 p p e(s ; u, b) ds dx.E E s x o

0 0

(6)

The validity of the approximation (4) is discussed in
sections 3 and 4.

The overall sample mean error term in (6) will be
negligible if the individual random errors are small or
if sufficient measurements exist for each true value of
so for each beam. If the random error term is neglected,
each element of the remaining sum on the right-hand
side of (6) is a product of the mean model function
coefficient (averaged with respect to the wind speed
distribution observed by antenna b at incidence angle
u) and the weighted mean value of cos(nx) (averaged
with respect to the observed azimuthal distribution).

Relative beam balancing requires choice of one beam
to be the ‘‘standard,’’ denoted in the following as b̂. If
sample mean backscatters are calculated from both the
standard and another antenna ‘‘b’’ at identical incidence
angles, (6) can be used to calculate the relative cali-
bration:

` 2pM

A (s; u)p (s; u, b̂) ds p (x ; u, b̂) cos(nx) dxO E n s E x[ ]n 0 0R(u, b) ^ŝ (u, b)&oF(u, b, b̂) 5 , 5 . (7)1 2 ` 2pMR(u, b̂) ^ŝ (u, b̂)&o

A (s; u)p (s; u, b) ds p (x ; u, b) cos(nx) dxO E n s E x[ ]n 0 0

The relationship (7) clearly illustrates the roles played
by the sample mean backscatter measurements, the mod-
el function [through the coefficients An(s; u)], and the
(assumed independent) distributions of s and x imaged
by each of the antennas.

The notation can be simplified by defining

`

C (u, b) [ A (s; u)p (s; u, b) ds, (8a)n1 E n s

0

2p

C (u, b) [ p (x ; u, b) cos(nx) dx, (8b)n2 E x

0

(note that C02 5 1) and



286 VOLUME 16J O U R N A L O F A T M O S P H E R I C A N D O C E A N I C T E C H N O L O G Y

TABLE 1. Empirically determined scale factors used to reduce NMC 1000-mb wind velocity components to 10-m height.

Atlantic

2508–2258 2258–258 258–508

Pacific

2508–2258 2258–258 258–508

Indian

2508–2258 2258–258

Scale factor 0.82 0.87 0.89 0.83 0.86 0.86 0.84 0.85

Cn [ Cn1Cn2. (8c)

Truncating the model function Fourier series at M 5 2,
(7) becomes

F(u, b, b̂)

^ŝ (u, b)& [C (u, b̂) 1 C (u, b̂) 1 C (u, b̂)]o 0 1 25 .1 2^ŝ (u, b̂)& [C (u, b) 1 C (u, b) 1 C (u, b)]o 0 1 2

(9)

3. Wind speed and direction distributions

This section examines the validity of the assumption
(4) and determines approximate forms for ps(s; u, b)
and px(x; u, b), based on ERS-1 data acquired during
1 June 1992–30 June 1993. Estimates of the observed
wind velocities were derived by interpolating opera-
tional numerical weather prediction surface wind anal-
yses to the space–time locations of ERS-1 so obser-
vations. Although the accuracies of the operational anal-
yses are not well quantified and may vary with geo-
graphical location (particularly in the Southern
Hemisphere, where ocean areas dominate and conven-
tional surface measurements are virtually nonexistent),
the operational products assimilate all relevant data and
are thought to be highly constrained by observations.
In comparison with some other beam-balancing and
model function refinement approaches (e.g., Freilich and
Dunbar 1993a,b; Stoffelen 1999), which rely on the
accuracy of the individual NWP velocities, the present
analysis uses the operational surface wind products to
construct estimates of the relative wind velocity PDF
imaged by each of the scatterometer antennas.

Both ECMWF and NMC operational surface wind
analyses were used to estimate the surface winds imaged
by the scatterometer antennas. The ECMWF data were
obtained in the form of zonal (u) and meridional (y) 10-
m component speeds. The twice-daily (0000 and 1200
UTC) analyses provided global wind velocity estimates
on a 2.58 3 2.58 grid (Shaw et al. 1987; Lönnberg et
al. 1992).

The NMC component speeds were similarly available
twice-daily on the 2.58 global grid. However, the NMC
components corresponded to 1000-mb rather than 10-
m winds, and thus had to be transformed to 10-m es-
timates prior to merging with the ECMWF analyses.
Freilich and Dunbar (1993a) multiplied the NMC wind
speeds and velocity components by a global constant
factor to reduce the 1000-mb estimates to 19.5-m height,
based on a nonlinear fit of NMC and ECMWF global
wind speed histograms for 1987. More detailed exam-

ination of the 1992–93 operational products used in the
present study revealed geographical biases between the
NMC and ECMWF surface wind analyses, suggesting
that a single global-scale factor was inadequate. A his-
togram-matching analysis similar to that of Freilich and
Dunbar (1993a) was thus performed in each of eight
regions corresponding approximately to the North Pa-
cific and Atlantic (258 to 508 latitude); the tropical Pa-
cific, Atlantic, and Indian (2258 to 258 latitude); and
the South Pacific, Atlantic, and Indian (2508 to 2258
latitude) basins. In each region, the scale factor was
chosen to minimize the normalized differences between
those portions of the NMC and ECMWF wind speed
histograms between 0.5 m s21 and the 99.9 percentile
point of the cumulative sample distributions. The re-
sulting basin-dependent scale factors are given in Table 1.

Velocity components and speed magnitudes from the
operational analyses were separately interpolated to the
space–time locations of the so measurement using tri-
linear interpolation (one time and two space dimen-
sions). The interpolated components from the ECMWF
and NMC analyses were then averaged to yield a single
vector mean wind direction estimate, while the inter-
polated scalar speeds were averaged directly to yield a
single speed estimate. Combining the analyses in this
way cannot reduce errors common to both operational
products. In addition, the relatively coarse temporal res-
olution of the twice-daily analyses can introduce inter-
polation errors, especially in mid- and high latitudes
where temporal wind variability is large compared with
the Tropics. Nonetheless, the use of two surface analyses
has reduced random errors in related model function
studies (Freilich and Dunbar 1993a).

The ERS-1/2 AMI instruments operate in wind mode
as vertically polarized, single-swath, three-look scatter-
ometers with antenna beams oriented at nominal angles
of 458, 908, and 1358 relative to the satellite subtrack
velocity (see Attema 1991 for detailed descriptions of
the ERS-1 AMI instrument and spacecraft.) The pow-
erful transmitter used for the AMI results in high signal-
to-noise ratios for the so measurements, with reported
normalized standard deviations of 4%–6% (although re-
fined estimates taking into account the dominance of
speckle noise suggest normalized standard deviations
nearer to 15% for all wind conditions and swath loca-
tions; D. Offiler 1996, personal communication). The
ERS-1 spacecraft was maintained in a stable 35-day re-
peat orbit for the time period of this study. Although
the spacecraft ground track repeated within 61 km ev-
ery 35 days (501 orbits), the orbit had a 3-day subcycle,
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FIG. 1. Sample joint distributions p(s, x; u, b) calculated from the full 13-month collocated operational surface wind analysis dataset.
Distributions are shown for all three beams (fore, mid, and aft) and at selected incidence angles for each beam corresponding to inner-,
mid–, and outer-swath locations. Solid contours: result from collocations based on the actual ERS-1 measurement times. Dash–dot contours:
based on collocations after adding an artificial offset of 36 h to the ERS-1 measurement times.

leading to ‘‘near repeats’’ and substantial overlap of
scatterometer swaths separated in time by 3 days.

Example joint distributions p(s, x; u, b) are shown as
solid contours in Fig. 1 for near-, mid-, and far-swath
cells in each ERS-1 beam. The sample distributions were
derived by binning the interpolated speed (s) and rel-
ative wind azimuth (x), creating two-dimensional his-
tograms with 0.25 m s21 and 28 resolution. Although
only selected samples are shown in the figure, histo-
grams corresponding to each of the 19 ERS-1 cross-
track so cells were constructed for each beam. The sim-
ilar shapes of the histograms in each row suggest that
the measured relative wind velocity distributions did not
vary appreciably with incidence angle.

Univariate distributions ps(s; u, b) and px(x; u, b)
calculated by integrating the joint distributions are
shown in Figs. 2 and 3, respectively. The near-vertical
contours again demonstrate that the long-term distri-
butions are not sensitive functions of incidence angle.
Integrating ps(s; u, b) and px(x; u, b) over u yields the
one-dimensional s and x distributions shown in Fig. 4.

It is clear from Fig. 4a that each of the ERS-1 antenna
beams imaged nearly identical wind speed distributions
over this 13-month period. However, the distinct curves
in Fig. 4b demonstrate that although the periodic shapes
of the azimuthal distributions are nearly identical for
each beam, with peaks separated by about 1808, the
curves from adjacent beams are offset by about 458.
Both the 458 directional offset (corresponding to the
nominal 458 azimuthal separation of the three ERS-1/2
beams) and the approximate 1808 separation of the max-
ima in the individual curves are consistent with an un-
derlying wind field dominated by the climatic zonal
trades and westerlies and sampled by an instrument in
near-polar orbit.

To illustrate the insensitivity of the long-term imaged
speed and directional distributions to the synoptic de-
tails, the collocation of NWP-analyzed surface winds
was also performed after adding an artificial 36-h offset
to the ERS-1 measurement times. The chosen 36-h offset
is half of the 3-day ERS-1 subcycle. Since the ERS-1
geographical sampling nearly repeats every 3 days, a
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FIG. 2. Sample distributions ps(s; u) for each beam calculated from the full 13-month collocated dataset. Near-vertical contours indicate
the near-insensitivity of ps on u.

36-h offset corresponds to synoptic features that were
essentially unsampled in the original viewing geometry.
As shown by the dashed contours in Fig. 1, the two
simulations yield nearly identical two-dimensional dis-
tributions. Thus, at least for annual periods, the imaged
speed and azimuthal distributions appear relatively in-
sensitive to the details of the synoptic conditions and
are determined primarily by the orbital and viewing ge-
ometry of the instrument and the synoptic statistics
(rather than the detailed synoptic conditions) of the nu-
merical weather prediction (NWP) models. Typical syn-
optic errors in the NWP fields therefore will not sub-
stantially degrade the empirical speed and directional
distributions as long as the NWP analyses have gen-
erally realistic weather patterns and atmospheric evo-
lution.

The accuracy of the separability assumption (4) is
examined in Fig. 5. The solid contours in Fig. 5 are
identical to the full two-dimensional distribution shown
in Fig. 1, while the dashed contours result from the
product of the individual one-dimensional distributions
ps(s; u, b) and px(x; u, b) as in (4). Although differences

in the two distributions exist [especially at low wind
speeds, where directions are more uniformly distributed
than predicted by the approximate PDF (4)], the simi-
larity of the two distributions for all beams and over
the full range of cross-swath incidence angles suggests
that the approximation (4) is at least qualitatively valid.

4. Model function dependence

The apparent beam and incidence angle independence
of the wind speed distribution ps(s) allows straightfor-
ward analysis of the sensitivity of F(u, b, b̂) to the model
function’s wind speed dependence. As shown in Fig.
4a, the long-term wind speed distribution at each in-
cidence angle is highly concentrated near the midrange
of the winds speeds (see also Wentz et al. 1984; Freilich
and Dunbar 1993a; Freilich and Challenor 1994). The
midrange of wind speeds will therefore contribute heavi-
ly to the overall integrals Cn1, although the wind speed
dependence of the model function coefficients them-
selves will modify the influence of the wind speed dis-
tribution. Scatterometer model functions are empirically
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FIG. 3. As in Fig. 2 but for px(x; u).

determined, and the coefficients An are least well known
at both low and high wind speeds where accurate, ex-
tensive comparison measurements are lacking. Figures
6a,b illustrate the wind speed and incidence angle de-
pendence of the full kernel An(s; u)ps(s), (0 # n # 2)
for the truncated azimuthal Fourier series approximation
to the CMOD-4 model function (Offiler 1994; Stoffelen
and Anderson 1995, 1997a–c). The shaded regions in
the plots indicate the lower and upper wind speed re-
gimes that cumulatively contribute less than 5% each
to the value of Cn1 at each u. The wind speed region
between about 3 and 13–14 m s21 contributes 90% of
the total values of C01(u) and C21(u). As CMOD-4 (and
the other two model functions examined as well) yields
reasonable wind velocities from ERS-1/2 backscatter
data over a wide range of wind speeds, it is unlikely
that errors in the A(n) coefficients at large and small
wind speeds could be sufficiently large to influence the
integrals C01(u) and C21(u) significantly (and thus to
change the beam balance estimates). Beam balancing
using the open-ocean data therefore does not require

detailed knowledge of the model function at extreme
wind speeds.

The lack of dependence of ps on u and b and the
similar insensitivity of px to changes in u allow (9) to
be further simplified and the model function dependence
of F to be clarified. Since C02 [ 1 and ps does not
depend on b, C0 5 C01 independent of b, and (9) can
be rewritten

F(u, b, b̂)

^ŝ (u, b)& 1 1 G (u)C (b̂) 1 G (u)C (b̂)o 1 12 2 225 ,1 2[ ]^ŝ (u, b̂)& 1 1 G (u)C (b) 1 G (u)C (b)o 1 12 2 22

(10a)

where

C (u) C (u)n1 n1G (u) 5 5 . (10b)n C (u) C (u)01 0

At each incidence angle, Gn(u) is the speed-weighted
mean An model function coefficient normalized by the
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FIG. 4. (a) ps(s; b) for each beam. The fore-, mid-, and aft-beam distributions are indistinguishable.
(b) px(x, b) for each beam. Although the shapes of the distributions are nearly identical for each
beam, the curves are offset by ;458, which correspond to the azimuthal separations of the ERS-
1 beams.

(speed weighted) mean A0 coefficient. As so $ 0 (in
natural units), An(s; u) # A0(s; u) for n $ 1; in practice,
|A1(s; u)| # A2(s; u) # A0(s; u). Given the approximate
1808 symmetry of px, it is reasonable in (10) to neglect
the terms G1(u )C12(b̂) and G1(u)C12(b), which is equivalent
to assuming no upwind–downwind asymmetry in the
model function. As shown in Fig. 7, |C1|/|C0| 5
|G1(u)C12(b)| is small for the CMOD-4 model function
for each of the three ERS-1 beams. Neglect of any up-
wind–downwind asymmetry is similarly warranted for
the Freilich and Dunbar (1993b) and the IFREMER
(Bentamy et al. 1994) C-band model functions (not
shown). (The normalized mean upwind–downwind
asymmetry term in all three empirical model functions
is small and negative for each beam when u & 308,
leading to the sharp dip in the |C1/C0| curves for each
beam as the ratio C1/C0 changes sign.) In addition, Fig.
7 demonstrates that G2(u) , 1 and C2/C0 , 1 for all
beams. Equation (10) can therefore be further simpli-
fied as

^ŝ (u, b)& 1 1 G (u)C (b̂)o 2 22F(u, b, b̂) 5 . (11)1 2[ ]^ŝ (u, b̂)& 1 1 G (u)C (b)o 2 22

The fractional sensitivity of F to the model function
estimates of G2 is given by

1 ]F(u, b, b̂)

F(u, b, b̂) ]G (u)2

C (b̂) 2 C (b)22 225 (12)
(1 1 G (u)C (b̂))(1 1 G (u)C (b))2 22 2 22

and shown in Fig. 8 for all three empirical C-band model
functions.

The proposed open-ocean scatterometer beam-bal-
ancing technique thus does not require knowledge of
the (small) upwind–downwind asymmetry model func-
tion term A1(s; u). Similarly, small uncertainties in the
upwind–crosswind modulation term A2(s; u) and the
directional distribution px(x; u, b) will not result in large
quantitative errors in the relative antenna gain correction
estimates.

5. ERS-1 results

The 13-month (1 June 1992–30 June 1993) dataset
was used to examine the relative beam balancing of the
ERS-1 AMI scatterometer instrument. The aft beam was
taken as the standard (i.e., b̂ 5 3). ESA’s initial low-
level processing of the ERS-1 data results in very narrow
distributions of u for each antenna for each of the 19
cross-track so cells in the ERS-1 swath. It was therefore
reasonable to calculate and the wind speed^ŝ (u, b)&o

and direction distributions at the natural incidence an-
gles for each beam, rather than at arbitrary regularly
spaced incidence angles. As the fore- and aft-beam az-
imuths are symmetric with respect to the cross-track
direction, the natural incidence angles are nearly iden-
tical for these two beams and the ratios indicated in
(10)–(11) were calculated directly. The midbeam inci-
dence angles ranged from 188 to 478 (as compared with
258–598 for the fore and aft beams). The analysis for
the midbeam was therefore restricted to the u region of
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FIG. 5. Joint distributions p(s, x; u, b) as in Fig. 1. Solid contours are identical to those in Fig. 1. Dash–dot contours denote the product
ps(s)px(x, b) of the univariate distributions shown in Fig. 4.

overlap with the fore and aft beams, and quantities cal-
culated at the natural incidence angles of the reference
aft beam were interpolated to the natural incidence an-
gles of the mid beam using cubic splines.

Results are shown for several different approximate
expressions for F(u, b, b̂) and all three C-band model
functions in Figs. 9 and 10 for the mid and fore beams,
respectively. All calculations used the single wind speed
distribution shown in Fig. 4a (independent of u and b)
and the beam-dependent, u-independent x distributions
from Fig. 4b. Multiple model functions were used to
demonstrate the sensitivity of the relative gain correc-
tion estimates to realistic uncertainties in the model
functions. In each of the figures, the unlabeled heavy
lines correspond to solutions of the ‘‘full’’ expression
(10), while unlabeled light lines are calculated assuming
A1(s; u) 5 C1(u, b) 5 0 [as in (11)].

The labeled lines result from setting C1 5 C2 5 0
for each antenna beam, so that F 5 ( /^ŝ (u, b)&o

). Setting C1 5 C2 5 0 is consistent with the^ŝ (u, b̂)&o

Wentz et al.’s (1984) assumption of a uniform azimuthal
distribution for each antenna [px(x; u, b) 5 (2p)21];

however, Figs. 1–4 and the discussion of section 3 sug-
gest that this is not a valid assumption.

The relative calibration estimates for the mid beam
(with respect to the aft beam) are shown in Fig. 9. [Per-
fectly balanced beams would result in a horizontal line
corresponding to a ratio of 0 dB or F(u, b, b̂) 5 1 in
natural units.] For each model function, the unlabeled
heavy and light lines are within about 0.01 dB of each
other over the full u range, demonstrating that both (10)
and (11) yield quantitatively similar results. Each of the
model functions yields small negative (in decibels) gain
error estimates for the mid beam, corresponding to F(u,
2, 3) & 1. The Freilich–Dunbar and IFREMER model
functions yield midbeam gain error estimates that differ
from each other by less than 0.05 dB. The CMOD-4
model function results are similar to those of the other
model functions at high incidence angles but diverge
somewhat for u , 408, resulting in a larger beam im-
balance estimate. The estimated gain errors from all
three model functions never differ by more than 0.11
dB over the full incidence angle range. The analysis
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FIG. 6. (a) Contours of A0(s, u)p(s) for the CMOD-4 empirical C-band model function. Heavy
solid lines denote the 5% and 95% cumulative percentage points of the product at each u. Shaded
areas thus each contribute less than 5% to the total integral at each u. (b) As in (a) but for
A2(s, u)p(s).

thus suggests that the mid and aft beams are balanced
to K0.2 dB.

Although (10) and (11) yield small negative (in de-
cibels) gain error estimates, use of only the C0 mean
model function coefficient results in an error estimate
that is somewhat larger in magnitude and positive (in
decibels) for all three model functions, with a definite
trend toward increasing gain error with increasing in-
cidence angle. The midbeam gain errors estimated by
setting C1 5 C2 5 0 for all three model functions are
virtually identical, demonstrating that the weighted
mean A0 model function coefficients are quantitatively
similar for all three model functions. However, the man-

ifest inaccuracy of the assumption C2 5 0 and the qual-
itative differences between these estimates of F(u, 2, 3)
and those obtained from (10) and (11) indicate that F
cannot be estimated merely by calculating the mean
backscatter ratios.

Figure 10 shows that the fore-beam relative gain error
is greater than unity and larger in magnitude than the
midbeam value. As was the case with the midbeam cal-
culations, neglect of C1 has little effect on the estimated
fore-beam errors for all three model functions, the Freil-
ich–Dunbar and IFREMER models agree most closely,
gain error estimates from all three model functions are
always within 0.07 dB, and the CMOD-4 estimates us-
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FIG. 7. |Cn|/C0 vs u for the CMOD-4 model function and for each ERS-1 beam. Heavy lines:
|C1|/C0; light lines: C2/C0.

FIG. 8. Normalized sensitivity (]G/]F)/F vs u [cf. (12)] for the fore
and mid beams relative to the aft beam for each model function.

ing (10) or (11) are larger in magnitude and diverge
slightly from those of the other model functions at low
incidence angles.

6. Variability of F with averaging period

The analyses of sections 3–5 used sample quantities
calculated from a dataset covering 1 June 1992–30 June
1993. The large number of measurements and theŝo

large range of synoptic conditions encountered during
this 13-month time span provided extremely accurate

and wind velocity distribution estimates. Similar^ŝ &o

results based on temporally extensive datasets will con-
tribute significantly to the production of recalibrated,

reprocessed scatterometer datasets one year or more af-
ter instrument turn-on. However, the scatterometer
beams must be balanced prior to initial postlaunch mod-
el function refinement and geophysical validation anal-
yses, and thus initial calibration of the antenna gain
patterns must be accomplished relatively soon after
launch. This section examines the variability of antenna
gain error estimates as a function of the averaging period
used in the calculation of and the construction of^ŝ &o

sample wind velocity distributions.
The 56-week dataset used in sections 3–5 formed the

basis for this time-dependent analysis as well. The da-
taset was divided into nonoverlapping segments, each
of k-weeks duration, such that the ith segment corre-
sponded to weeks (i 2 1)k to ik. Operation of the ERS-
1 AMI in SAR mode (and associated transitions to and
from scatterometer mode) led to noticeable quantities
of missing ocean backscatter measurements. The cal-
culations presented below thus represent realistic sample
statistics. The detailed quantitative results would be ex-
pected to vary slightly if the analyses were performed
on data acquired over a different time period.

Sample mean quantities calculated from segment i
with segment length k are denoted by the subscript (i,k)
(e.g., ). The sample joint distribution^ŝ (u, b)&o (i,k)

p(i,k)(s,x; u, b) was calculated for each segment and in-
tegrated to produce ps,(i,k)(s; u, b) and px,(i,k)(x; u, b) as
in section 3. Anticipating that the sample distributions
based on short data segments would exhibit greater u
and b dependence than did the 56-week ‘‘climatologi-
cal’’ distributions, general form (13) [equivalent to (9)
with C1,(u,b) 5 C1,(u,b̂ ) 5 0] was used to calculate the
segment relative gain error:
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FIG. 9. Antenna calibration error F(u, 2, 3) (mid beam relative to aft beam) calculated using
various approximations with distributions based on the full 13-month dataset for each model
function. Solid lines: CMOD-4 model function; dotted lines: Freilich–Dunbar model function;
Dashed lines: IFREMER model function; heavy lines: F calculated using the full expression (10);
light unlabeled lines: F calculated using the approximation (11) (i.e., C1 5 0); and light labeled
lines: F calculated setting C1 5 C2 5 0.

F (u, b, b̂)(i,k)

^ŝ (u, b)& [C (u, b̂) 1 C (u, b̂)]o (i,k) 0,(i,k) 2,(i,k)
5 , (13a)1 2^ŝ (u, b̂)& [C (u, b) 1 C (u, b)]o (i,k) 0,(i,k) 2,(i,k)

where
`

C (u, b) 5 A (s; u)p (s; u, b) ds (13b)0,(i,k) E 0 s,(i,k)

0

and
`

C (u, b) 5 A (s; u)p (s; u, b) ds2,(i,k) E 2 s,(i,k)

0

2p

3 p (x ; u, b) cos(2x) dx.E x,(i,k)

0

(13c)

The CMOD-4 model function was used for the results
presented below, although no qualitative differences
were found when the other empirical model functions
were substituted for CMOD-4.

Mean relative gain error estimates ^F(u, b, b̂)&k cal-
culated by averaging over segments for fixed k are
shown in Fig. 11 for 1 # k # 8 and for both mid and
fore beams (b̂ 5 3 as in section 5). Notwithstanding the
nonlinear dependence of F(i,k) on the sample speed and
azimuthal distributions, the mean relative gain error es-
timates were nearly identical and independent of k for
each beam. There is excellent quantitative agreement

between the ^F(u, b, b̂)&k estimates and the results of
section 5 based on full 56-week sample statistics.

The sample standard deviation of the F(i,k) estimates
[denoted sF(u, k, b, b̂)] is a measure of the variability
of the gain error calculated from only a single segment
of data (e.g., as would be available in the early portion
of a scatterometer mission). Normalized sample stan-
dard deviations [sF(u, k, b, 3)]/^F(u, b, 3)&k for the mid
and the fore beams are shown in Fig. 12 as functions
of u for selected values of k. Calculation of the sample
so statistics and velocity distributions from longer data
segments generally yields less variable estimates of rel-
ative gain errors so that sF(u, k, b, 3) decreases with
increasing k. A rapid decrease in normalized standard
deviation with increasing k is evident for k # 3 for both
the mid and fore beams. Increasing k further did not
lead to additional dramatic decreases in sF(u, k, b, 3).
It thus seems reasonable to perform initial beam bal-
ancing (at least for the ERS-1 sampling geometry and
C-band model function) using as little as 3 weeks of
data.

7. Discussion and conclusions

A quantitive technique to determine the relative an-
tenna gain patterns between spaceborne wind scattero-
meter antennas (beam balancing) using open-ocean
backscatter measurements has been developed and test-
ed. Since the ocean is not an isotropic and homogeneous
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FIG. 10. As in Fig. 9 for F(u, 1, 3) (fore beam relative to aft beam).

FIG. 11. Mean relative gain error estimates ^F(u, b, 3)&k for 1 # k # 8, where k denotes the
segment length in weeks. Solid lines: ^F(u, 2, 3)&k (mid beam relative to aft beam); dashed lines:
^F(u, 1, 3)&k (fore beam relative to aft beam). As the maximum difference between like lines is
less than 0.02 dB for 1 # k # 8, the k values corresponding to each line are are omitted for
clarity. The CMOD-4 model function was used for all calculations.

scatterer, the use of ocean backscatter data for beam
balancing requires auxiliary information on the model
function and the wind velocity distribution to comple-
ment the global ocean mean backscatter values. The
analytical development of the technique (primarily de-
scribed in sections 2 and 4) clearly demonstrates the

role played by the auxiliary information and allows ex-
amination of the sensitivity of the method to uncertain-
ties in the model function and wind distribution esti-
mates. The technique was tested using ERS-1 scatter-
ometer measurements from the period 1 June 1992–30
June 1993, several empirical model functions, and wind
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FIG. 12. Normalized sample standard deviations (sF(u, k, b, 3))/^F(u, b, 3)&k for the mid and
aft beams for selected values of k calculated using the CMOD-4 model function. Line types as in
Fig. 11.

velocity distributions derived from ECMWF and NMC
surface wind analyses.

As developed in sections 2 and 4, the technique is
sensitive to weighted mean Fourier coefficients of the
model function, where the weighting is defined by the
distribution of wind speeds imaged by each antenna at
each incidence angle. Three different empirical C-band
model functions were used in the present study: a trun-
cated azimuthal Fourier series approximation to the
CMOD-4 model (Stoffelen and Anderson 1993, 1997a–
c; Offiler 1994) used in the European Space Agency’s
operational processing system; the IFREMER model
(Bentamy et al. 1994) based primarily on comparisons
between scatterometer and meteorological buoys; and
the Freilich and Dunbar (1993b) model based on col-
locations with operational surface wind analyses (from
a different time period than examined in the present
beam balancing study). All three model functions had
nearly identical weighted means for the lowest (direc-
tion independent) coefficient, the mean upwind–down-
wind [C11(u)] coefficients were found to be negligible,
and the mean upwind–crosswind coefficients [C21(u)]
were similar, although not identical, for the three model
functions. It was shown both analytically (section 4)
and empirically (section 5) that the antenna gain error
estimates were relatively insensitive to realistic varia-
tions in C21(u). All three model functions thus yielded
quantitatively similar antenna gain error estimates.

Operational surface wind velocity analyses from
ECMWF and NMC were interpolated to the space–time
positions of ERS-1 backscatter measurements to provide
estimates of the distributions of wind speed s and rel-

ative wind direction x imaged by each scatterometer
antennas at each incidence angle. Using the 56-week
dataset, it was shown that the joint distribution p(s, x;
u, b) could be reasonably approximated by the product
of a (beam and incidence angle independent) wind speed
distribution ps(s) and an incidence angle-independent
azimuthal distribution px(x; b). Further examination in
section 3 showed that the 56-week distributions were
consistent with ‘‘climatological’’ winds dominated by
easterly and westerly bands sampled by the near–polar
orbiting scatterometer antennas. The separability of the
joint distribution into the product of a speed and a di-
rectional distribution led directly to significant analyt-
ical simplifications.

The wind velocity distribution results have implica-
tions for both model function development and future
beam-balancing analyses using annual (and longer) scat-
terometer datasets. A number of authors (e.g., Wentz et
al. 1984; Freilich and Dunbar 1993a,b; Freilich and
Challenor 1994) have used a Rayleigh distribution to
approximate the global ocean wind speeds observed by
spaceborne instruments. This approximation is consis-
tent with the wind speed distribution (Fig. 4a) obtained
in the present study. However, the model function de-
velopment approach of Wentz et al. (1984) assumed a
uniform relative directional distribution imaged by each
scatterometer antenna. Assuming a uniform directional
distribution would further simplify the beam-balancing
approach (since then C12 5 C22 5 0), but, as shown by
Fig. 4b, the actual x distributions are not consistent with
uniformity.

The full 56-week dataset was used in section 5 to
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estimate antenna gain errors for ERS-1 and to demon-
strate the sensitivity of the technique to various as-
sumptions. Taking the aft beam as the standard, it was
shown that the fore-beam gain error was small but pos-
itive (in decibels), while the midbeam gain error was
even smaller and negative (in decibels). For both beams
and all three model functions, the apparent beam im-
balance was generally less than 0.2 dB, well within the
prelaunch requirements of 0.28 dB (Lecomte and At-
tema 1993). Both the signs and the magnitudes of the
gain errors derived using the open-ocean technique are
consistent with those calculated independently by others
(e.g., Lecomte and Attema 1993; Long and Skouson
1996; Stoffelen 1999).

Initial postlaunch calibration of scatterometers must
be done using data spanning only a few weeks. Section
6 thus empirically examined the sensitivity of the open-
ocean beam-balancing technique to the temporal extent
of the data used to calculate the sample mean back-
scatters and wind velocity distribution estimates. It was
shown that gain error estimates from 3-week (or longer)
data segments had normalized standard deviations less
than 4% (0.17 dB). The present method thus holds great
promise for both initial beam-balancing analyses using
small quantities of data and subsequent precise antenna
gain error corrections using annual or longer datasets.
As the open-ocean method requires no investment in
expensive ground monitoring stations or field cam-
paigns to elucidate the scattering characteristics of veg-
etation or remote land areas, it should be seriously con-
sidered for use in calibrating future fan-beam scatter-
ometers.
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