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ABSTRACT

Velocity measurements from the continental shelf off Oregon taken during the Coastal Upwelling Experiment CUE-2 in the summer of 1973 are utilized to investigate momentum, vorticity and mass balance relationships for subinertial frequency ($\omega < 0.6$ cpd) current fluctuations. Measurements from stations in water of depths of 54, 100 and 200 m are utilized. A comparison of the magnitude of terms involving horizontal velocities in the linear momentum and in the nonlinear, depth-integrated momentum equations, support is found for the linear geostrophic balance of the alongshore velocity in the onshore-offshore momentum equation and, in the depth range 100 m $\leq H \leq 200$ m, for a linear ageostrophic balance in the alongshore momentum equation. Evidence is also found to support the validity of a linear depth-integrated vorticity balance, again for depths 100 m $\leq H \leq 200$ m. In this balance, which is similar to that in the theory for continental shelf waves, the interaction of the alongshore velocity with the onshore-offshore bottom slope of the continental shelf forms the primary vortex stretching mechanism. The mass balance equation from idealized two-dimensional coastal upwelling models, wherein the depth integral of the interior, inviscid onshore velocity $U$ equals the offshore Ekman layer transport $-\tau \rho_{0} f$, where $\tau$ is the alongshore component of the wind stress, is investigated by comparing the time-dependent behavior of $U$ and $-\tau \rho_{0} f$. It is found that the correlation of $U$ and $-\tau \rho_{0} f$ is of the proper sign to support this relation and that, in general, the magnitudes of these two terms are similar, but that the correlation is not especially high, presumably due to three-dimensional effects.

1. Introduction

In this investigation we analyze velocity measurements from the continental shelf off Oregon taken during the Coastal Upwelling Experiment CUE-2 in 1973 to examine some characteristics of the momentum, vorticity and mass balances which are frequently utilized in theoretical or conceptual models of the coastal flow regime.

The set of theoretical models with which we will be concerned are those for subinertial frequency, time-dependent motion on the continental shelf and slope which describe the flow, away from surface friction layers, as linear and inviscid and which include, as a forcing mechanism, the alongshore component of the wind stress at the coast (e.g., Walin, 1972; Gill and Schumann, 1974; Gill and Clarke, 1974; Allen, 1976). These models involve forced coastal trapped waves. Depending on the exact assumptions about the stratification and shelf topography, the forced waves may be barotropic continental shelf waves, internal Kelvin waves or more general, coupled forms of these two types of wave modes (Allen, 1975; Wang and Mooers, 1976). A growing number of recent observational studies seem to indicate that the time-dependent response to atmospheric forcing of water in some coastal regions, such as that off Oregon, may be approximately described by these theoretical models. This appears to be especially true with regard to the prediction of the behavior of the barotropic component of the alongshore velocity field by the theory for forced and free continental shelf waves (Smith, 1974; Kundu et al., 1975; Huyer et al., 1975; Kundu and Allen, 1976).

A feature which is common to several of the theoretical models of this type is the assumption that the relevant alongshore spatial scales are larger than the onshore-offshore scales. It follows, through scaling arguments, that the lowest order onshore-offshore momentum balance is geostrophic, i.e., that the alongshore velocity component is in geostrophic balance. An additional common feature is the assumption that the time variations are such that the alongshore momentum balance is ageostrophic. In particular, if we consider a Cartesian coordinate system $(x,y,z)$, with corresponding velocity components $(u,v,w)$, aligned so that the $x$ axis is in the onshore-offshore direction, the $y$ axis is alongshore and the $z$ axis vertical, the above assumptions imply that the lowest order $x$ and $y$ momentum balances are

---
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\[ f v = p_x, \]  
\[ v_t + fu = -p_y, \]  
where \( p \) is the pressure divided by a reference density \( \rho_0 \), \( t \) is time, \( f \) is the constant Coriolis parameter, and the subscripts \((x,y,t)\) denote partial differentiation.

The importance of the ageostrophic term \( v_t \) in (1.1b) in the theory for barotropic continental shelf waves has been emphasized by Gill and Schumann (1974). The ageostrophic term is important also in stratified coastal models (e.g., Walin, 1972; Gill and Clarke, 1974; Allen, 1976), since \( v_t \) is an essential part of the lowest order balance for free and forced internal Kelvin waves. For example, in a free internal Kelvin wave, \( u = 0 \) and the balance in (1.1b) is \( v_t = -p_y \).

Note that the substitution of (1.1a,b) in the continuity equation

\[ u_x + v_y + w_z = 0 \]

(1.2)
gives

\[ w_z = f^{-1}v_{xt}, \]

(1.3)
and that the lowest order flow is horizontally divergent. Eqs. (1.1a,b) and (1.3) differ, of course, from the usual assumption for low-frequency mid-ocean motions of geostrophic balance and, consequently, of horizontal nondivergence at lowest order.

An additional fundamental balance, from which a governing equation is usually obtained, is that for vorticity. One useful form of vorticity equation may be derived by depth-integrating (1.3). For example, if we consider the barotropic motion over a continental shelf where the depth \( H = H(x) \) is independent of the alongshore coordinate \( y \), the top surface is bounded by a rigid lid (Gill and Schumann, 1974), and there is negligible suction into the surface Ekman layer, the depth integrated form of (1.3) is

\[ v_{xt} = (H_x/H)fu. \]

(1.4)
Eq. (1.4) expresses the time rate of change of vorticity \( v_x \) due to the stretching of fluid columns by the motion of the fluid up or down the bottom slope of the continental margin. This vortex stretching provides the mechanism for continental shelf waves.

The conservation of mass provides another basic balance in coastal regions. This balance is extremely important for the study of coastal upwelling. The simplest conceptual form of mass balance on the continental shelf results from an assumption of two-dimensional flow, i.e., an assumption of zero velocity gradients in the alongshore direction. In that case, with the rigid lid approximation, the net onshore-offshore mass flux at a position \( x \) on the shelf is equal to zero, i.e.,

\[ \int_{-H}^{0} u_t dz = 0, \]

where \( u_t \) is the total onshore-offshore velocity component. If we assume that \( x \) is located offshore of the region where there is appreciable vertical motion into the surface Ekman layer and that the onshore velocity \( u_t \) may be divided into an inviscid component \( u \) and a frictional component which is confined to a thin surface layer, then (1.5) reduces to

\[ \int_{-H}^{0} udz = -\tau/f\rho_0, \]

(1.6)
where \( \tau \) is the alongshore component of the wind stress at the coast (assumed not to vary appreciably on the onshore-offshore spatial scales considered here) and \(-\tau/f\rho_0 \) is the offshore transport in the surface Ekman layer.

Eqs. (1.5) and (1.6) are strong constraints which are accompanied by a simple conceptual picture of the onshore-offshore mass balance. If alongshore velocity gradients are appreciable, however, then the two-dimensional approximation will, of course, be violated and (1.5) and (1.6) will not hold.

In this study, we analyze velocity measurements from the coastal upwelling experiment CUE-2 off Oregon in the summer of 1973 in an attempt to investigate the validity of the time-dependent momentum (1.1a,b) and vorticity balances (1.4), utilized in theoretical models, and the two-dimensional mass balance (1.6), frequently utilized in conceptual models of coastal upwelling.

2. Observations

The locations of the current meter moorings in CUE-2 are described in Kundu and Allen (1976). Here we utilize velocity measurements from stations Aster, Carnation and Edelweiss, located on an east-west (onshore-offshore) line at 45°16'N in water of depth 54, 100 and 200 m, respectively (see Fig. 1). The east-west line is approximately perpendicular to the coastline and local isobaths. Currents and temperatures were measured with Aanderaa current meters tethered to subsurface moorings. Winds were measured at Newport, Ore. (44°37'N).

The measurement depths are given in Table 1. The record lengths are Aster, 29 June–26 August (58 days); Carnation, 30 June–28 August (59 days); Edelweiss, 22 July–28 August (37 days). Note that the records at Edelweiss are approximately

---

2 Measurements at Aster were previously reported in Kundu and Allen (1976) to be at 20 and 40 m in water of depth 50 m. The Aster measurements were, more accurately, at 24 and 44 m in water of depth 54 m.
positive eastward, and with $z$ aligned vertically, positive upward. The corresponding velocity components are $(u, v, w)$, respectively.

The density in this region is strongly controlled by the salinity. Although time series measurements of the temperature were made at the current meters, corresponding measurements of the salinity were not made; therefore, time series of density are not available.

For use in connection with (1.6) and the mass balance investigation, the north-south component of the wind stress at Newport was computed from the hourly values of the wind stress vector and then low-pass filtered in the same manner as the currents. The formula used is $\tau = \rho_A C_D (u_w^2 + v_w^2)^{1/2} \times v_w$ [dyn cm$^{-2}$], where $(u_w, v_w)$ are the wind velocity components, $\rho_A = 1.2 \times 10^3$ g cm$^{-3}$ is the air density and $C_D = 1.4 \times 10^{-3}$.

3. Analysis

We assume that the motion away from surface frictional layers is inviscid and is governed by the equations

\begin{align*}
    u_x + v_y + w_z &= 0, \quad (3.1a) \\
    u_t + u \cdot \nabla u - \frac{1}{\rho} \nabla p &= -p_x, \quad (3.1b) \\
    v_t + u \cdot \nabla v + \frac{1}{\rho} \nabla p &= -p_y, \quad (3.1c) \\
    0 &= -p_z - g \rho, \quad (3.1d)
\end{align*}

where the Boussinesq approximation has been made. $\rho$ is the perturbation density such that the total density $\rho_T = \rho_0 + \rho$ where $\rho_0$ is a constant reference density ($\rho_0 = 1$ g cm$^{-3}$), $\rho_0 \nabla p$ is the difference in pressure from a hydrostatic state with uniform density $\rho_0$, i.e., $p = p_0 e^{-p_T} + gz$ where $p_T$ is the total pressure, $g$ is the acceleration of

<table>
<thead>
<tr>
<th>Station</th>
<th>Depth (m)</th>
<th>$\bar{u}$ (cm s$^{-1}$)</th>
<th>$\bar{v}$ (cm s$^{-1}$)</th>
<th>$u'$ (cm s$^{-1}$)</th>
<th>$v'$ (cm s$^{-1}$)</th>
<th>Major principal axis* (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aster</td>
<td>24</td>
<td>6.0</td>
<td>-11.3</td>
<td>4.0</td>
<td>12.5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>-0.6</td>
<td>0.9</td>
<td>1.6</td>
<td>9.4</td>
<td>3</td>
</tr>
<tr>
<td>Carnation</td>
<td>20</td>
<td>3.2</td>
<td>-23.9</td>
<td>4.7</td>
<td>10.0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>4.3</td>
<td>-10.9</td>
<td>3.0</td>
<td>10.5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>2.7</td>
<td>-2.0</td>
<td>2.9</td>
<td>11.7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.1</td>
<td>2.9</td>
<td>2.0</td>
<td>10.7</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>95</td>
<td>0.6</td>
<td>2.5</td>
<td>1.7</td>
<td>8.4</td>
<td>6</td>
</tr>
<tr>
<td>Edelweiss</td>
<td>20</td>
<td>2.4</td>
<td>-21.7</td>
<td>4.3</td>
<td>6.1</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>2.6</td>
<td>-4.6</td>
<td>2.3</td>
<td>5.5</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>2.0</td>
<td>2.5</td>
<td>1.9</td>
<td>5.4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>-1.8</td>
<td>7.3</td>
<td>1.7</td>
<td>5.4</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>195</td>
<td>-1.7</td>
<td>5.5</td>
<td>2.4</td>
<td>4.9</td>
<td>22</td>
</tr>
</tbody>
</table>

* Measured counterclockwise from north.
gravity and \( \mathbf{u} \) the velocity vector with components \((u,v,w)\). The fluid may be stratified and in general the perturbation density is a function of the spatial coordinates and time, i.e., \( \rho = \rho(x,y,z,t) \). An additional equation for \( \rho \) is required, of course, to form a complete set of governing equations. Because of a lack of time series measurements of density, the time-dependent behavior of \( \rho \) will not be considered and an equation for \( \rho \) will not be utilized here. Velocity measurements will be used to investigate balances implied by the continuity and momentum equations (3.1).

Below we derive various approximate forms of (3.1) which are used in coastal problems. We also derive approximate depth-integrated equations from (3.1) and form a depth-integrated vorticity equation. The time scale of interest \( \delta_t \) is considered to be larger than an inertial period\(^3\), i.e.,

\[
\delta_t \gg f^{-1}.
\]

The fluid is assumed to be bounded by a rigid upper surface at \( z = 0 \) and a variable depth bottom surface at \( z = -H(x,y) \). The inviscid interior flow is assumed to extend in depth from \( z = -H \) to \( z = -H_S \) where \( H_S \) is a constant depth of the surface frictional layer.

One frequently used scaling argument for coastal problems is that the characteristic alongshore spatial scale \( \delta_y \) is larger than the characteristic onshore-offshore scale \( \delta_x \), i.e.,

\[
\delta_y \gg \delta_x.
\]

With (3.3), the order-of-magnitude estimate \( u = (\delta_y/\delta_x) v \), obtained from the continuity equation (3.1a), implies that \( u \ll v \). Assumptions (3.2) and (3.3) then lead to the following approximate forms of (3.1b) and (3.1c):

\[
fv = p_x, \tag{3.4a}
\]

\[
v_t + \mathbf{u} \cdot \nabla v + fu = -p_u, \tag{3.4b}
\]

where the \( v_t \) term has been retained by the assumption that \( f\delta_t = u/\mu \).

The standard linear form of (3.4b),

\[
v_t + fu = -p_u, \tag{3.5a}
\]

results from the additional assumption of small Rossby number, i.e., \( V_0/f\delta_x \ll 1 \) where \( V_0 \) is a characteristic alongshore velocity. Alternatively, without the use of (3.3) first, the small Rossby number approximation may be applied directly to (3.1) to give, as the two momentum equations, (3.5a) and the linear form of (3.1b),

\[
u_t - fu = -p_x. \tag{3.5b}
\]

\(^3\) Possible Reynolds stress effects from higher frequency components of the motion are not considered here.

We now consider the vorticity balance. Because we are not working with an additional equation for the density we are not able to form an equation for the potential vorticity. It is possible, however, to form a depth-integrated vorticity equation from the continuity and momentum equations alone. The depth integration in this case is over the supposed region of inviscid flow, i.e., \(-H \leq z \leq -H_S\). In cases where the flow is barotropic this equation reduces to the appropriate governing vorticity equation. It also directly expresses the effect of vortex stretching by the interaction of the bottom velocities and the bottom slope, which is the essential mechanism in continental shelf waves. To form a depth-integrated vorticity equation it is convenient to first integrate the continuity and momentum equations (3.1) over \( z \) from \( z = -H(x,y) \) to \( z = -H_S \). It is assumed that there is negligible suction into the surface layer, i.e., that \( w(z = -H_S) = 0 \), and that at \( z = -H \) the flow satisfies the inviscid boundary condition \( w = -\mathbf{u} \cdot \nabla H \). Utilizing the continuity equation (3.1a) to first express the nonlinear terms in (3.1b) and (3.1c) in divergence form, we obtain

\[
U_x + V_y = 0, \tag{3.6a}
\]

\[
U_t + N\ell x - fV = -P_x + H_x p_B, \tag{3.6b}
\]

\[
V_t + N\ell y + fU = -P_y + H_y p_B, \tag{3.6c}
\]

where

\[
(U,V,P) = \int_{-H}^{-H_S} (u,v,p) \, dz, \tag{3.7a}
\]

\[
N\ell x = \left( \int x^2 \, dz \right)_x + \left( \int uv \, dz \right)_y, \tag{3.7b}
\]

\[
N\ell y = \left( \int u^2 \, dz \right)_x + \left( \int v^2 \, dz \right)_y, \tag{3.7c}
\]

\[
p_B = p(z = -H). \tag{3.7d}
\]

The integrals over \( z \) in (3.7b) and (3.7c) and in subsequent equations are understood to be from \(-H\) to \(-H_S\), as in (3.7a). Depth averages, defined by

\[
\langle v \rangle = V/H_S, \quad \langle u \rangle = U/H_S, \tag{3.8a,b}
\]

where \( H_S = H - H_S \), are also utilized later.

The depth-integrated momentum equations are also useful to work with in an attempt to evaluate the relative size of the nonlinear terms. A direct calculation of the nonlinear terms in (3.1b) and (3.1c) is hard to accomplish. In addition to the difficulty in a coastal region of evaluating horizontal velocity derivatives at fixed values of \( z \), the ageostrophic balance (3.4b) or (3.5a) implies that the motion is horizontally divergent to lowest order. This means, for example, in (3.1c)
that the $w v_x$ term in $u \cdot \nabla v$ will formally be of the same order of magnitude as the other two terms $u v_x$ and $v v_y$ which involve horizontal velocities. Since $w$ is not measured, that term cannot be directly calculated. The depth integration, of course, eliminates $w$ and results in expressions in terms of horizontal velocities only.

The evaluation of the nonlinear terms (3.7b,c) in (3.6b,c) requires the calculation of alongshore derivatives. Although there were velocity measurements in CUE-2 from moorings displaced alongshore, it is felt that the spacing of these moorings and, more importantly, the large gradients in the flow in the onshore-offshore direction relative to those in the alongshore direction (Kundu and Allen, 1976), make a direct evaluation of $y$ derivatives impractical.

It is possible, however, to make some progress in the estimation of the term $\int v^2 dz$ in $NL_y$ with the use of two ad hoc assumptions. Since it is expected, based on the results (3.4a,b) of the scale analysis utilizing (3.3), that the nonlinear terms in the $y$ momentum equation will be relatively more important than those in the $x$ momentum equation, an approximate evaluation of $NL_y$ should be helpful. If it is assumed that

$$ H_y = 0, \quad v_z = 0, \quad (3.9a, b) $$

it is possible to relate the $y$ derivative in (3.7c) to an $x$ derivative through the continuity equation (3.6a). Eq. (3.9a) can be justified, to some extent, by the form of the topography in this region (Fig. 1), by the fact that the orientation of the principal axes of the fluctuation is nearly along the $y$ axis, and by some of the results in Section 5. Assumption (3.9b) is partially rationalized by the fact that the fluctuating alongshore velocity components at Carnation and Edelweiss have been found to be very nearly depth-independent (Kundu et al., 1975; Kundu and Allen, 1976). That behavior is illustrated by the nearly depth-independent values of $v'$ in Table 1.

With assumptions (3.9a,b) and with (3.6a), we obtain

$$ \left[ \int v^2 dz \right]_y = -2 \langle v \rangle \left[ \int u dz \right]_x, \quad (3.10) $$

so that

$$ NL_y \approx NL_y^x = \left[ \int u v dz \right]_x - 2 \langle v \rangle U_x, \quad (3.11) $$

and $NL_y^x$ may be evaluated using $x$ derivatives only.

A mass transport vorticity equation may be obtained by cross differentiating (3.6b) and (3.6c):

$$ (V_x - U_x)_t + NL_x^y - NL_y^x = -H_x p_{Bu} + H_y p_{Bx}, \quad (3.12) $$

where approximations (3.9) have not been used. If we appeal to the order-of-magnitude arguments based on (3.3), which result in an assumption of geostrophic balance for $v$ in (3.4a), Eq. (3.12) may be simplified to

$$ V_{xt} + NL_x^y = -H_x p_{Bu} + H_y p_{Bx}. \quad (3.13) $$

Since the results in Section 4 support the geostrophic balance (3.4a), it is expected that (3.13) will be a relevant approximation to (3.12).

The term on the right-hand side of (3.13) involving $p_{Bu}$ may be expressed in terms of velocities with the use of the momentum equation (3.4b). An evaluation of the nonlinear terms in (3.4b) is again impractical using present velocity measurements and, to proceed, an additional approximation is required. It is found in Section 4 that, in the momentum equation (3.6c), the nonlinear term $NL_y$ is generally smaller than the linear terms. We appeal to that result to justify the use of the linear momentum equation (3.5a) in the substitution for $p_{Bu}$ and to justify the neglect in (3.13) of $NL_x^y$ relative to $V_{xt}$. In the neglect of $NL_x^y$ it is assumed that $V_t$ and $NL_y$ do not change their relative magnitude when $x$ derivatives are taken. Consequently, with the use of (3.5a) and (3.8a) we may write (3.13) as an approximate linear, depth integrated vorticity equation:

$$ \langle v \rangle_{xt} = (H_x/H_E)(f u_x + v_{Bt} - \langle v \rangle) $$

$$ + (H_y/H_E) f v_{Bt}. \quad (3.14) $$

4. Momentum balance

We first investigate the balances in the linear form of the momentum equations (3.5a) and (3.5b) by comparing the relative size of the velocity terms $v_t, fu$ and $u_t, fu$.

The time derivatives in (3.5a) and (3.5b) are approximated by applying a central difference approximation, with a time increment of 6 h to the (low pass filtered) data. For example, we use

$$ v_t(t) = \Delta v = [v(t + \Delta t) - v(t - \Delta t)]/2\Delta t, \quad (4.1) $$

where $\Delta t = 6$ h. Errors from the time-difference approximation are discussed in Appendix B.

Time variations of $v_t, fu$, $u_t$ and $fu$ from the data at Car 80 (the current meter at depth 80 m at station Carnation) are given in Fig. 2. The appropriate combinations of these terms, which appear in (3.5), are denoted by

$$ Y_T = v_t + fu, \quad X_T = u_t - fu \quad (4.2a,b) $$

and $Y_T$ is also plotted. In addition, included for comparison is a plot of the alongshore component of the wind stress (with the mean $\overline{\tau} = -0.37$ dyn cm$^{-2}$ removed). It may be seen that at Car 80 $v_t$ and $fu$ are of the same magnitude and that there is
The standard deviations of the terms $v_t$, $fu$, $u_t$, $fe$, $X_T$ and the ratios $v'/fu'$, $u'/fu'$ are given in Table 2 for the different stations. The normalized cross-correlation coefficients between $v_t$ and $fu$ and between $u_t$ and $fe$, denoted by the brackets, e.g., \{v_t, fu\} = v_t fu / v'_t fu'_t, are also given. The statistical significance of the correlation coefficients is discussed in Appendix A. The time periods covered in the calculations with the low-passed data are: Astor, 2 July–24 August (53 days); Carnation, 3 July–25 August (54 days); Edelweiss, 27 July to 25 August (30 days).

The impressions from Fig. 2 are borne out by the standard deviations (SD's) and correlation coefficients. At Car 80, $v_t$ and $fu$ are significantly negatively correlated and have SD’s of similar magnitude, with the SD of $fu$ being larger. It may be expected, therefore, that these terms have some tendency to balance and to cancel each other in the sum $Y_T$. This is the case and the SD of $Y_T$ is smaller than that of $fu$.

In general, the standard deviation of $fu$ is somewhat larger than that of $v_t$ for all the measurement points. At each station the SD of $v_t$ is closer in magnitude than that of $fu$ at the deeper current meters, with the exception of the very bottom current meters at Carnation and Edelweiss. The SD of $v_t$ is fairly uniform with depth while that of $fu$ increases in magnitude as the depth decreases. This trend is illustrated in Table 2 by the variations in $v'_t / fu'_t$ with depth and could be anticipated from the relative depth independence of $v'$ and the general increase of $u'$ at shallower depths (Table 1). The absolute value of the cross-correlation coefficient \{v_t, fu\} also tends to be larger at the deeper points. If, as in (3.5a), $p_y$ is the term that balances $Y_T$, then evidently there are baroclinic contributions to the alongshore pressure gradient which result in an increase in the magnitude of $p_y$ for decreasing depth. This would imply that the fraction of the onshore flow which is geostrophically balanced increases at the shallower depths (below the surface layer).

At all three stations \{v_t, fu\} falls to near zero values at 20 m. This presumably reflects the fact that additional physical effects, not included in (3.5a) and (3.5b), enter the momentum balance at 20 m. These effects are probably the result of turbulent frictional processes associated with the surface layer. At the bottom current meters at Carnation and Edelweiss, there is a decrease of the ratio $v'_t / fu'_t$ and the correlation \{v_t, fu\}, which is probably due to frictional effects from the bottom.

---

4 The possibility of using coastal sea level measurements from a set of tide gages along the Oregon coast to obtain information about $p_y$ is being investigated by Dr. A. Huyer (private communication).

---

Fig. 2. Time series of $v_t$, $fu$, $u_t$, $fu$ and $Y_T = v_t + fu$ at Carnation (80 m) and of the north-south component of the wind stress $\tau$ at Newport.

---

a clear tendency for these two terms to balance each other. In contrast, it may also be seen that in general $fu$ has a substantially larger magnitude than $u_t$ and that, as a result, the term $u_t$ could not be important in the $x$ momentum equation.
Table 2. Standard deviations and cross-correlation coefficients.

<table>
<thead>
<tr>
<th>Station</th>
<th>Depth (m)</th>
<th>(v_i)</th>
<th>(fu)</th>
<th>(Y_T)</th>
<th>(v_i/\text{fu})</th>
<th>(u_i)</th>
<th>(fu)</th>
<th>(X_T)</th>
<th>(u_i/\text{fu})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aster</td>
<td>24</td>
<td>1.15</td>
<td>4.12</td>
<td>4.35</td>
<td>0.28</td>
<td>0.07</td>
<td>0.59</td>
<td>12.79</td>
<td>12.85</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>0.90</td>
<td>1.65</td>
<td>1.70</td>
<td>0.55</td>
<td>-0.21</td>
<td>0.23</td>
<td>9.71</td>
<td>9.68</td>
</tr>
<tr>
<td>Carnation</td>
<td>20</td>
<td>0.98</td>
<td>4.81</td>
<td>4.91</td>
<td>0.20</td>
<td>-0.00</td>
<td>0.68</td>
<td>10.24</td>
<td>10.26</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.96</td>
<td>3.09</td>
<td>2.96</td>
<td>0.31</td>
<td>-0.29</td>
<td>0.47</td>
<td>10.83</td>
<td>10.77</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.15</td>
<td>2.95</td>
<td>2.68</td>
<td>0.39</td>
<td>-0.42</td>
<td>0.52</td>
<td>12.01</td>
<td>11.91</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.01</td>
<td>2.01</td>
<td>1.70</td>
<td>0.50</td>
<td>-0.53</td>
<td>0.37</td>
<td>10.98</td>
<td>10.90</td>
</tr>
<tr>
<td></td>
<td>95</td>
<td>0.75</td>
<td>1.69</td>
<td>1.53</td>
<td>0.44</td>
<td>-0.43</td>
<td>0.25</td>
<td>8.70</td>
<td>8.64</td>
</tr>
<tr>
<td>Edelweiss</td>
<td>20</td>
<td>0.60</td>
<td>3.81</td>
<td>3.90</td>
<td>0.16</td>
<td>-0.05</td>
<td>0.47</td>
<td>5.76</td>
<td>5.73</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.62</td>
<td>2.18</td>
<td>2.04</td>
<td>0.28</td>
<td>-0.36</td>
<td>0.37</td>
<td>5.04</td>
<td>4.93</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>0.75</td>
<td>1.99</td>
<td>1.91</td>
<td>0.38</td>
<td>-0.29</td>
<td>0.40</td>
<td>5.48</td>
<td>5.39</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0.74</td>
<td>1.73</td>
<td>1.58</td>
<td>0.43</td>
<td>-0.40</td>
<td>0.35</td>
<td>5.52</td>
<td>5.42</td>
</tr>
<tr>
<td></td>
<td>195</td>
<td>0.66</td>
<td>2.30</td>
<td>2.20</td>
<td>0.29</td>
<td>-0.30</td>
<td>0.38</td>
<td>5.03</td>
<td>4.92</td>
</tr>
</tbody>
</table>

boundary layer (Kundu, 1976). At Aster 40, \(v_i/\text{fu}\) obtains the largest value measured, but \(\{v_i, fu\}\) is lower than at the mid-depth or bottom points at Carnation or Edelweiss. Again, additional effects, perhaps frictional, may be operative in the shallow water at Aster.

Since the fluctuating \(v\) components of velocity are approximately depth-independent and are highly correlated, both in depth and onshore-offshore (Kundu and Allen, 1976), the time variation of \(v\) should be similar to that of \(\langle v \rangle_x\). It seems, therefore, that the relatively high correlation of \(v_i\) and \(fu\) at the points near the bottom perhaps indicates the presence of a vorticity balance like (3.14), where a correlation between \(\langle v \rangle_{et}\) and \(u_p\) would be expected. The vorticity balance is investigated in Section 5.

The results in Table 2 for the SD's of \(v_i\) and \(fu\) strongly support the inclusion of the ageostrophic term \(v_i\) in the \(y\) momentum balance equation (3.5a). On the other hand, the magnitudes of the SD's of \(u_i\) in Table 3 are generally much smaller than those of \(fu\) which justifies the neglect of the ageostrophic term \(u_i\) in (3.4a). This result, together with the previously found high correlation of \(v\) and coastal sea level (Smith, 1974; Kundu et al., 1975) supports the assumption of geostrophic balance for \(fu\). It should be noted that the assumptions of geostrophic balance in (3.4a) and ageostrophic balance in (3.5a) lead to the long-wave (nondispersive) approximation for continental shelf waves (Gill and Schumann, 1974). The above results, consequently, tend to support the long-wave approximation.

By comparing in Fig. 2 the variation of the wind stress \(\tau\) with that of \(v_i\) and \(fu\) at Car 80 we may make some additional comments. If a linear, two-dimensional balance is present in (3.5a), \(v_i\) and \(fu\) will balance exactly, with \(\rho_g = 0\). The occurrence of the type of balance during some time periods would be indicated by relatively small values of \(Y_T\). It may be seen from Fig. 2 that there is no obvious relation between the variation of \(\tau\) and of \(Y_T\). Halpern (1976) has speculated that there may be an increased tendency toward a two-dimensional mass balance during strong wind events. In contrast, it appears from Fig. 2 that there is no evidence for a tendency toward a two-dimensional dynamic balance during periods when the wind stress is of large magnitude.

We next attempt to estimate the size of the nonlinear terms in the depth-integrated momentum equations (3.6b) and (3.6c). It is convenient to

Table 3. Standard deviations \((10^{-4} \text{ cm s}^{-2})\) and cross-correlation coefficients from (4.6a) and (4.6b) at points EC and CA.

<table>
<thead>
<tr>
<th></th>
<th>(\langle u \rangle'_y)</th>
<th>(f(v'))</th>
<th>(X_T)</th>
<th>(NL_L)</th>
<th>(NL_T)</th>
<th>(Y_T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>0.25</td>
<td>6.61</td>
<td>6.48</td>
<td>0.05</td>
<td>6.49</td>
<td></td>
</tr>
<tr>
<td>CA</td>
<td>0.24</td>
<td>9.93</td>
<td>9.86</td>
<td>0.18</td>
<td>9.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\langle v \rangle'_y)</td>
<td>(f(u'))</td>
<td>(Y_L)</td>
<td>(NL_L)</td>
<td>(NL_T)</td>
<td>(Y_T)</td>
</tr>
<tr>
<td>EC</td>
<td>0.73</td>
<td>1.65</td>
<td>1.30</td>
<td>0.12</td>
<td>0.07</td>
<td>0.14</td>
</tr>
<tr>
<td>CA</td>
<td>0.87</td>
<td>1.67</td>
<td>1.45</td>
<td>0.38</td>
<td>0.37</td>
<td>0.67</td>
</tr>
<tr>
<td>({v}, f(u))</td>
<td>({Y_L, NL_L})</td>
<td>({Y_L, NL_T})</td>
<td>({NL_L, NL_T})</td>
<td>({u}, f(v))</td>
<td>({f(v), NL_L})</td>
<td>({f(v), NL_T})</td>
</tr>
<tr>
<td>EC</td>
<td>-0.66</td>
<td>-0.01</td>
<td>-0.18</td>
<td>0.08</td>
<td>-0.54</td>
<td>0.53</td>
</tr>
<tr>
<td>CA</td>
<td>-0.50</td>
<td>-0.04</td>
<td>0.39</td>
<td>-0.24</td>
<td>-0.89</td>
<td>0.31</td>
</tr>
</tbody>
</table>
work with the velocities in the linear terms expressed as depth averages (3.8). In terms of these, the left hand sides of (3.6b) and (3.6c) may be written

\[
\langle u \rangle_t + H_E^{-1} \left[ \left( \int u^2 dz \right)_x \right. \\
+ \left( \int uv dz \right)_x - f(\langle v \rangle) = \ddot{X}_T, \quad (4.3a)
\]

\[
\langle v \rangle_t + H_E^{-1} \left[ \left( \int uvdz \right)_x \right. \\
- 2\langle v \rangle \left( \int udz \right)_x + f(\langle u \rangle) = \ddot{Y}_T, \quad (4.3b)
\]

where \( NL_y \) (3.11) has been used in place of \( NL_x \).

For the calculation of the depth averages in (4.3) it is necessary to estimate the depth \( H_S \) of the surface frictional layer. The measurements of the \( u \) velocities at Carnation (Fig. 5 of Kundu et al., 1975; Fig. 6 of Huyer, 1976) indicate that the onshore-offshore currents at 20 m sometimes flow, as do the near-surface currents, in a direction opposite to the motion at the deeper current meters. At other times, the 20 m and the deeper \( u \) velocities have the same sign and similar time variability. It appears that the effects from the surface frictional layer occasionally influence the currents at 20 m. This feature is also indicated by the variation of the cross-correlation coefficients of \( u \) at Carnation as a function of vertical separation. The cross-correlation coefficients between \( u_{40} \) (\( u \) at 40 m) and \( u_{60}, u_{80}, u_{95} \) are higher (~0.65) than that between \( u_{90} \) and \( u_{40} \) (~0.5). Additional indications of surface layer effects on the 20 m currents were just mentioned in connection with the results in Table 2 and more will be discussed in Section 6. As for the extent of penetration of frictional effects, a rough estimate, sufficient for our purposes, of 20 m for the mean depth of the surface layer at Carnation may be obtained from the plot of \( u \) velocities in Fig. 6 of Huyer (1976) or from the hodograph of current vectors in Kundu (1977). Based on the above considerations, we assume that \( H_S = 20 \) m and we omit the 20 m current meter records in forming the depth integrals.

A simple trapezoidal approximation is used for calculating the depth averages. The resulting formulas, e.g., for \( u \), are

\[
\text{Aster:} \quad \langle u \rangle = u_{44}
\]

\[
\text{Carnation:} \quad \langle u \rangle = (30u_{40} + 20u_{60} + 17.5u_{80} + 12.5u_{95})/80 \quad (4.4)
\]

\[
\text{Edelweiss:} \quad \langle u \rangle = (80u_{60} + 50u_{120} + 37.5u_{180} + 12.5u_{195})/180
\]

The depth integrals needed in the nonlinear terms, such as \( U = H_E \langle u \rangle \), are calculated from (4.4) by multiplying by the appropriate \( H_E \).

It is not possible to evaluate directly the \( y \) derivative term in \( NL_x \) in (4.3a). Based on the results in Table 2 and on the scaling arguments that led to (3.4a), however, it might be anticipated that the term \( NL_y \) will be small relative to \( fV \). We will, therefore, be satisfied in the evaluation of terms in (4.3a) to calculate only that part of the nonlinear term which involves the \( x \) derivative and which may be readily approximated.

The terms in (4.3a) and (4.3b) are calculated from difference approximations centered at a point \( x_0 \) half way between two stations which are separated by a distance \( 2\Delta x \). With the notation

\[
\ddot{\phi} = \frac{1}{2} \left[ \phi(x_0 + \Delta x) + \phi(x_0 - \Delta x) \right], \quad (4.5a)
\]

\[
\Delta_x \phi = \left[ \phi(x_0 + \Delta x) - \phi(x_0 - \Delta x) \right]/2\Delta x, \quad (4.5b)
\]

the difference approximations for (4.3a) and (4.3b) at the point \( x_0 \) are

---

**Fig. 3.** Time series of \( \langle v \rangle, f(\langle u \rangle) \) and \( NL_y \) in Eq. (4.6b) at points EC and CA.
\[
\langle \hat{u} \rangle_r + NL_x^\alpha - f(\hat{v})^x = \hat{X}_r, \tag{4.6a}
\]
\[
\langle \hat{v} \rangle_r + NL_y^\alpha + f(\hat{u})^x = \hat{Y}_r, \tag{4.6b}
\]

where
\[
NL_x^\alpha = \left[ \Delta_x \left( \int \mu^2 dz \right) \right] / \bar{H}_E, \tag{4.7a}
\]
\[
NL_y^\alpha = NL_x^\alpha + NL_y^\alpha, \tag{4.7b}
\]
\[
NL_y^\alpha = -2 \langle \hat{v} \rangle^x \left[ \Delta_x \left( \int u dz \right) \right] / \bar{H}_E, \tag{4.7c,d}
\]

and where the $y$ derivative term in $NL_y^\alpha$ has been omitted. The time derivatives are calculated as before by (4.1). The notation
\[
\hat{X}_L = \langle \hat{u} \rangle_T^r - f(\hat{v})^x, \tag{4.8a,b}
\]
\[
\hat{Y}_L = \langle \hat{v} \rangle_T^r + f(\hat{u})^x,
\]
is used for the linear terms in (4.6a,b).

The results from the point $x_0$ between Edelweiss and Carnation are denoted by EC and those for the point between Carnation and Aster by CA. For EC, $2\Delta x = 15.5$ km and for CA, $2\Delta x = 7.1$ km. The time period covered in the calculations at EC is 27 July–25 August (30 days) and the period at CA is 3 July–23 August (51 days).

The standard deviations and the cross correlation coefficients for the various terms are given in Table 3. In the $x$ momentum equation (4.6a), similar to the previous results for $u_t$ and $f v_t$, we find that $\langle \hat{u} \rangle_T^r$ is small compared with $f(\hat{v})^x$. These results further support the approximation of geostrophic balance for $\hat{v}$ in (3.4a).

For the $y$ momentum equation (4.6b), the results for $\langle \hat{v} \rangle_T^r$ and $f(\hat{u})^x$ are also similar to those obtained for $v_t$ and $f u_t$. Plots of the terms in (4.6b) at EC and at CA are given in Fig. 3. As for the nonlinear terms in (4.6b), at both points EC and CA the SD’s of $NL_x^\alpha$ and $NL_y^\alpha$ are similar in magnitude and these two terms are fairly well negatively correlated. This similarity in behavior of $NL_x^\alpha$ and $NL_y^\alpha$ appears to indicate that the approximation used in the calculation of $NL_y^\alpha$ may be reasonable. We do find, however, that $NL_y^\alpha$ is about twice as large as $NL_x^\alpha$ and that $NL_y^\alpha$ is better correlated with $\hat{Y}_T$ than $\hat{X}_T$. In addition, the correlation of the total nonlinear term $NL_y^\alpha$ with $\hat{Y}_T$ is near zero and the SD of $\hat{Y}_T$ is larger than that of $\hat{X}_T$. As a result, the accuracy of the estimate of the nonlinear terms is not certain and the amount of balance in $\hat{Y}_T$ with $NL_y^\alpha$ included is a little questionable. Nevertheless, the calculations should give some indication of the relative magnitude of the nonlinear and the linear terms.

At EC the magnitude of the SD of $NL_y^\alpha$ is substantially less than that of either of the linear terms $f(\hat{u})^x$ or $f(\hat{v})^x$. This difference in magnitude is clearly seen in Fig. 3 and should be indicative of the relative importance of these terms at EC. At CA, the relative magnitude of the nonlinear term is somewhat greater, but $NL_y^\alpha$ is still smaller than $f(\hat{u})^x$ or $f(\hat{v})^x$. In general, $f(\hat{u})^x$ and $\langle \hat{v} \rangle_T^r$ are larger in absolute value than $NL_y^\alpha$, but during occasional time periods $NL_y^\alpha$ is comparable in magnitude to $\langle \hat{v} \rangle_T^r$.

We conclude that the nonlinear terms in (4.6b) are generally smaller than the linear terms $f(\hat{u})^x$ and $\langle \hat{v} \rangle_T^r$. This appears to hold to a greater extent at the deeper point EC, where the nonlinear terms appear to be small enough to be negligible, than it does at the shallower point CA, where there is an indication that nonlinear effects may not be negligible.

5. Vorticity balance

The extent to which there is a balance of terms in the linear depth-integrated vorticity equation (3.14) is investigated next. The difference approximation to (3.14) is

\[
\Delta_x \langle \hat{v} \rangle_T^r = (H_u/H_E) R_1(H_u/H_E) R_2, \tag{5.1a}
\]

where
\[
R_1 = f \hat{u}\bar{\theta} + \bar{v}\hat{v}_E - \langle \hat{v} \rangle_T^r, \tag{5.1b}
\]
\[
R_2 = f \hat{v}\bar{\theta}_E. \tag{5.1c}
\]

The effective values of $(H_u/H_E)$ and $(H_u/H_E)$ in (5.1) are not known exactly. To assess the balance, therefore, we calculate the cross correlation coefficients between the three terms $\langle \hat{v} \rangle_T^r$, $R_1$, and $R_2$, and we estimate the magnitude of the coefficients $(H_u/H_E)$ and $(H_u/H_E)$ by a linear regression analysis. The values determined from the linear regression are then compared with estimates from the bathymetry to see if the magnitudes are reasonable. Errors from the spatial difference approximations in (5.1) are discussed in Appendix B.

The terms in (5.1) are calculated at the points EC and CA for the same time periods as in Section 4. Measurements at the bottom current meters at each station are used to form $\hat{u}\bar{\theta}_E$ and $\bar{v}\hat{v}_E$. The cross correlation coefficients and the standard deviations of the terms $\langle \hat{v} \rangle_T^r$, $R_1$, and $R_2$ are given in Table 4.

At the point EC, the value of the cross correlation coefficient $\langle \hat{v} \rangle_T^r$, $R_1$, is $-0.51$ which is reasonably high. The linear regression of $\langle \hat{v} \rangle_T^r$ on $R_1$ at EC gives $(H_u/H_E) = -1.3 \times 10^{-7}$ cm$^{-1}$. The standard error of this coefficient (see Appendix A) is estimated to be $0.6 \times 10^{-7}$ cm$^{-1}$. This value for $(H_u/H_E)$ has the proper order of magnitude and compares fairly well with an estimate from the
Table 4. Cross-correlation coefficients and standard deviations from (5.1) at points EC and CA

<table>
<thead>
<tr>
<th></th>
<th>EC</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>({v_{zt}, R_z})</td>
<td>-0.51</td>
<td>-0.03</td>
</tr>
<tr>
<td>({v_{zt}, R_z})</td>
<td>0.22</td>
<td>-0.20</td>
</tr>
<tr>
<td>({R_z, R_z})</td>
<td>-0.56</td>
<td>-0.48</td>
</tr>
<tr>
<td>(\langle v \rangle zt \times 10^{-4} s^{-2})</td>
<td>4.13</td>
<td>6.12</td>
</tr>
<tr>
<td>(R \times 10^{-4} cm s^{-2})</td>
<td>1.61</td>
<td>1.48</td>
</tr>
<tr>
<td>(R_z \times 10^{-4} cm s^{-2})</td>
<td>5.73</td>
<td>9.14</td>
</tr>
</tbody>
</table>

bathymetry of \(\frac{\Delta H}{\Delta x H_E} \approx -[100 m/(130 m \times 15.5 km)] = -5 \times 10^{-7} cm^{-1}\). A plot of \(\langle v \rangle zt\) and \(\langle H_z/H_E \rangle R_1\), with \(\langle H_z/H_E \rangle = -1.3 \times 10^{-7} cm^{-1}\), is shown in Fig. 4, where the amount of correlation between these two terms may be seen.

At EC, the magnitude of the correlation coefficient \(\{v_{zt}, R_z\}\) is substantially smaller than \(\{v_{zt}, R_z\}\). This indicates that the primary driving term on the right-hand side of (5.1) is \(\langle H_z/H_E \rangle R_1\). Since \(R_z > R_z\) mainly because \(v_z > u_z\), we would expect that if \(v\) variations in topography were important in (5.1) a reasonably high correlation of \(R_z\) with \(\langle v \rangle zt\) would be obtained. That, however, is not the case. Because of the low value of \(\{v_{zt}, R_z\}\), the regression coefficient for \(\langle H_z/H_E \rangle\), which is small in magnitude relative to \(\langle H_z/H_E \rangle\) anyway, is not particularly meaningful and is omitted.

We conclude that the fairly high correlation between \(\langle v \rangle zt\) and \(R_z\) and the proper order-of-magnitude estimate of \(\langle H_z/H_E \rangle\) from the regression analysis provide a reasonable amount of evidence to support the existence, in the region between Edelweiss and Carnation, of the linear vorticity balance

\[
\langle v \rangle zt = \langle H_z/H_E \rangle (f u_B + v_B - \langle v \rangle_d) \tag{5.2}
\]

On the other hand, at CA the values of the correlation coefficients \(\{v_{zt}, R_z\}\) and \(\{v_{zt}, R_z\}\) are both small. Evidently, as noted previously in Section 4, there are additional effects, probably frictional, which are operative in the region between Carnation and Aster. These effects are indicated by a general decrease in magnitude of \(\langle v \rangle\) at the onshore station Aster, relative to Carnation, as compared with an increase in \(\langle v \rangle\) at Carnation, relative to Edelweiss. This variation may be seen from the values of \(v\) at the different stations (Table 1). A comparison of \(\Delta x \langle v \rangle_d\) at EC and CA shows that much of the time this term is of opposite sign at these two points, while \(R_1\) and \(R_2\) generally have the same sign, e.g., \(\langle v \rangle zt_{EC}, \langle v \rangle zt_{CA}\) \(-0.41, \langle R_{zEC}, R_{zCA}\) \(= 0.62\). Since the measurements at Aster 44 are only 10 m above the bottom, the decrease in magnitude of \(\langle v \rangle\) at Aster may reflect effects from the bottom boundary layer there (Kundu, 1977). Otherwise, frictional effects due to the decrease in depth or to the decrease in horizontal distance from the coastal boundary may act throughout the water column and lower the magnitude of \(\langle v \rangle\). In any case, the inviscid vorticity balance (5.1), as approximated here, does not hold at CA.

6. Mass balance

In this section, we investigate to what extent the mass balance constraint (1.6), based on the assumption of two-dimensional motion, holds for the interior flow. Because of the longer time series of measurements at Carnation and Aster, we restrict our attention here to those two stations.

The cross-correlation coefficients between \(u\), at Carnation and Aster, and the wind stress \(\tau\) are given in Table 5. The maximum value generally occurs within 12 h of zero lag, and the value recorded in Table 5 is the maximum absolute value within the lag time of \(\pm 12\) h. The time period is the same as in Section 4 for the point AC.

Below 20 m \{\(u, \tau\}\) is negative, i.e., a wind stress fluctuation toward the south is generally accompanied by onshore flow, as expected from (1.6). At Carnation, the absolute value of \{\(u, \tau\}\) increases with depth and attains its maximum value at the bottom measurement point at 95 m. The values of \{\(u, \tau\}\) at 20 m are anomalous, being small and negative at Aster 20 and small and positive at Car 20. This result is an additional indication of surface layer effects at 20 m.

In Kundu and Allen (1976), the \(u\) and \(v\) velocities from CUE-2 were decomposed, at the individual stations, into vertical empirical orthogonal func-
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**FIG. 4.** Time series of \(\langle v \rangle zt = \Delta x \langle v \rangle_d\) and \(-\langle H_z/H_E \rangle R_1\), \(\langle -\langle H_z/H_E \rangle R_2\) \(= \langle -\langle H_z/H_E \rangle R_1\) in Eq. (5.1) at point EC, where \(\langle H_z/H_E \rangle = -1.3 \times 10^{-7} cm^{-1}\).
tions. It was found that the amplitudes of the first empirical modes for $u$ at Carnation and Aster were very poorly correlated with the wind stress $\tau$. Presumably, this is because the 20 m currents, which also have the largest magnitudes of $u'$ at these stations, were included in the calculation of the empirical modes.

Because of surface layer effects, the depth integral of the interior inviscid onshore velocity is calculated, as before, by integrating over $-H \leq z \leq -H_S$. As a result, Eq. (1.6) becomes

$$U = \int_{-H}^{-H_S} udz = -\tau \bar{f} \bar{p}_0,$$  \hspace{1cm} (6.1)

where Eq. (4.4) is used to calculate $U = H_e(u)$. Subscripts $C$ and $A$ will be used to denote the value of $U$ calculated at Carnation and at Aster, respectively.

The cross correlation coefficients $\{U_C, \tau\}$ and $\{U_A, \tau\}$ are given in Table 6 along with the values of $\{(U_C - U_A), \tau\}$, $\{U_C, U_A\}$ and the standard deviations. If the flow were two-dimensional, $(U_C - U_A)$ would represent the volume flux into the surface layer between Carnation and Aster. The negative values of $\{U_C, \tau\}$ and $\{U_A, \tau\}$ are in agreement with (6.1). The value of $(U_C - U_A, \tau)$ is also negative, which indicates that the $x$ gradient of fluctuating onshore-offshore volume flux between Carnation and Aster is consistent with an upwelling motion from the interior into the surface layer when the wind stress has a negative, upwelling-favorable fluctuation.

The correlations between the various $U'$s and $\tau$ in Table 6 have the sign expected from (6.1), but their values are not very high. A plot of $U_C$, $U_A$, and $\tau/\bar{p}_0$ versus time is shown in Fig. 5. Since $U_A$ is generally smaller than $U_C$, the plot of $U_C - U_A$ looks a good deal like that of $U_C$ and is not shown. It is clear from Fig. 5 that the fluctuating values of $U_A$ and $\tau/\bar{p}_0$ are similar in magnitude, while the fluctuations of $U_C$ are larger, as indicated by the values of the SD's in Table 6. There are some time periods when the variation of $U_C$ and of $U_A$ appear to be related to that of $\tau/\bar{p}_0$ in qualitative agreement with (6.1). For example, this is the case during 11–14 July. Although the magnitudes of $U_C$ and $\tau/\bar{p}_0$ do not balance, this supports Halpern's (1976) conclusion about a tendency toward a two-dimensional behavior in the mass balance during that particular time period. At other times, there are time-dependent motions of $U_C$ and $U_A$, which are clearly not correlated with $\tau/\bar{p}_0$, e.g., during 19–22 July. These motions are probably associated with

![Fig. 5. Time series of $U_C$, $U_A$ and $\tau/\bar{p}_0$.](image)

**Table 5. Cross-correlation coefficient between $u$ and the wind stress $\tau$ (maximum absolute value within lag of $\pm 12$ h).**

<table>
<thead>
<tr>
<th></th>
<th>Aster</th>
<th>Carnation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>24</td>
<td>44</td>
</tr>
<tr>
<td>${u, \tau}$</td>
<td>-0.12</td>
<td>-0.38</td>
</tr>
</tbody>
</table>

**Table 6. Cross-correlation coefficients (maximum absolute value with lag $\pm 12$ h) and standard deviations (10$^4$ cm$^2$ s$^{-1}$).**

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$U_C$</td>
<td>$U_A$</td>
</tr>
<tr>
<td>${U_C, \tau}$</td>
<td>-0.41</td>
<td>0.38</td>
</tr>
<tr>
<td>${U_A, \tau}$</td>
<td>-0.34</td>
<td>-0.41</td>
</tr>
<tr>
<td>${U_C - U_A, \tau}$</td>
<td>-0.34</td>
<td>0.41</td>
</tr>
<tr>
<td>${U_C, U_A}$</td>
<td>0.41</td>
<td>1.79</td>
</tr>
<tr>
<td>${U_A, U_A}$</td>
<td>0.48</td>
<td>0.66</td>
</tr>
<tr>
<td>$(U_C - U_A)^2$</td>
<td>1.66</td>
<td>0.49</td>
</tr>
<tr>
<td>$\bar{p}_0 f$</td>
<td>0.49</td>
<td>0.49</td>
</tr>
</tbody>
</table>
alongshore gradients in the velocity field, i.e., with three-dimensional effects, inshore of Carnation.

The mean values during this time period are \( \bar{f} = -0.36 \times 10^4 \text{ cm}^2 \text{ s}^{-1}, \bar{U}_C = 2.10 \times 10^4 \text{ cm}^2 \text{ s}^{-1}, \bar{U}_A = 0.17 \times 10^4 \text{ cm}^2 \text{ s}^{-1}. \) The fact that \( \bar{U}_C \) is much larger than \( -\bar{f} \) indicates that three-dimensional effects are possibly also important for the mean flow.

Even though the fluctuations \( U_C \) and \( U_A \) clearly vary in response to processes other than the two-dimensional mass balance in (1.6), it is reasonable to ask what the average, or most likely, values of \( U_C, U_A \) and \( (U_C - U_A) \) are, over this time period, for different values of \( \bar{f} \). The answer to that question is best provided by a linear regression of \( U_C, U_A \) and \( (U_C - U_A) \) on \( \bar{f} \). The regression coefficients and the estimated standard errors of these coefficients (see Appendix A) are given in Table 7. The values of the regression coefficients are all close to \(-1\). This result lends support to the general concept of the mass balance (6.1), since it indicates that the part of the \( U_C \) which is correlated with \( \tau \) tends to have a magnitude close to \( \tau / \bar{f} \). The relative size of the regression coefficients is also consistent with a vertical flux of mass into the surface layer between Carnation and Astor.

We conclude that there is some evidence that the physics in the two-dimensional mass balance (6.1) is operative, but that there appear to be substantial three-dimensional effects in the \( u \) velocity field inshore of Carnation and, possibly, upwelling into the surface layer between Carnation and Astor.

7. Summary

Velocity measurements from the Coastal Upwelling Experiment CUE-2 on the continental shelf off Oregon in the summer of 1973 have been analyzed to investigate whether time-dependent momentum and vorticity balances commonly utilized in theoretical models, and a two-dimensional mass balance, commonly utilized in conceptual models of coastal upwelling, are valid for low-frequency current fluctuations. Measurements from three stations in water of depth 54, 100 and 200 m were utilized.

By a comparison of the magnitude of terms involving horizontal velocities in the linear moment and nonlinear depth-integrated momentum equations, support is found, in the flow beneath 20 m, for the linear geostrophic balance of the alongshore velocity in the onshore-offshore momentum equation (3.4a) and for a linear ageostrophic balance in the alongshore momentum equation (3.5a). The linear ageostrophic balance (3.5a) appears to hold best in the deeper water of depth 100–200 m. In the shallower water of depth 54–100 m, there is an indication that nonlinear effects may not be negligibly small. There is also some evidence of additional physical processes, probably frictional, entering the momentum balance at the shallowest station at 54 m depth.

Evidence is found to support the validity of the linear, depth-integrated vorticity balance (5.2) between the 100 and 200 m stations. This balance does not appear to hold between 54 and 100 m, presumably due to frictional effects.

The fluctuations in the interior, depth-integrated onshore velocities at 100 and 54 m, \( U_C \) and \( U_A \) and their difference \( (U_C - U_A) \) are shown, from cross-correlation coefficients with the wind stress \( \tau \), to have the proper sign to be in accord with the two-dimensional mass balance relation (1.6). The correlation is not particularly high, however, probably due to three-dimensional effects inshore of 100 m.
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APPENDIX A

Statistical Significance of Correlation Coefficients

In the main body of the paper we have listed the values obtained for various cross-correlation coefficients regardless of the magnitude or of the statistical significance from standard tests. Here, for comparative purposes, we give the values of the correlation coefficients at the 10% level of significance for the different length time series involved at the three stations and at the points EC and CA.

An estimate of an integral time scale \( \mathcal{T} \), which determines the time period to gain an "independent" measurement and which is appropriate for the cal-

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Regression coefficient</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_C )</td>
<td>-1.36</td>
<td>0.70</td>
</tr>
<tr>
<td>( U_A )</td>
<td>-0.37</td>
<td>0.19</td>
</tr>
<tr>
<td>( U_C - U_A )</td>
<td>-0.99</td>
<td>0.66</td>
</tr>
</tbody>
</table>
calculation of correlation coefficients, is obtained from
the equation used by Davis (1976) [see also Eq. (6.71) in Bendat and Piersol (1971)];
\[ \mathcal{T} = \sum_{n=-N_0}^{N_0} r_1(n\Delta t)r_2(n\Delta t)\Delta t, \]  
(A1)

where \( r_1(t) \) and \( r_2(t) \) are the lagged autocorrelation coefficients for variables 1 and 2, respectively, and \( \Delta t \) is the time interval (here 6 h) between data points. The integer \( N_0 \) is taken to be large enough that a convergent limit for \( \mathcal{T} \) may be estimated. From the appropriate combinations of the autocorrelation coefficients of \( u, v, r, \) and of the other variables used in the calculations, we obtain a general, conservative estimate of \( \mathcal{T} \approx 2 \) days. The number of independent measurements \( N_i \) in a series with \( N \) data points is then
\[ N_i = N\Delta t/\mathcal{T}. \]  
(A2)

With \( \mathcal{T} \approx 2 \) days, the number of independent measurements \( N_i \) for the calculations involving the velocities at Edelweiss and at EC is \( N_i \approx 14.5 \) and for the calculations involving the velocities at Aster, Carnation, and CA is \( N_i \approx 26. \) The corresponding magnitudes of the correlation coefficients, at the 10% level of significance are then 0.45 and 0.33, respectively (Pearson and Hartley, 1970). Many of the larger correlation coefficients referred to in Sections 4–6, especially those at point EC, have magnitudes which are slightly greater than but rather close to these values.

The estimate for \( N_i \) is also used in the calculation of the standard error of linear regression coefficients. For example, with \( N \) data points for two variables \( x \) and \( y \), where \( x \) is considered to be the independent variable and where \( \bar{x} = 0 \), \( \bar{y} = 0 \), the coefficient \( b \) in the regression equation \( \bar{y} = bx \) is given by
\[ b = \frac{N}{\sum_{i=1}^{N} x_i^2} \sum_{i=1}^{N} x_i y_i, \]  
(A3)

and the standard error \( s_b \) of \( b \) is obtained from
\[ s_b^2 = \frac{N}{(N - 2)} \sum_{i=1}^{N} (y_i - \bar{y})^2. \]  
(A4)

**APPENDIX B**

**Errors**

Errors involved in the approximation of terms in the equations of motion, with velocity measurements and other observations, have been discussed for particular cases by McWilliams (1976a,b), Bryden (1976) and Bryden and Fonfonoff (1977). An attempt is made here to estimate the errors involved in the time difference approximation (4.1) and in the spatial difference and averaging approximation in the linear depth-integrated vorticity equation (5.1).

The magnitude of the errors incurred by the use of the time difference approximation (4.1) may be estimated by considering the effect of (4.1) on a sinusoidal signal of frequency \( \omega \), e.g., \( v = v_0 \exp(i\omega t) \). In that case the square of the ratio of the difference approximation to the true value of the derivative is
\[ A_1 = \frac{[\Delta \nu]/v_0]^2 = \frac{[\sin(\omega \Delta t)/\omega \Delta t]^2}, \]  
(B1)

where \( A_1 \approx 1 \) and \( A_1 \approx 1 \) for \( \omega \Delta t \ll 1 \). A measure of the relative magnitude of the error variance from the use of (4.1) may be expressed as \( A = 1 - A_1 \). A calculation of \( A \) for some of the higher frequencies present in the low-pass filtered data utilized here gives \( A = 0.07, 0.12, 0.19, 0.26 \) for \( f = (\omega/2\pi) = 0.3, 0.4, 0.5, 0.6 \) cdps, respectively. Since \( A \) is small over the frequency range of interest and is very small for frequencies \( f \approx 0.3 \) cdps, where the signals are more energetic, the difference approximation \( \Delta \nu \) should provide a reasonably accurate representation of \( \nu \).

We next attempt to estimate the effect of errors in the spatial difference approximation (5.1) to the linear depth-integrated vorticity equation (3.14). The approximation (5.1) contains both the difference and the averaging operators, \( \Delta_x \) and \( (\mathcal{T}/2)^2 \).

Let us assume that we have time series measurements of some quantity \( \phi(x,t) \) at two points \( x_1 \) and \( x_2 \) \((x_2 > x_1)\), separated by a distance \( 2\Delta x = x_2 - x_1 \) and with the center point \( x_0 = \frac{1}{2}(x_1 + x_2) \). Subscripts are used to denote values at measurement points, e.g., \( \phi_i = \phi(x_i) \).

The true values of interest of \( \phi(x_i,t) \) are assumed to vary on spatial scales greater than the separation \( 2\Delta x \) between the points. Let the measured values be denoted by a subscript \( m \), so that \( \phi_m = \phi + \epsilon \), where the error \( \epsilon \) represents the difference between the measured and the true value of \( \phi \) and is assumed to be due primarily to processes on space scales shorter than \( 2\Delta x \), but may also be due to unbiased measurement errors. The variables under consideration, therefore, are
\[ \phi_{m1} = \phi_1 + \epsilon_1, \quad i = 1, 2. \]  
(B2a,b)

It is assumed that all variables have the time mean removed, i.e., \( \phi_m = \phi = \bar{\epsilon} = 0 \), and that the errors are random, such that \( \phi \) is uncorrelated with \( \epsilon \) and that \( \epsilon_1 \) and \( \epsilon_2 \) are uncorrelated, i.e.,
\[ \{\epsilon_i, \epsilon_j\} = 0, \quad i, j = 1, 2; \quad \{\epsilon_1, \epsilon_2\} = 0. \]  
(B3)

It follows from (B3) that
\[ \frac{\phi_{m1}}{\phi_{m2}} = \phi_1/\phi_2, \]  
(B4)

and that
\[ \frac{\phi_{m1}^2}{\phi_{m2}^2} = \phi_1^2 + \epsilon_1^2, \quad \frac{\phi_{m2}^2}{\phi_{m2}^2} = \phi_2^2 + \epsilon_2^2. \]  
(B5a,b)
Using the notation
\[ r_m = \{\phi_{m1}, \phi_{m2}\}, \quad r = \{\phi_1, \phi_2\}, \quad R = r_m/r, \quad (B6a,b,c) \]
we obtain
\[ R^2 = \frac{\phi_1^2 \phi_2^2 / \phi_{m1}^2 \phi_{m2}^2}{\phi_{m1}^2 \phi_{m2}^2} \quad (B7a) \]
\[ = [((\phi_{m1}^2 - \epsilon_1^2)/(\phi_{m2}^2 - \epsilon_2^2)) / \phi_{m1}^2 \phi_{m2}^2]. \quad (B7b) \]
The first objective is to obtain an estimate of \( \epsilon_1^2 \) from the measurements. These values are then used to estimate the errors involved in the difference and averaging approximations (4.5) which, in terms of \( \phi_{mi} \), are
\[ \phi_m(x_0) = \phi_m(x_0) = \Delta x \phi_m = (\phi_{m2} - \phi_{m1})/2 \Delta x, \quad (B8a) \]
\[ \phi_m(x_0) = \phi_m(x_0) = \frac{1}{2}(\phi_{m1} + \phi_{m2}). \quad (B8b) \]
If an assumption is made which relates \( \overline{\epsilon_2^2} \) to \( \epsilon_2^2 \), it is possible to solve (B7) for \( \epsilon_1^2 \) and \( \epsilon_2^2 \) as a function of \( R \). We assume that \( \epsilon_1^2 \) is a constant, i.e., that
\[ \overline{\epsilon_1^2} = \overline{\epsilon_2^2} = \epsilon_0^2, \quad (B9) \]
in which case we obtain
\[ 2\epsilon_0^2 = (\phi_{m1}^2 + \phi_{m2}^2) - [(\phi_{m1}^2 + \phi_{m2}^2)^2 - 4\phi_{m1}^2 \phi_{m2}^2(1 - R^2)]^{1/2}. \quad (B10) \]
Note that \( \epsilon_0^2 \rightarrow 0 \) if \( R \rightarrow 1 \), i.e., if \( r_m \rightarrow r \). For \( R \rightarrow 0, \epsilon_0^2 \rightarrow \min (\phi_{m1}^2) \).

If it is assumed that \( \phi_1 \) and \( \phi_2 \) are perfectly correlated, i.e., that \( r = 1 \), then \( R = r_m \) and \( \epsilon_0^2 \) may be estimated from measured values by (B10). The processes of interest, i.e., \( \phi(x,r) \), may not be perfectly correlated, however. This would be the case, for example, if \( \phi \) was the sum of two or more processes which individually have \( \rho = 1 \), but which are mutually uncorrelated. Since the actual values of \( r \) are not known, we proceed and obtain approximate values for \( \epsilon_0^2 \) by assuming that \( r = 1 \). Because \( |r| \leq 1 \), an overestimate of \( \epsilon_2^2 \) is obtained.

A measure of the relative magnitude of the error variance from the use of (B8a) and (B8b) may be expressed, respectively, as
\[ B = 1 - [((\Delta x \phi_{m2})^2)/(\phi_{m2}^2)^2], \quad (B11a) \]
\[ C = 1 - [((\phi_{m2}^2)/(\phi_{m2}^2))^2]. \quad (B11b) \]
These may be rewritten in the form
\[ B = 1 - B_1 B_2, \quad (B12a) \]
\[ C = 1 - C_1 C_2. \quad (B12b) \]
where
\[ B_1 = (\Delta x \phi_{m2})^2 / \phi_{m2}^2, \quad B_2 = (\Delta x \phi_{m2})^2 / ((\Delta x \phi)^2), \quad (B13a,b) \]
\[ C_1 = (\phi_{m2}^2)^2 / \phi_{m2}^2, \quad C_2 = (\phi_{m2}^2)^2 / ((\phi_{m2}^2)) = (B14a,b) \]
In (B12) the ratios \( B_1 \) and \( C_1 \) involve errors only from the spatial differencing and averaging approximations of \( \phi \) and depend on the spatial scale of variation of \( \phi \) and on \( \Delta x \); as \( \Delta x \rightarrow 0, B_1, C_1 \rightarrow 1 \).

On the other hand, the ratios \( B_2 \) and \( C_2 \) involve the errors \( \epsilon \) in the measured values \( \phi_m \). For \( \epsilon^2 \rightarrow 0, B_2, C_2 \rightarrow 1 \).

It is convenient to write \( B_2 \) and \( C_2 \) as
\[ B_2 = 1 + b_2, \quad C_2 = 1 + c_2, \quad (B15a,b) \]
where
\[ b_2 = \epsilon_2^2[(\phi_{m1}^2 - \phi_{m2}^2)], \quad (B16a) \]
\[ c_2 = \epsilon_2^2[(\phi_{m1} + \phi_{m2}^2)], \quad (B16b) \]
\[ \epsilon^2 = \epsilon_1^2 + \epsilon_2^2 = 2\epsilon_0^2. \quad (B16c) \]

To calculate \( B_1 \) and \( C_1 \), a representative spatial scale for \( \phi \) must be estimated. We do this in a rough way by assuming that
\[ \phi = \phi_0 \exp(\pm k x). \quad (B17) \]

An exponential rather than a sinusoidal function seems reasonable here since no zero crossings are found in \( r_m \) in the onshore-offshore direction. It follows from (B17), that
\[ \overline{\epsilon_0^2}/\phi_0^2 = \exp(\pm 4k dx), \quad (B18) \]
\[ B_1 = (\sinh k dx/k dx)^2, \quad (B19a) \]
\[ C_1 = (\cosh k dx)^2. \quad (B19b) \]

With (B5) and (B10), \( \Delta x \) may be found from (B18).

For (5.1), we are interested in estimating \( B \) and \( C \) in (B12) with
\[ \phi = \langle \phi \rangle, \quad (B12a), \quad \phi = R_1 \text{ in } (B12b). \quad (B20) \]
The relevant variances, cross-correlation coefficients and calculated values of \( \epsilon_0^2 \), \( \Delta x \), \( B_1 \), \( C_1 \), \( b_2 \) and \( c_2 \) for \( \Delta x \langle \phi \rangle \) and \( R_1 \), as appropriate, are given in Table 8.

The estimates for \( B_1 \) and \( C_1 \) are close to 1 and indicate that the errors from the finite-difference approximations dominate the errors from the spatial differencing and averaging approximations.
and averaging approximation alone are small, with the larger error indicated for the averaged term \( R_1 \).

The estimated value of \( b_2 \) is greater than 1, which implies for \( \Delta_x \langle v \rangle_t \), that the error variance is larger than the signal variance. As noted before, however, the values of \( \varepsilon^2 \) obtained by assuming \( r = 1 \) are likely overestimates which leads, of course, to an overestimate for \( b_2 \). Nevertheless, this result provides an indication of the possible extent of the errors involved when straightforward difference approximations are utilized.

With estimates of \( B_2 \) and \( C_2 \) for \( \langle v \rangle_t \) and \( R_1 \), it is possible to proceed and to estimate the effect of the errors in the calculation of \( \Delta_x \langle v \rangle_{tm} \) and \( \tilde{R}^2_{tm} \) on the correlation coefficient

\[
\tilde{r}_m = \{\Delta_x \langle v \rangle_{tm}, \tilde{R}^2_{tm}\}. \tag{B21}
\]

Utilizing an analysis similar to that which led to (B7), we obtain

\[
\tilde{r}_m = \tilde{r}(B_2 C_2)^{-1/2}, \tag{B22}
\]

where \( \tilde{r} = \{\Delta_x \langle v \rangle_t, \tilde{R}^2_t\} \) and where \( B_2, C_2 \) are obtained using (B20). If we assume perfect correlation between the difference approximations to these two terms, i.e., \( \tilde{r}^2 = 1 \), and use values of \( B_2 \) and \( C_2 \) calculated with (B15) from Table 8, we find \( |\tilde{r}_m| = 0.45 \). This estimate is less than, but comparable to, the value \( |r_m| = 0.51 \) found in Section 5. The fact that \( |\tilde{r}_m| < |r_m| \) is probably due to an overestimate of the errors in \( b_2 \) and \( c_2 \).

Since \( |\tilde{r}_m| > 0.45 \) if \( \tilde{r}^2 < 1 \) for \( \langle v \rangle_t \) or \( R_1 \), but \( |\tilde{r}_m| < 0.45 \) if \( \tilde{r}^2 < 1 \), an estimate of a lower bound for \( |\tilde{r}_m| \) has not been found. The analysis indicates, however, that if the errors in \( \Delta_x \langle v \rangle_t \) and \( R_1 \) are as large as the estimates there is still a possibility of finding a value of \( |\tilde{r}_m| \) approximately as large as 0.45 if \( \tilde{r}^2 \approx 1 \). If the errors are close to those obtained from the estimates, it follows that \( \langle v \rangle_{xt} \) and \( R_1 \) must have a reasonably high correlation in order for the measurements to give a value of \( |\tilde{r}_m| = 0.51 \).
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