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ABSTRACT

Internal variability in twenty-first-century summer Arctic sea ice loss and its relationship to the large-scale

atmospheric circulation is investigated in a 39-member Community Climate SystemModel, version 3 (CCSM3)

ensemble for the period 2000–61. Eachmember is subject to an identical greenhouse gas emissions scenario and

differs only in the atmospheric model component’s initial condition.

SeptemberArctic sea ice extent trends during 2020–59 range from22.03 106 to25.73 106 km2 across the 39

ensemble members, indicating a substantial role for internal variability in future Arctic sea ice loss projections.

A similar nearly threefold range (from27.03 103 to2193 103 km3) is found for summer sea ice volume trends.

Higher rates of summer Arctic sea ice loss in CCSM3 are associated with enhanced transpolar drift and

Fram Strait ice export driven by surface wind and sea level pressure patterns. Over the Arctic, the covarying

atmospheric circulation patterns resemble the so-called Arctic dipole, with maximum amplitude between

April and July. Outside theArctic, an atmospheric Rossby wave train over the Pacific sector is associatedwith

internal ice loss variability. Interannual covariability patterns between sea ice and atmospheric circulation are

similar to those based on trends, suggesting that similar processes govern internal variability over a broad

range of time scales. Interannual patterns of CCSM3 ice–atmosphere covariability compare well with those in

nature and in the newer CCSM4 version of the model, lending confidence to the results. Atmospheric tele-

connection patterns in CCSM3 suggest that the tropical Pacific modulates Arctic sea ice variability via the

aforementioned Rossby wave train. Large ensembles with other coupled models are needed to corroborate

these CCSM3-based findings.

1. Introduction

September Arctic sea ice extent has decreased by

slightlymore than 2.53 106 km2 (;10%decade21) since

1979, when consistent satellite observations were initi-

ated (Fetterer et al. 2002, with updates; Serreze et al.

2007; Comiso et al. 2008; Deser and Teng 2008). Com-

prehensive Arctic sea ice thickness measurements are

more difficult to retrieve, but available measurements

(Rothrock et al. 1999) and surrogate measures such as

the fraction of multiyear ice (Nghiem et al. 2006) and ice

age (Maslanik et al. 2007) indicate ice thickness and

volume losses are also occurring. Most coupled climate

models forced with increasing greenhouse gas (GHG)

concentrations simulate reductions inArctic summer sea

ice over the late twentieth century, a trend that acceler-

ates over the twenty-first century (Stroeve et al. 2007,

2012). Suchmodels commonly forecast an essentially ice-

free (,1 3 106 km2) summer Arctic by mid to late

twenty-first century (e.g., Meehl et al. 2006; Stroeve et al.

2007; Kay et al. 2011; Meehl et al. 2012; Vavrus et al.

2012; Bitz et al. 2012; Stroeve et al. 2012). Themagnitude

and rate of projected twenty-first-century Arctic sea ice

loss is subject to considerable uncertainty, however

(Stroeve et al. 2007, 2012).

Uncertainty regarding themagnitude and rate of Arctic

sea ice loss stems from 1) different assumptions regarding

future external (GHG) forcing, 2) intermodel spread

resulting from different model physics and parame-

terizations, and 3) internally generated variability (e.g.,

Tebaldi andKnutti 2007;Hawkins and Sutton 2009;Deser

et al. 2012b). By comparing observations to simulated

trends in a 6-member ensemble of the Community
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Climate System Model, version 4 (CCSM4), Kay et al.

(2011) estimated that approximately half (56%) of the

observed rate of 1979–2005 September Arctic sea ice

extent decline was externally forced, with the remainder

due to internal climate variability. A similar fraction

(60%) of the observed 1979–2011 sea ice loss was at-

tributed to external forcing by Stroeve et al. (2012) based

on a comparison with the multimodel ensemble mean of

simulations from phase 5 of the Climate Model In-

tercomparison Project (CMIP5).

The sensitivity of Arctic sea ice loss projections to the

amount of external forcing was evaluated in CMIP3 and

CMIP5 by subjecting each model to different levels of

GHG increases. Significant differences in ice loss do not

emerge until approximately the middle of the twenty-

first century [e.g., Figs. 12 and 19, respectively, in Meehl

et al. (2006, 2012)] when atmospheric GHG concentra-

tions associated with the different GHG emissions sce-

narios begin to diverge substantially [e.g., Fig. 5 in Moss

et al. (2010)].

The intermodel spread in projected Arctic summer

sea ice decline is roughly comparable in magnitude

to the multimodel-mean estimate of greenhouse gas–

forced sea ice loss over at least the next several decades

in the CMIP3 and CMIP5 archives [e.g., Figs. 1 and 2,

respectively, in Stroeve et al. (2007, 2012)]. Intermodel

spread in ice loss is often accompanied by differences in

the intensity of local surface energy budget feedbacks

(DeWeaver et al. 2008; Bitz 2008; Winton 2008; Bo�e

et al. 2010; Kay et al. 2012), ocean heat transports

(Holland and Bitz 2003; Mahlstein and Knutti 2011; Kay

et al. 2012; Bitz et al. 2012), or atmospheric heat trans-

ports (Winton 2008). DeWeaver and Bitz (2006) found

substantially different climatological-mean surface wind

and ice advection patterns resulting in substantially

different climatological-mean Arctic sea ice amounts

and distributions in two multicentury control simula-

tions of the Community Climate SystemModel, version 3

(CCSM3), when two different spatial resolutions were

prescribed for the component Community Atmosphere

Model, version 3 (CAM3). A strong model-dependent

relationship is also evident between the amount of Arctic

sea ice in the late twentieth century and the amount at the

end of the twenty-first century in ensembles from both

CMIP3 [e.g., Fig. 1 in Stroeve et al. (2007)] and CMIP5

[e.g., Fig. 2 in Stroeve et al. (2012)].

In contrast to the first two sources of uncertainty

outlined above, the role of internal variability in twenty-

first-centuryArctic sea ice loss has received substantially

less attention. Holland et al. (2008) noted that internal

variability plays an important role in CCSM3 simula-

tions of abrupt losses in September sea ice extent. Kay

et al. (2011) and Jahn et al. (2012) described highly

variable Arctic sea ice loss trends in a small (6-member)

set of CCSM4 simulations of the late twentieth century.

Kay et al. (2011) also noted that internal variability in-

fluences both themagnitude and sign of projected future

Arctic sea ice trends well into the twenty-first century.

The purpose of this study is to comprehensively evaluate

the uncertainty in future Arctic sea ice loss associated

with internally generated climate variability, using a

single coupled climate model and a much larger (39-

member) set of simulations than in previous studies.

We also expand on earlier work by investigating the

mechanisms that control future internally generated

Arctic sea ice loss.

Observed interannual and decadal-scale variability in

Arctic sea ice extent has been related to variability in

atmospheric circulation patterns that can be character-

ized as either regional (Vinje 2001; Tsukernik et al.

2010) or hemispheric in scale (Rigor et al. 2002; Rigor

andWallace 2004; Belchansky et al. 2005; Overland and

Wang 2005; Wu et al. 2006; Ogi and Wallace 2007;

L’Heureux et al. 2008; Wang et al. 2009; Overland and

Wang 2010; Ogi et al. 2010; Screen et al. 2011; Stroeve

et al. 2011; Ogi and Wallace 2012). Smedsrud et al.

(2011) linked changes in Fram Strait sea ice export to

anomalous Arctic wind patterns and pan-Arctic sea ice

variability. Observed sea ice variability has also been

related to anomalies in the thermodynamic exchange

of energy across the ice–ocean–atmosphere interface

(Francis and Hunter 2007; Perovich et al. 2007) and to

anomalies in ocean heat transport (Polyakov et al. 2005;

Shimada et al. 2006).We note that changes in the surface

energy budget and ocean heat transport may in turn be

associated with variations in the atmospheric circula-

tion. In the studies that relate ice loss to large-scale at-

mospheric variability, there are divergent views on

the spatial structure and seasonality of the covariant

circulation anomalies. Covariant central Arctic surface

pressure patterns that resemble the Arctic Oscillation

(AO; Thompson and Wallace 1998) are described by

many studies (Rigor et al. 2002; Rigor andWallace 2004;

Belchansky et al. 2005; Ogi and Wallace 2007; Ogi et al.

2010; Stroeve et al. 2011; Ogi and Wallace 2012), whereas

patterns more consistent with the dipole anomaly (Wu

et al. 2006) and Arctic dipole (AD; Overland and Wang

2010) are identified in others (Overland and Wang 2005;

Wu et al. 2006; Wang et al. 2009; Overland and Wang

2010; Screen et al. 2011). L’Heureux et al. (2008) noted

an unusually strong midtropospheric anticyclone over the

westernArctic and a Pacific/North American (PNA)-like

pattern extending into the midlatitudes during the

months preceding the previous record low September sea

ice extent in 2007. Even though the studies above pref-

erentially cluster around either AO- or AD-like patterns
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over the central Arctic, individual studies within each

group diverge substantially on the seasonality of the ice–

atmosphere relationships identified.

In this study, we investigate uncertainty in Arctic sea

ice loss projections over the coming decades due to in-

ternal variability in the climate system, with a particular

focus on the role of the atmospheric circulation. We

use a unique 39-member CCSM3 ensemble of climate

change simulations for the 2000–61 period. This set of

simulations has previously been used to assess climate

predictability (Branstator and Teng 2010; Teng and

Branstator 2011) and to compare anthropogenically

forced and internally generated contributions to future

climate change signals in temperature, precipitation,

and atmospheric circulation (Deser et al. 2012a,b; Hu

et al. 2012). We also make use of smaller twenty-first-

century climate change simulation ensembles with the

newer version of the model, CCSM4. In addition, we

analyze the relatively short observational record to as-

sess the realism of the physical relationships between

Arctic sea ice and atmospheric circulation variability on

interannual time scales as simulated by the models. The

model simulations, observational datasets, and analysis

methods are described in section 2. Results are pre-

sented in section 3 and summarized in section 4. A dis-

cussion concludes the paper.

2. Data and methods

The primary dataset used in this study is a unique en-

semble of 39 simulations with the CCSM3, a fully coupled

non-flux-adjusted model with atmosphere, ocean, land,

and sea ice components. Various aspects of the CCSM3

and its twenty-first-century response to several Special

Report on Emissions Scenarios (SRES) forcing trajec-

tories are described in Collins et al. (2006) and Meehl

et al. (2006), respectively. As described in Deser et al.

(2012b), each member of this large CCSM3 ensemble is

subject to the same SRES A1B external forcing scenario

during the twenty-first century and identical initial

conditions in the ocean, sea ice, and land component

models obtained from 1 January 2000 at the end of a

separate CCSM3 twentieth-century simulation. The 39

different ensemble members were generated by initial-

izing CCSM3’s atmospheric component model (CAM3)

with atmospheric conditions obtained from different

days surrounding 1 January 2000 at the end of the

twentieth-century simulation. The 39-member ensemble

uses CAM3 at a T42 horizontal resolution (triangular

spectral truncation at a total wavenumber of 42; equiva-

lent to 2.88 resolution in latitude and longitude) and 26

levels in the vertical. With the exception of an excluded

40th ensemble member that was found to have some

corrupted output fields, it is the same ensemble used by

Deser et al. (2012a,b) and a superset of the one used byHu

et al. (2012). More information on this unique large

CCSM3 ensemble, especially regarding climate predict-

ability, is available in Branstator and Teng (2010) and

Teng and Branstator (2011).

Smaller (seven or fewer member) ensembles from

CCSM4 that incorporate the newly released Community

Atmosphere Model, version 4 (CAM4), at a nominal

horizontal resolution of 18 are used to assess the ro-

bustness of CCSM3 results. Key CCSM4 features and its

response to various representative concentration path-

way (RCP) external forcing scenarios are described in

Gent et al. (2011) and Meehl et al. (2012), respectively.

Satellite-based sea ice observations and an atmo-

spheric reanalysis product are used to assess the appli-

cability of the model results to nature. September Arctic

sea ice extent for 1979–2010 is obtained digitally from

the National Snow and IceDataCenter (NSIDC; Fetterer

et al. 2002, with updates). We calculated monthly-mean

ice velocities for 1980–2006 from daily data retrieved by

the National Aeronautic and Space Administration’s

(NASA) Polar Pathfinder satellite (Fowler 2003, with

updates). Monthly-mean sea level pressure (SLP) and

1000-hPa winds for 1980–2010 are obtained from the

European Center for Medium-Range Weather Forecasts

(ECMWF) Interim Re-Analysis (ERA-Interim) product

(Simmons et al. 2007, with updates).

We use two complementary indices of summer sea

ice amount: September extent and July–November

(JASON) volume. The two metrics emphasize different

aspects of sea ice variability. In particular, the September

extent time series contains relatively more interannual

variability compared to themore slowly evolving JASON

volume record (not shown). The JASON averaging pe-

riod is chosen based on the high (.0.6) month-to-month

autocorrelation of high-pass filtered volume time series

within this season; similar results are also obtained,

however, using September volume (not shown). Ice ex-

tent is defined as the total area (km2) of Arctic grid cells

with at least 15% sea ice concentration. In the models as

in observations, Arctic sea ice is consistently least ex-

tensive during September and the largest ice extent loss

trends also occur during September. Summation calcu-

lations for both September ice extent and JASON ice

volume are performed using the native irregular grid of

the component sea ice model to avoid substantial errors

associated with spatial smoothing.

The T42 resolution CCSM3 simulates sea ice that is

too thick and extensive during the late twentieth century

relative to observations (DeWeaver and Bitz 2006).

Because of this, we begin our analysis in the year 2020

when the simulated sea ice is more realistic and we
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examine trends over the 40-yr period 2020–59.AsCCSM4

simulates amore realistic sea ice distribution thanCCSM3

(Jahn et al. 2012), we analyze 2010–49 output from that

model by applying similar considerations to those de-

scribed above for CCSM3.Wewill discuss the influence of

different climatological-mean sea ice distributions in

section 3 when we compare results from CCSM3 with

those from observations and CCSM4.

A few terms are defined here to save space and avoid

confusion. Extent (EXT) refers to simulated September

Arctic sea ice extent and volume (VOL) refers to simu-

lated JASON Arctic sea ice volume during the 40-yr in-

tervals described above for CCSM3 andCCSM4.Whether

we use linear 40-yr trends or interannual variability, the

associated extent and volume indices have been consis-

tently multiplied by 21 so that larger (smaller) values in-

dicate greater (lesser) ice loss. Geopotential heights at

1000 and 500hPa are denoted as Z1000 and Z500, respec-

tively. Zonal wind at 200hPa is denoted asU200 and near-

surface reference air temperature is denoted as Tref.

This paper focuses on internal variability in summer

Arctic sea ice loss by analyzing the spread of trends

across the ensemble. The terms ensemble trend regression

and ensemble trend correlation will be shorthand for re-

gressions onto and correlations with the 39 standardized

2020–59 EXT or VOL linear trend values obtained from

the CCSM3 ensemble. These ensemble trend regressions

and ensemble trend correlations therefore describe re-

lationships between internal variability in the trends of

various fields and the internal variability in sea ice loss

trends. All results based on linear trends are similar to

those based on epoch differences (not shown).

Empirical orthogonal function (EOF)—principal

component (PC) analysis is used to characterize the

leading patterns of Z1000, Z500, and Tref trend variability

across the CCSM3 ensemble. Unlike conventional EOF

and PC analysis applied to the time domain, we apply

the method to the ensemble member trend domain (see

also Deser et al. 2012b). That is, the set of 39 different

2020–59 trend maps are subjected to EOF and PC

analysis. We refer to the resulting spatial patterns as

EOFs and the 39 weights for each spatial pattern as PCs.

Note that by construction, the ensemble-mean trends

are removed in the EOF and PC analysis. All EOF and

regression patterns are displayed in physical units per

standard deviation of the reference index (e.g., PC,

EXT, or VOL).

3. Results

This section is structured as follows. First, we assess

the magnitude of the spread in projected Arctic sea ice

loss across the 39-member CCSM3 ensemble, spread

that is by definition attributable to internal variability

(section 3a). Then we explore the role of the atmo-

spheric circulation in driving internal variability in sea

ice loss trends, paying particular attention to their spa-

tial pattern, seasonal dependence, and imprint upon ice

advection (section 3b). To help validate the model re-

sults, we compare the relationships between atmo-

spheric circulation and Arctic sea ice variability on

interannual time scales in CCSM3, CCSM4, and obser-

vations (section 3c). Finally, we examine the global

signature of the atmospheric circulation patterns that

drive sea ice loss trends and explore to what extent they

represent dominant structures of variability in their own

right, independent of their relationship to Arctic sea ice

(section 3d).

a. The importance of internal variability on
projections of twenty-first-century Arctic sea
ice loss

The importance of internal variability on projections

of twenty-first-century Arctic sea ice loss is demonstrated

in Fig. 1. Averaged across the 39 members, CCSM3 ex-

hibits an ensemble-mean ice loss trend of 4.13 106 km2 in

EXT and 13 3 103 km3 in VOL over the 2020–59 period.

These ensemble-mean trends provide an estimate of the

GHG-forced signal in Arctic sea ice loss. However, in-

dividual ensemble members can differ markedly from the

ensemble mean because of the superposition of internally

generated and externally forced trends. In fact, the EXT

and VOL trends range by nearly a factor of 3 (from

22.0 3 106 to 25.7 3 106 km2 in EXT and from 27.0 3
103 to 219 3 103km3 in VOL) across the ensemble, in-

dicating the substantial contribution of internal vari-

ability to future Arctic sea ice loss (Fig. 1, top). The

2020–59 trend values have a standard deviation (range)

of 0.83 3 106 km2 (3.7 3 106 km2) and 2.7 3 103 km3

(12 3 103 km3) in EXT and VOL, respectively. Note

that each ensemblemember is a plausible simulation of

the future trajectory of Arctic sea ice loss according to

CCSM3.

Figure 1 (top) illustrates the time series of EXT and

VOL for the ensemble members with the smallest and

largest trends. Not only do the 2020–59 trends differ

markedly (see histograms), but large interannual and

decadal-scale excursions about the ensemble-mean trend

are evident (note the higher proportion of low-frequency

variability in the VOL time series compared to the EXT

time series). Internal variability therefore has a discern-

ible influence over a wide range of time scales. There is

little evidence in these time series for the development

of a strong internal positive feedback whereby a chance

negative or positive departure from the ensemble-mean

trend either persists over the long term or amplifies as time
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FIG. 1. (top) Time series of the ensemble mean (black line), ensemble range (gray shading), and the individual

ensemble members with the smallest (blue lines) or largest (red lines) 2020–59 loss in Arctic (top left) September sea

ice EXT and (top right) July–November (JASON) sea ice VOL. Histograms to the right of the top panels display the

2020–59 ice loss trend distribution on the same vertical axis as the time series. Two small green dots indicate the

ensemble-mean ice loss trends in EXT and VOL. (middle),(bottom)Maps show the 2020–59 (left) ice concentration

or (right) thickness trends for the individual ensemble members with the largest and smallest trends in ice EXT or

VOL loss, respectively. The largest (smallest) trend in September ice EXT loss of 5.7 3 106 km2 (2.0 3 106 km2) is

experienced by ensemble member 9 (13), as indicated. The largest (smallest) trend in JASON ice VOL loss of 193
103 km3 (7.03 103 km3) is experienced by ensemble member 6 (13), as indicated. A scale for the 2020–59 trend maps

in September ice concentration (%) and JASON ice thickness (m) is indicated alongside the colorbar.
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progresses. Mechanisms other than those directly asso-

ciated with GHG forcing and the associated feedbacks

contribute importantly to the magnitude of 40-yr Arctic

sea ice loss trends in CCSM3.

Sea ice concentration and thickness trend maps are

also shown in Fig. 1 for the ensemble members with the

largest and smallest EXT and VOL trends. Although

substantial ice concentration and thickness losses occur

in all ensemble members, they tend to be smaller and

concentrated around Greenland and the Canadian

Archipelago in the ensemblememberswith the least sea ice

loss (Fig. 1, bottom maps) and larger and spread through-

out the central and eastern Arctic in the ensemble mem-

bers with the most sea ice loss (Fig. 1, top maps).

The amount and distribution of sea ice averaged over

the last five years of the simulation period (2057–61) are

illustrated for the same ensemble members in Fig. 2.

Ensemble members with relatively large ice loss trends

exhibit mostly ice-free conditions in the central Arctic

by 2057–61 (Fig. 2, top). The ensemble members with

relatively small ice loss trends retain substantially more

extensive, more concentrated, and thicker sea ice in

both the central Arctic and the East Siberian Sea (Fig. 2,

bottom). These results illustrate that the concentration

and thickness of summer Arctic sea ice cover remaining

in the mid-twenty-first century is subject to considerable

uncertainty as a result of internal climate variability.

In summary, the magnitude of Arctic sea ice loss

projected to occur during 2020–59 is influenced not only

by the buildup of GHGs but also by internal variability.

This internal variability can augment or diminish the

GHG-induced ice loss in any individual model realiza-

tion. Intrinsic amplification mechanisms (e.g., positive

ice–albedo feedback) acting on randomly generated sea

ice anomalies do not dominate the spread in ice loss

among the 39 CCSM3 ensemble members.

FIG. 2. The 5-yr average 2057–61 (left) September ice concentration and (right) JASON ice thickness from the

individual ensemble members with the (top) largest and (bottom) smallest 40-yr trend in ice EXT or ice VOL,

respectively. The ensemble-mean 15% ice concentration and 0.5-m ice thickness isopleths are contoured in black.
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b. Ice loss, ice advection, and atmospheric circulation

Ensemble trend regressions are a compact and sys-

tematic way to explore relationships between internal

variability in the trends of different variables with those

in ice loss. Ensemble trend regressions onto EXT are

shown for a variety of annually averaged ice and atmo-

spheric variables in Fig. 3. For example, Fig. 3c shows

the 40-yr SLP trends that are linearly associated with

a one standard deviation change in the 40-yr trend of

September Arctic sea ice EXT. Ice concentration and

ice thickness ensemble trend regressions (Figs. 3a,b) are

largest off the coast of Eurasia and in the eastern Arctic,

a pattern that qualitatively matches the spatial distri-

bution of concentration and thickness trend differences

between the ensemble members with the largest and

smallest ice loss trends (recall Fig. 1). Ice velocity en-

semble trend regressions onto EXT indicate a coherent

pattern of sea ice advection that originates off the Sibe-

rian coast, crosses the central Arctic, and exits the Arctic

through the Fram Strait and Barents Sea (Fig. 3b). This

‘‘transpolar’’ ice advection is coherent with near-surface

FIG. 3. Ensemble trend regressions between 2020–59 trends in September sea ice EXT and 2020–59 trends in (a) sea ice concentration,

(b) sea ice thickness, (c) SLP, (d) U200, (e) Z500, and (f) Z1000. Regressions of (b) sea ice motion and (c) winds in the lowest (surface)

atmospheric model layer are also shown along with reference vectors for scale. All ensemble trend regression calculations are based on

annual-mean values fromOctober to September to reflect the sea ice year. TheEXT trend values aremultiplied by21 so that larger values

reflect increased ice loss [see (a) and (b)]. All plotted regression coefficients are per standard deviation (0.833 106 km2) of the ensemble

spread in 2020–59 SeptemberArctic sea ice EXT trends (i.e., the histogram from top left in Fig. 1). The 2020–59 time-mean and ensemble-

mean climatology of annual U200 is contoured in (d) at 5m s21 contour intervals starting at 30m s21 to indicate the location of the

midlatitude jet at 200 hPa. Top and bottom panels show relationships poleward of 688 and 308N, respectively.
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atmospheric winds that are in turn associated with

a SLP gradient between the western and the eastern

Arctic (Fig. 3c). The ensemble trend regression in SLP

is reminiscent of the dipole anomaly/Arctic dipole

(AD) described by Wu et al. (2006) and Overland and

Wang (2010). The pattern of ice thickness ensemble

trend regression coefficients appears to be associated

with the ice velocity field in the central Arctic, as evi-

denced for example by the two lobes in the ice thick-

ness regression map that straddle the strongest central

Arctic ice velocities and also by the weak tongue of ice

thickness regression coefficients extending toward the

Fram Strait region of ice export.

Expanding our analysis domain to 308N, ensemble

trend regressions illustrate a coherent pattern of atmo-

spheric circulation covariability with EXT from the level

of the subtropical jet (U200, Fig. 3d), through the mid-

troposphere (Z500, Fig. 3e), and down to the surface

(Z1000, Fig. 3f). Extratropical atmospheric covariability

is concentrated into a geopotential height dipole pattern

over the Pacific sector with centers of action in the

subpolar Arctic and in the midlatitude North Pacific

(Figs. 3e,f). The vertical structure of this pattern appears

to be largely equivalently barotropic (Figs. 3d–f). (Cor-

responding ensemble trend correlations with EXT are

shown in Fig. A1 of the appendix.)

A subset of the ensemble trend regression maps

from Fig. 3 are repeated in Fig. 4 using VOL trends as

the index variable. Ice advection in these VOL-based

regression maps is qualitatively similar to the analysis

based on EXT, but sea ice velocity regression co-

efficients are relatively more concentrated into a gyre-

like circulation near the North Pole. In addition, sea ice

thickness regression coefficients are stronger through-

out the central Arctic and extend more obviously into

a Fram Strait tongue (Fig. 4a). The dipole pattern in the

SLP ensemble trend regression onto VOL places more

emphasis on the eastern side of the Arctic, but the

magnitudes of the SLP gradient and associated surface

wind regressions across the central Arctic (Fig. 4b) are

comparable to those based on EXT (Fig. 3c). The Z500

ensemble trend regression onto VOL (Fig. 4c) is slightly

stronger over the central North Pacific than the com-

parable regression onto EXT (Fig. 3e). Overall, theZ500

ensemble trend regression onto VOL is suggestive of

a Rossby wave train emanating from the midlatitude

central Pacific. All of the atmospheric ensemble trend

regression patterns associated with VOL are rotated

roughly 308 counterclockwise (eastward) relative to

those associated with EXT (cf. Figs. 4b,c with Figs. 3c,e).

In general, the Z500 ensemble trend regression onto

VOL in Fig. 4c provides a more compelling link to the

midlatitudes than the analogous regression onto EXT

in Fig. 3e in that the North Pacific lobe is more intense

and more coherently linked to a downstream Rossby

wave train. We will return to a comparison of the EXT

and VOL patterns of atmospheric covariability in the

discussion.

FIG. 4. As in Fig. 3, but for 2020–59 trends in annual (a) ice thickness and ice velocity, (b) SLP and near-surface wind, and (c)Z500 fields

regressed onto the standardized ensemble spread in 2020–59 JASONArctic sea ice VOL trends instead of September sea ice EXT trends.

Reference vectors indicating a regression value of 1 cm s21 and 0.5m s21 per standard deviation (2.73 103 km3) are shown for scale next to

the ice velocity and surface wind regression maps, respectively. Relationships poleward of 688N are shown in (a) and (b) and relationships

poleward of 308N are shown in (c).
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To assess the seasonal dependence of the atmospheric

circulation ensemble trend regressions on EXT (and

volume), we compute area-weighted pattern correla-

tions and pattern regressions between the annual en-

semble trend regression maps of Fig. 3c (Fig. 4c) and

similar ensemble trend regression maps calculated using

monthly atmospheric trends. Pattern correlations and

regressions are performed poleward of 708N for SLP and

poleward of 308N for Z500.

The annual-mean Arctic dipole–like SLP association

with EXT (Fig. 3c) is concentrated between April and

July (AMJJ; Fig. 5a), and the corresponding AMJJ SLP

and surface wind ensemble trend regression patterns

(Fig. 5b) are roughly twice as strong as in the annual

mean (Fig. 3c). The transpolar drift in ice velocity (Fig. 5c)

is also more intense during AMJJ and more clearly as-

sociated with ice advection away from the Eurasian coast

than in the annual average (Fig. 3b). Finally, the AMJJ

FIG. 5. (a) Seasonality of 2020–59 SLP ensemble trend regressions onto EXT (see text for details). Pattern cor-

relation magnitudes are indicated on the left axis and pattern regression magnitudes normalized to the annual-mean

AD regression map (Fig. 3c) are indicated on the right axis. AMJJ regressions of (b) SLP and near-surface wind, (c)

sea ice thickness and ice velocity, and (d) Z500 (color shading) are shown per standard deviation (0.833 106 km2) of

the ensemble spread in 2020–59 September Arctic sea ice EXT trends. Corresponding AMJJ ensemble trend cor-

relation coefficients betweenZ500 and EXT are also shown [see (d); contours] to enhance comparability with Figs. 6b

andA1e. Relationships poleward of 688Nare shown in (b) and (c), whereas relationships poleward of 308Nare shown

in (d).
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Z500 ensemble trend regression and ensemble trend cor-

relation patterns (Fig. 5d) emphasize the central Arctic

lobe of a PacificRossbywave train compared to the annual-

mean regressions (Fig. 3e) and correlations (Fig. A1e). It

is noteworthy that the ensemble trend regression of

AMJJ Z500 on EXT (Fig. 5d) bears considerable simi-

larity to the observed Z500 anomalies in the months pre-

ceding the previous recordminimumArctic sea ice extent

in 2007 [e.g., Fig. 3a in L’Heureux et al. (2008)].

The annual-mean association between VOL trends

and the Z500 Rossby wave train in the Pacific sector

(Fig. 4c) is concentrated from December to February

(DJF), with a secondary maximum in the pattern cor-

relation during June. However, the pattern regression

(i.e., the relationship between the annual and monthly

ensemble trend regression patterns in physical units) is

substantially weaker in June than in DJF (Fig. 6a). The

DJF Z500 ensemble trend regression pattern exhibits

a pronounced Pacific Rossby wave train (Fig. 6b) that

is more than twice as strong as in the annual average

(Fig. 4c). The interpretation of this pattern as a Rossby

wave train emanating from the Pacific is supported by

the fact that the strongest center of action in Fig. 6b

occurs over the North Pacific and weaker centers occur

downstream over northwest Canada and off the east

coast of North America.

It is worth noting that although the ensemble trend

regressions of Z500 onto VOL emphasize the Rossby

wave train pattern during the DJF season, weaker but

consistently positive pattern correlations and regressions

exist in all months of the year (Fig. 6a). Compared to

DJF, the Z500 Rossby wave train pattern associated with

extent trends during AMJJ (Fig. 5d) exhibits a shorter

length scale (higherwavenumber), and its strongest center

of action is in the Arctic instead of the North Pacific.

c. Interannual atmospheric forcing of sea ice loss in
CCSM3, observations, and CCSM4

Prior subsections have described covarying trends of

sea ice and atmospheric circulation within the 39-member

CCSM3 ensemble. This subsection explores to what ex-

tent similar relationships may be found at interannual

time scales not only within the CCSM3 ensemble, but

also in observational products andwithin smaller CCSM4

ensembles.

Lead–lag bimonthly regressions of Z1000, Z500, ice

velocity, and ice thickness onto a 1-yr differenced VOL

time series are shown in Fig. 7. Each regression map is

based on 1560 time points resulting from the concate-

nation of time series during 2020–59 across the 39 en-

semble members. The 1-yr differencing serves as an

effective high-pass filter to remove the strong trend

FIG. 6. (a) Seasonality of 2020–59 Z500 ensemble trend regressions onto VOL (see text for details). Pattern cor-

relation magnitudes are indicated on the left axis and pattern regression magnitudes normalized to the annual-mean

Rossbywave train regressionmap (Fig. 4c) are indicated on the right axis. (b)December–February (DJF) regressions

of Z500 (color shading) are shown per standard deviation (2.73 103 km3) of the ensemble spread in 2020–59 JASON

Arctic sea iceVOL trends. CorrespondingDJF ensemble trend correlation coefficients betweenZ500 andVOL are also

shown (contours) to enhance comparability with Fig. 5d. Relationships poleward of 308N are shown in (b).

536 JOURNAL OF CL IMATE VOLUME 27



FIG. 7. Lead–lag 2020–59 bimonthly regressions onto standardized 1-yr differenced values of the JASON ice volume. (top) The Z1000

(color shading) and Z500 (contours; contour interval 4m) regressions onto the JASON ice volume time series. (bottom) Ice velocity

(vectors) and 1-yr differenced ice thickness (color shading) regressions onto the same JASON ice volume time series. Time advances as

one reads column by column from upper left to lower right. Regressions are for the 2-month averages indicated in the upper left of each

top row panel (e.g., August–September is denoted AS). Regressions leading and in the year prior to the JASONVOL index are denoted

with a negative sign (e.g., A-S2 indicates results are based on 2019–58 August–September averages). The JASON months that are

synchronous with the index are indicated with an asterisk. The JASON ice VOL time series and all spatial regressions are composed of

1560 time points (40 yr3 39 ensemble members). The contour interval for Z1000 (m) and ice thickness (cm) regressions is indicated below

the colorbar. Reference vectors indicating 1 cm s21 ice velocity regressions are indicated at the bottom right of each panel containing such

regressions. Vectors representing ice velocities below 0.2 cm s21 and the spurious ice velocity regressions at the sea ice edge are excluded

for clarity. Geopotential height regressions are shown poleward of 308N, whereas ice velocity and thickness regressions are shown

poleward of 688N.
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component from the raw VOL time series, and it is also

physically motivated, given that the observed time ten-

dency in the amount of summer Arctic sea ice is influ-

enced by the overlying atmospheric circulation and

associated with wind-driven ice advection (e.g., see pa-

pers cited in the introduction). The 1-yr differencing of

the ice thickness time series at each gridpoint and re-

gressing these onto the 1-yr differencedVOL time series

provides an indication of the evolving spatial distribu-

tion of high-pass filtered ice thickness anomalies asso-

ciated with high-pass filtered VOL changes. Unfiltered

and high-pass filtered Z1000, Z500, and ice velocity re-

gressions onto the 1-yr differenced VOL time series

yield similar results (not shown); the results based on

unfiltered data are displayed in Fig. 7 as a more

straightforward indicator of the patterns of atmospheric

covariabilty (Z1000 and Z500) and the response in ice

advection (ice velocity).

The spatial patterns and seasonal evolution of the

high-pass filtered atmospheric circulation regression

maps are similar to those of the ensemble trend regression

maps (e.g., compare Fig. 7 with Figs. 5 and 6). In partic-

ular, the predominance of negative geopotential height

regression coefficients over the North Pacific with down-

stream centers of action resembling a Rossby wave train

in December through March evolves into an Arctic-

concentrated mostly annular structure by June–July

(Fig. 7). A weak equivalent barotropic North Pacific low

pressure center exists already in October–November of

the year preceding the summer sea ice VOL index.

A weak Arctic dipole–like pattern in central Arctic

Z1000 regression coefficients is also already present in

October–November, and this pattern persists through

February–March and then strengthens substantially in

April–May. Positive geopotential height regression co-

efficients fill the Arctic basin in June–July, but a similar

east–west SLP gradient persists across the Arctic be-

cause the strongest positive SLP anomalies are posi-

tioned over the westernArctic. After July, central Arctic

geopotential height regression coefficients weaken sub-

stantially. Note that the evolution in atmospheric circu-

lation associated with Fig. 7 is strictly only related to sea

ice covariability and that a separate analysis of the at-

mospheric variability would be necessary to link the

evolution of the various patterns dynamically.

Ice export across the central Arctic through the Fram

Strait and into the Barents Sea occurs throughout the

year preceding the summer sea ice VOL index, but the

distribution of the central Arctic ice velocity pattern

evolves through the year (Fig. 7). The evolving ice ve-

locity pattern is consistently and coherently linked to the

distribution and intensity of near-surface winds (not

shown but they can be inferred from theZ1000 gradient).

Ice velocity seems to lead associated anomalies in ice

thickness by amonth or two (cf. the divergence of the ice

velocity field with the development of ice thickness

anomalies in the subsequent bimonthly regressionmap),

suggesting that ice advection influences the overall

evolution of ice thickness anomalies in the central

Arctic. For example, the divergence of the ice velocity

field especially in the western Arctic during April–May

can be associated with thinner ice in the same area

during June–July. Ice export from the central Arctic

ceases by the end of September, consistent with the

slackening of surface winds and weaker Z1000 gradients.

The pattern of ice thickness anomalies during October–

November at the end of the bimonthly lagged regres-

sions (lower right panel of Fig. 7) is qualitatively similar

to the pattern resulting from ensemble trend regressions

of ice thickness onto VOL in Fig. 4a.

The results shown in Fig. 7 can be summarized in a few

key points. First, the patterns and seasonality of atmo-

spheric circulation covariability with Arctic sea ice loss

are generally similar between high-pass filtered and

trend-based analyses. Second, ice advection out of the

central Arctic is a consistent feature in the bimonthly

lead–lag analysis and is itself directly related to the

overlying Arctic atmospheric circulation. Third, ice di-

vergence (convergence) can often be related to sub-

sequent sea ice thickness decreases (increases). Finally,

the evolution of sea ice–atmospheric circulation co-

variability is strongest in the year preceding the summer

minimum in Arctic sea ice and becomes relatively weak

by the last (contemporary) months of the analysis.

Qualitative similarities in the seasonality and spatial

distribution betweenVOL-based regressions using high-

pass filtered data and 40-yr trends suggest that a similar

mechanism of wind-driven ice advection is operating

over a broad range of time scales. Because of this, we

explore the relationships between ice motion and SLP

anomalies in the short observational record to validate

the model results. Figure 8a shows the observed 1979–

2010 September sea ice extent time series in both an

unfiltered form (black curve) and after a 1-yr difference

filter has been applied (red curve; note that extent is

used rather than volume because observational esti-

mates of the latter are less robust than those of the

former). AMJJ regressions of near-surface winds and

SLP from the ERA-Interim reanalysis and of observed

ice velocity onto the observed 1-yr differenced September

Arctic sea ice extent time series are shown in Figs. 8b and

8c, respectively. The spatial pattern and seasonality of the

observed SLP and wind regressions are broadly similar to

those identified by Screen et al. (2011). The large-scale

patterns in these observed AMJJ regression maps also

bear some resemblance to AMJJ regressions of the same
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FIG. 8. (a) The unfiltered 1979–2010 September Arctic sea ice extent time series obtained from the NSIDC (black

curve) is shown along with the 1-yr differenced time series of the same (red curve). (b) The 31-yr (1980–2010)

regression of AMJJ SLP and 1000-hPa winds from the ERA-Interim (ERA-I) reanalysis is shown along with (c) the

27-yr (1980–2006) regression of AMJJ ice velocity from NASA’s Polar Pathfinder onto a standardized inverse time

series of the red curve in (a). (d),(e) A similar CCSM3 regression onto 1-yr differenced September EXT using 1560

time points from 2020–59 and concatenated across the 39 CCSM3 ensemble members is shown. Ice thickness re-

gression coefficients are included in the CCSM3 analysis shown in (e).
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fields onto the concatenated 1-yr differenced EXT time

series fromCCSM3 (Figs. 8d,e), though differences are

sometimes large locally. The AMJJ association with

high-pass filtered CCSM3 EXT time series (Figs. 8d,e)

can also be compared with the April–May and June–

July regression maps onto high-pass filtered CCSM3

VOL time series (Fig. 7, lower left). This comparison

indicates that the AMJJ ice thickness regression onto

high-pass filtered EXT (Fig. 8e) is associated with a

similar seasonal evolution of ice advection to that

shown for VOL in Fig. 7. For example, the negative ice

thickness anomalies in the Beaufort Sea, the positive

anomalies downstream of Wrangel Island, and the

positive anomalies in the Fram Strait (Fig. 8e) can all

be associated with the evolution of wind-driven sea ice

convergence and divergence in the months prior to

AMJJ. Although there is an Arctic dipole–like AMJJ

SLP gradient associated with Arctic sea ice extent

variability in both ERA-Interim (Fig. 8b) and CCSM3

(Fig. 8d), the CCSM3 SLP pattern strongly emphasizes

the high over the western Arctic relative to the low

over the eastern Arctic. The large-scale pattern of ice

motion in CCSM3 (Fig. 8e) is also rotated roughly 308
counterclockwise (eastward) relative to the large-scale

pattern of observed NASA Pathfinder ice motion re-

gressed onto observed sea ice extent (Fig. 8c). A trans-

polar drift in ice velocity culminating in sea ice export

through the Fram Strait and into the Barents Sea is,

however, a common feature associated with both ob-

served and CCSM3-simulated summer high-pass filtered

Arctic sea ice variability, and this extends to variability of

40-yr trends in CCSM3.

Regressions of AMJJ ice velocity and 1-yr differenced

AMJJ ice thickness onto 1-yr differenced VOL time

series in CCSM3 and CCSM4 are directly compared in

Fig. 9. CCSM3 regressions of AMJJ ice velocity and 1-yr

differenced ice thickness on 1-yr differenced VOL time

series (Fig. 9a) are as expected based on the April–May

and June–July bimonthly regressions (Fig. 7, lower left).

CCSM4 regressions of the same AMJJ variables in en-

sembles from both the relatively weak equivalent GHG

forcing (RCP2.6; Fig. 9b) and the relatively strong

forcing (RCP8.5; Fig. 9c) and also in the intermediate

RCP4.5 and RCP6.0 ensembles (not shown) are all as-

sociated with a transpolar drift in ice velocity and

thickness anomalies that are consistent with an evolu-

tion of ice advection away from the coast, across the

central Arctic, and out through the Fram Strait and into

the Barents Sea.

CCSM4 simulations exhibit a climatological-mean ice

thickness distribution that better matches available ob-

servations (green contours in Fig. 9; see also Jahn et al.

2012) with thicker ice in the western Arctic compared

with the T42 resolution CCSM3 ensemble. The T42

resolution CCSM3 ensemble simulates a bimodal ice

thickness distribution with maxima surrounding both

the Canadian Archipelago and the coast of the East

Siberian Sea. Although AMJJ ice advection and (im-

plied) atmospheric surface pressure regressions are dif-

ferently distributed in CCSM4 and observations than in

FIG. 9. Regressions of 1-yr differenced AMJJ sea ice thickness (color shading) and unfiltered ice velocity (vectors) onto standardized

1-yr differenced JASON ice VOL (a) in the CCSM3 ensemble and (b),(c) in two of the four CCSM4 RCP ensembles. The CCSM4

ensembles range from relatively weak equivalent GHG forcing (RCP2.6) in (b) to relatively strong equivalent greenhouse gas forcing

(RCP8.5) in (c). Eachmap is based on a concatenation across 40 yr of data and the number of ensemblemembers indicated in parenthesis.

The climatological-, ensemble-, and annual-mean sea ice thickness from the same 40 yr is contoured in green at 1-m intervals up to 5m.

The 1- and 5-m contours are labeled for clarity.
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CCSM3, volume loss in each dataset is associated with

ice advection away from the coast in the regions of

thickest climatological-mean sea ice, a transpolar drift in

ice advection through the central Arctic, and ice export

through the Fram Strait and into the Barents Sea. Thus,

the rotated Arctic dipole–like pattern in CCSM3 com-

pared to observations (Fig. 8) and compared to CCSM4

(Fig. 9) may result from the erroneous climatological-

mean distribution of Arctic sea ice in the T42 resolution

CCSM3, rather than any particular deficiency in the

simulated physical mechanism relating internal vari-

ability in Arctic sea ice loss to atmospheric circulation.

Equivalently, the better agreement between CCSM4

and the observed distribution of ice advection and (im-

plied) atmospheric surface pressure and surface wind

field regressions onto high-pass filtered sea ice vari-

ability may result from the better simulation of the

climatological-mean Arctic sea ice distribution in CCSM4

than in the T42 CCSM3.

d. Atmospheric relationships with internal sea ice
trend variability: Intrinsic patterns and global
linkages

Previous subsections have shown that internal varia-

tions in Arctic ice loss trends are associated both with an

Arctic dipole–like pattern over the central Arctic and

also with atmospheric pressure anomalies over the

North Pacific. It is interesting to consider whether these

constitute intrinsic patterns of variability in their own

right, regardless of their association with sea ice. EOF

analysis is used to characterize the leading patterns of

annual-mean and seasonal-mean Z500 and Z1000 trend

variability in the CCSM3 ensemble (Fig. 10, color shad-

ing). The first EOFs of both annual and December–

February North Pacific Z500 trend variability (Fig. 10,

top) are associated with Rossby wave train patterns that

bear considerable similarity to, but are stronger than, the

comparable Z500 ensemble trend regressions onto VOL.

Leading EOFs of both annual and April–JulyZ1000 trend

variability poleward of 708N are associated not only with

an AD-like pattern over the central Arctic, but also co-

varying pressure anomalies over the North Pacific

(Fig. 10, bottom). The Z1000 EOFs in Fig. 10 bear con-

siderable similarity to the comparable Z1000 ensemble

trend regressions onto EXT. Area-weighted pattern

correlations poleward of 308N between the trend EOFs

(color shading) and the ensemble trend regressions onto

VOL or EXT (contours in the top and bottom panels,

respectively) are in all cases high, ranging between 0.81

and 0.92. It is particularly noteworthy that the 39 PC2

values representing April–July Z1000 trend variability

(Fig. 10, bottom right) share half of the variance (r 5
0.71) with the 39 different values for the 2020–59 EXT

trend in theCCSM3 ensemble. Note that the thirdEOFof

Z1000 annual trends and the second EOF of Z1000 AMJJ

trends are displayed, but that each EOF in Fig. 10 is sta-

tistically distinct from all other EOFs when the first-order

eigenvalue uncertainty estimate described in North et al.

(1982) is applied with 39 degrees of freedom. The first

EOF of both annual and AMJJ Z1000 trends is an Arctic

Oscillation–like pattern and the second EOF of annual

Z1000 trends is a dipole over the Arctic that is mostly as-

sociatedwithNorthAtlantic variability (not shown). EOF

patterns similar to those in Fig. 10 are obtained usingZ500

andZ1000 trends over different spatial domains and within

other seasons (not shown). Comparable EOFs are also

obtained using a 1000-yr CCSM3 control integration (not

shown) and have been obtained in EOF-based analysis of

interannual variability in reanalysis (e.g., Overland and

Wang 2005; Wu et al. 2006; Wang et al. 2009).

It is worth noting that the trend-based EOF analysis is

designed to pick out the leading patterns of annual-

mean or seasonal-mean trend variability across the 39

ensemble members independent of any Arctic sea ice

relationships. The similarity between these ensemble

trend EOFs and the ensemble trend regressions used to

identify atmosphere–sea ice covariability suggests that

internal variability in the trends of Arctic sea ice loss

is associated with naturally occurring patterns of low-

frequency atmospheric circulation variability.

The global signature of atmospheric circulation trends

associated with internal variability in VOL trends

is depicted in Figs. 11 and 12 (similar results are ob-

tained using EXT trends, not shown). Annual-mean

geopotential heights averaged over the Pacific sector

(1208E–908W) exhibit ensemble trend correlations and

regressions with VOL that extend coherently throughout

the depth of the troposphere, with positive values pole-

ward of 558N and negative values in the midlatitudes

(Fig. 11). A weak extension of geopotential height co-

variability into the tropics is also evident, suggesting

a linkage between internal variability in trends of Arctic

sea ice and tropical Pacific atmospheric circulation.

Global ensemble trend regression and correlation

maps of annual-mean Z500, SLP, and Tref onto VOL

(left panels, Fig. 12) confirm the extension of ice-related

atmospheric trends into the tropics and into the South-

ern Hemisphere. In particular, internal variability in

VOL trends is associated with positive Z500 trends

throughout the tropics and a SLP trend dipole between

the tropical Pacific and Atlantic. A baroclinic structure

is evident in the atmospheric pressure anomalies over

the central tropical Pacific (cf. Figs. 12a,c). In addition,

positive Z500 and SLP trends are found over the Pacific

sector of the Southern Ocean. These tropical and ex-

tratropical features associated with Arctic ice VOL loss
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are accompanied by increased convective precipitation

and latent heating over most of the tropical Pacific (not

shown). The global structure of internal variability in

atmospheric circulation trends associated withArctic ice

VOL can also be obtained from the leading PC of

tropical Pacific Tref trends (right panels, Fig. 12). This

pattern is reminiscent of a ‘‘global hyper mode’’

(Dommenget and Latif 2008) that may result from

thermodynamic air–sea interaction (see alsoClement et al.

2011).

The relevance of the tropical Pacific in internal Arctic

sea ice loss variability is demonstrated more directly in

Fig. 13, which provides maps comparable to those in

Figs. 3a–c, but for annual ice and atmosphere trend re-

gressions onto the first PC of tropical Pacific Tref trends

instead of onto EXT trends. The regression maps show

an Arctic dipole–like SLP pattern and associated near-

surface winds (Fig. 13c) that drive a transpolar drift in

ice velocity and ice advection out of the Arctic through

the Fram Strait and into the Barents Sea (Fig. 13b). The

FIG. 10. Leading EOFs (color shading) of 2020–59 trends in (left) annual or (right) seasonal (top)Z500 or (bottom)

Z1000 are calculated from the 39-member CCSM3 ensemble and displayed as regressions onto standardized values of

the associated PCs. The Z1000 and Z500 EOFs are calculated for the AMJJ and DJF seasons during which the EXT

associations withZ1000 or the VOL associations withZ500 are strongest (Figs. 5 and 6, respectively). The same annual

or seasonal Z500 and Z1000 trends are also regressed (contours) onto the 39 CCSM3 VOL or EXT trend values as

indicated. The Z500 trend PCs are calculated poleward of 308N in an extended Pacific sector (1208E–908W) indicated

by a green line. The Z1000 trend PCs are calculated poleward of 708N as indicated by the green circle. The contour

interval for both maps in each panel is indicated in the lower left.
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first PC of tropical Pacific Tref trends is also associated

with negative sea ice concentration (Fig. 13a) and

thickness (Fig. 13b) poleward of Alaska and Siberia.

4. Summary

This study’s results can be summarized into the fol-

lowing key findings:

d Internal variability is an important factor influencing

the magnitude and spatial pattern of twenty-first-

century summer Arctic sea ice loss in the 39-member

CCSM3 ensemble forced by the A1B GHG emissions

scenario. Specifically, internal variability leads to

a roughly threefold range in trends of ice EXT and

VOL loss during 2020–59.
d This spread in the amount of ice loss is related to large-

scale patterns of atmospheric circulation and accom-

panying ice motion fields.

- In particular, an Arctic dipole–like pattern in SLP

trends that is strongest in spring and early summer

(April–July) is associated with Arctic sea ice advec-

tion across the central Arctic and export through the

Fram Strait and into the Barents Sea.

- Internal variability in sea ice loss trends is also

associated with an atmospheric Rossby wave train

pattern in the free troposphere, with centers of

action over the North Pacific and downstream over

northwestern North America and the western At-

lantic. This Rossby wave train is emphasized during

winter (December–February) but is present through-

out the year.
d Each of these atmospheric pressure patterns is asso-

ciated with a leading pattern of atmospheric trend

variability within the ensemble, as determined through

independent EOF/PC analysis.
d The atmospheric circulation patterns associated with

internal variability in Arctic sea ice loss exhibit weak

but significant teleconnections to the tropical and

Southern Hemisphere Pacific in annual-mean data.

Similar Pacific teleconnection patterns, with exten-

sions over the Arctic, are associated with the leading

PC of Tref trends over the tropical Pacific.
d Associations between sea ice and atmospheric circu-

lation anomalies on interannual time scales are

broadly similar to those that characterize the internal

variability of 40-yr trends.

- In particular, the spatial pattern and seasonal de-

pendence of the atmospheric circulation anomalies

that covary with high-pass filtered sea ice variabil-

ity as well as the accompanying changes in trans-

Arctic sea ice advection resemble those based on

internal trend variability.

- In CCSM3, high-pass filtered variability in Arctic

sea ice loss is associated with ice advection through

the Fram Strait and into the Barents Sea through-

out the year preceding the summer Arctic sea ice

minimum.

- Interannual relationships between sea ice and atmo-

spheric circulation anomalies simulated by CCSM3

are generally realistic except for a 308 rotation of the
large-scale wind-driven ice motion across the cen-

tral Arctic. This shortcoming is likely related to

a bias in the CCSM3’s climatological-mean sea ice

thickness distribution, an aspect that is improved in

CCSM4.

5. Discussion

The results of this study describe an important role for

internal variability in twenty-first-century projections of

Arctic sea ice loss and illustrate a consistent set of

physically related patterns in the distribution of ice loss,

ice motion, and atmospheric circulation variability. This

discussion will elaborate on and provide an interpreta-

tion of some of the results.

Summer Arctic sea ice extent (Fig. 14a) and volume

(Fig. 14b) projections from the smaller (e.g., 6–7 mem-

ber) CCSM4 climate change ensembles (the same that

were used to generate Figs. 9b,c) demonstrate that in-

ternal variability remains an important component of

FIG. 11. Ensemble trend correlations (color shading) and

ensemble trend regressions (contours) between annual (October–

September) 2020–59 trends in the Pacific (1208E–908W) zonal av-

erage geopotential height field and standardized 2020–59 JASON

Arctic sea ice VOL trends. Thicker black contours represent a

Pacific correlation/regression value of zero. Dashed contours in-

dicate negative regression values. The regression contour interval

is 1m per standard deviation (2.7 3 103 km3) of the JASON VOL

trends.
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uncertainty in the newest version of the model (see also

Kay et al. 2011) as it is in the CCSM3 ensemble we

analyzed. In particular, Fig. 14 suggests that internal

variability will continue to be an important factor in

future Arctic sea ice loss projections for at least the next

several decades and that this conclusion is robust, not

an artifact produced only within the CCSM3 ensemble.

For instance, one CCSM4 ensemble member from the

weakest equivalent GHG forcing scenario (RCP 2.6) is

associated with the least extensive September sea ice as

late as 2051, while a member from the second strongest

equivalent GHG forcing scenario (RCP 6.0; similar to

the SRES A1B) is associated with the most extensive

September sea ice several times between 2052 and 2061.

These two examples demonstrate the lingering influence

of internal variability in CCSM4. A qualitative as-

sessment of uncertainty in Arctic sea ice loss pro-

jections using other coupled models in the CMIP3

archive suggests that the three sources of uncertainty

(magnitude of GHG forcing, model sensitivity, and

internal variability) are all roughly comparable in the

middle of the twenty-first century (not shown). This

study describes an important role for internally gen-

erated variability in the magnitude of twenty-first-

century Arctic sea ice loss; a generally similar result

was obtained in a comparable but much smaller

(5 member) coupled model ensemble (Sorteberg et al.

2005). Additional ensemble members with other fully

coupled models are required for a more robust

evaluation.

FIG. 12. Ensemble trend correlations (color shading) and ensemble trend regressions (contours) with (left)

JASON VOL and with (right) the first PC of annual (October–September) tropical Pacific near-surface refer-

ence temperature (Tref, PC1) are shown. Correlations with annual (October–September) 2020–59 trends in (a),

(b) Z500, (c),(d) SLP, and (e),(f) Tref indicate the global-scale atmospheric teleconnections with (left) Arctic ice

loss and (right) tropical Pacific temperature. The tropical Pacific (208S–208N, 1208E–908W) domain over which

the Tref PCs were calculated is indicated by a green box in (f). Contour intervals for the regressions are indicated

in the lower left of each panel.
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The qualitative similarity of the results based on the

internal variability of trends and that of the interannual

variability suggests that similar atmospherically driven

ice loss mechanisms operate over a broad range of time

scales. Based on this similarity, we interpret the trend-

based results as a natural consequence of large-scale

atmospheric circulation variability that exists and

apparently drives changes in Arctic sea ice cover over

a broad range of time scales.

As alluded to in the introduction, distinguishing

whether central Arctic atmospheric covariability with

sea ice loss is more Arctic dipole (AD)–like or more

Arctic Oscillation (AO)–like is an active area of re-

search, but no clear consensus exists. Although the

FIG. 13. As in the top panels of Fig. 3, but the trend regressions are onto the first PC of tropical Pacific near-surface temperature trends

(Tref PC1) instead of onto Arctic EXT trends. See Fig. 12 and the text for more detail on the tropical Pacific Tref PC calculation.

FIG. 14. Simulated twenty-first-century CCSM4 (a) September sea ice extent and (b) JASON sea ice volume are

plotted as a function of CMIP5 RCP emissions scenarios indicated. The ensemble mean (thick solid lines) is shown

along with the ensemble range (color shading) as represented by the minimum and maximum September sea ice

extent or JASON sea ice volume value in each year for each RCP. The number of ensemble members is indicated in

parenthesis next to the RCP scenario legend in the bottom left. The CCSM4 ensembles range from relatively weak

equivalent GHG forcing (RCP2.6) to relatively strong equivalent GHG forcing (RCP8.5). More detail on the

CCSM4 ensemble and the RCP scenarios is contained in the text.
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analyses in this paper have emphasized an Arctic

dipole–like pattern of atmospheric covariability, results

have also documented generally stronger relationships

with ice advection and corresponding surface winds than

with any static pattern of atmospheric covariability (e.g.,

ensemble trend correlations with EXT are larger for

surface winds than for SLP; see appendix, Fig. A1c). A

similar conclusion has been distilled from the available

observations (Smedsrud et al. 2011). In particular, our

analysis of interannual time-scale variability (e.g., Fig. 7)

and of intermediate time scales and composites of in-

dividual ice loss events (not shown) indicates that the

patterns of surface pressure anomalies associated with

ice loss evolve seasonally and can also change sub-

stantially from event to event, but that a transpolar drift

in ice advection and Fram Strait/Barents Sea ice export

are consistently involved. Note, for example, that the

central Arctic Z1000 regression pattern during June–July

in Fig. 7 is associated with a negative AO-like pattern,

but one whose polar center of action is concentrated

over the Canadian Archipelago in the western Arctic

that in turn affects surface winds throughout the Arctic

basin. In general, the collection of results in this paper

suggests a more flexible presumption about atmospheric

covariability with ice loss is warranted. Insofar as the

AD-like pattern is associated with atmospheric variabil-

ity emanating from the tropical Pacific in a Rossby wave

train (as it is in the CCSM3 ensemble), different flavors of

both of the leading two patterns of extratropical sur-

face pressure variability (the northern annular mode/AO

and the PNA patterns) may in turn be associated with

anomalous ice advection, ice export, and internal vari-

ability in sea ice loss. A pattern of SLP variability similar

to the one we associate with internal variability in Arctic

sea ice advection and export was linked to multidecadal

climate variability in the Greenland Sea by Delworth

et al. (1997).

Internal variability in CCSM3 Arctic sea ice loss is

related mostly to internal variability in the North Pacific

atmospheric circulation and has relatively little associ-

ation with atmospheric circulation variability over the

North Atlantic. The ensemble spread in atmospheric

circulation trends over the North Pacific is distinct from

the spatial pattern of the ensemble-mean (forced) trend

over the North Pacific (not shown), so the covariability

between Arctic sea ice loss and North Pacific atmo-

spheric circulation has a clear association with natural

variability. The similarity between Pacific atmospheric

circulation covariability patterns with both Arctic ice

VOL trends and the leading PC of tropical Pacific Tref

trend variability suggests that the tropical Pacific co-

herently influences subtropical, midlatitude, and even

polar circulation variability in both hemispheres. The

association between tropical Pacific variability and

Arctic atmospheric circulation is consistent with ice re-

moval from the central Arctic via ice export through the

Fram Strait and into the Barents Sea.

Arctic sea ice loss in the CCSM3 ensemble is associ-

ated with the strength and longitudinal extent of the

North Pacific subtropical jet (Fig. 3d) and with a Rossby

wave train emanating from the subtropical Pacific (Figs.

4c and 6b). Both of these signatures have been associ-

ated with the PNA and a leading pattern of observed

storm track–jet covariability in the North Pacific

(Wettstein and Wallace 2010). The strength and longi-

tudinal extent of the Pacific subtropical jet has also been

related to variability in the intensity of tropical diabatic

heating and the PNA (Li and Wettstein 2012). The

mostly equivalent barotropic midlatitude structure, the

similarity of Pacific teleconnections between Arctic sea

ice loss and tropical Pacific Tref variability, and the link

to our understanding of midlatitude atmospheric dy-

namics all suggest that the internal variability we con-

centrate on in this paper is associated with an Arctic/

downstream response to tropical Pacific variability

rather than vice versa. Our results and interpretation are

also broadly consistent with the influence of the tropical

Pacific and a PNA-like pattern on Arctic surface air

temperature described by Lee et al. (2011).

A few of the CCSM3-based interpretations discussed

in the previous three paragraphs are worthy of special

attention.

(i) A transpolar drift in ice advection and Fram Strait–

Barents Sea ice export are consistently associated

with internal variability in Arctic sea ice loss, even

if the precise SLP patterns vary by event and time

of year.

(ii) Internal variability in Arctic sea ice loss is related

to internal variability in the large-scale atmo-

spheric circulation not only over the Arctic, but

also over the North Pacific (and not over the North

Atlantic).

(iii) Internal variability of the Arctic and North Pacific

atmospheric circulation is influenced by the tropi-

cal Pacific via Rossby wave dynamics. Thus, trop-

ical Pacific variability may play a role in anomalous

Arctic sea ice advection and export.

Both September ice EXT and July–November

(JASON) ice VOL have been used in this study as in-

dices of summer Arctic sea ice loss. Although the 40-yr

trends of EXT and VOL are highly correlated across

the 39-member ensemble (r 5 0.80), roughly a third of

the trend variance is unshared. Given that most of the

trend variance is common between the two indices of

summer Arctic sea ice loss, qualitatively similar patterns
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and seasonality are obtained if an investigation of the

seasonality of the Arctic dipole–like SLP association

(e.g., Fig. 5) is based on VOL rather than EXT or if an

investigation of the seasonality of the Rossby wave train

association (e.g., Fig. 6) is based on EXT rather than

VOL. That said, the particular pairing of SLP variability

with EXT and Z500 variability with VOL provides

stronger, more consistent, and more physically intuitive

patterns. Our interpretation of these results is that EXT

is somewhat more sensitive to the AMJJ wind-driven

ice advection, whereas VOL is responsive to a more

integrated annual average of sea ice advection and ex-

port (e.g., Figs. 6 and 7). A related interpretation can be

made for the roughly 308 counterclockwise pattern ro-

tation of annually averaged atmospheric covariability

with VOL relative to EXT (cf. Figs. 3c,e with Figs. 4b,c).

Because VOL has a stronger relationship to annual sea

ice advection and to the Pacific Rossby wave train, and

also because the Pacific subtropical jet is stronger and

zonally extended in winter (e.g., DJF) relative to late

spring and early summer (e.g., AMJJ), the entire pat-

tern of atmospheric covariability over the extra-

tropical Pacific is shifted roughly 308 counterclockwise
(downstream) in annual VOL regressions relative to

annual EXT regressions. In general, the mechanism of

ice advection and export we emphasize and associate

with internal Arctic sea ice loss variability likely has

a stronger and more coherent association with sea ice

volume than with sea ice extent.

The large ensemble of twenty-first-century simula-

tions by CCSM3 is currently a unique resource for ex-

ploring internal variability and its mechanisms, but there

are some noteworthy caveats. As mentioned previously,

the T42 resolution CCSM3 exhibits too much and im-

properly distributed Arctic sea ice relative to nature

(DeWeaver and Bitz 2006). This bias could influence the

simulated sensitivity to atmospheric forcing. In addition,

like many CMIP3 models, CCSM3 generates El Ni~no–

Southern Oscillation (ENSO) events that are too regu-

lar and too frequent, as well as a Pacific decadal oscil-

lation (PDO) that lacks a strong connection between the

tropics and the North Pacific. The extratropical atmo-

spheric teleconnection patterns associated with both

ENSO and PDO at their native simulated frequencies

are nevertheless reasonable (Deser et al. 2006; Stoner

et al. 2009).

By focusing on the sea ice response to atmospheric

forcing, we largely neglect any feedbacks of the internal

variability in ice loss trends upon the atmosphere. Pre-

vious studies have shown that the atmospheric circula-

tion response to Arctic sea ice anomalies is generally

much weaker than the atmospheric circulation patterns

that force sea ice changes (see Magnusdottir et al. 2004;

Deser et al. 2004; Kvamstø et al. 2004; Bhatt et al. 2008;

Seierstad and Bader 2009; Deser et al. 2010; Serreze

and Barry 2011; Bl€uthgen et al. 2012 and compare to

references in the introduction). Preliminary results

(not shown) indicate that the intensity of the SLP low

over the eastern Arctic may be related to the atmo-

spheric response to Arctic sea ice loss in the CCSM3

ensemble, broadly consistent with the findings of

Bl€uthgen et al. (2012). Isolating the response and

feedbacks to Arctic sea ice loss in the atmosphere,

ocean, and sea ice in observations and in the fully

coupled CCSM3 and CCSM4 ensembles is the subject

of our ongoing research.

The results in this study are based on one model

(CCSM3), with additional supporting evidence from

CCSM4. Compared to CCSM3, CCSM4 shows an im-

proved simulation of the distribution of Arctic sea ice

(Jahn et al. 2012) and of the frequency spectrum of

ENSO (Deser et al. 2012c), highlighting new opportu-

nities for mechanistic studies using large ensembles as

models become more realistic. Large ensembles of cli-

mate change simulations at a variety of resolutions with

other models are needed to test the robustness of our

findings based on CCSM, in particular both the central

Arctic relationships and proposed associations with the

midlatitude and tropical Pacific.
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APPENDIX

Annual Ensemble Spread Correlations with Extent

This paper has analyzed various features of internal

variability in Arctic sea ice loss with a focus on atmo-

spheric covariability. The annual ensemble trend re-

gressions with EXT (Fig. 3) are probably the most

general and comparable to other studies, but regression

coefficients demonstrate the relationships only in phys-

ical units, whereas the amount of shared variance is also

a useful quantity. Annual ensemble trend correlations
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with extent are shown in Fig. A1 for the same sea ice and

atmospheric variables as in Fig. 3.

Ice concentration ensemble trend correlations with

EXT are strongest in the Eurasian sector, diminish in

magnitude across the central Arctic, and extend into

a tongue within the Fram Strait (Fig. A1a). This distri-

bution is roughly similar for ice thickness (Fig. A1b), but

correlation magnitudes are lower because the index

variable is EXT rather than VOL. The Arctic dipole–

like ensemble trend correlation of SLP with EXT is

weak, but stronger correlations exist with the SLP gra-

dient (not shown) and with near-surface winds (Fig.

A1c). A transpolar drift in ice velocity correlations is

consistent with wind-driven ice export arguments else-

where in this paper. Large-scale atmospheric covari-

ability is also demonstrated by significant ensemble

trend correlations outside the Arctic (Figs. A1d–f).

Geopotential height correlations can be compared with

those in Figs. 5, 6, 11, and 12.
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