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Chapter 1: Introduction

Many natural resource management problems involve promoting or preventing spread through

spatial networks. Preventing the spread of invasives [7, 31], the recovery of an endangered

species [59], and encouraging the spread of low-intensity ground fires while preventing high-

intensity crown fires that destroy the habitat of critically-endangered species [34] are examples

of ecosystem management problems. The motivation of this work is the spread of tamarisk in

river networks [7, 31]. The tamarisk plant (Tamarix spp.) is a native of the Middle East. It

has become an invasive plant in the dryland rivers and streams of the western US [13, 61]. It

out-competes native vegetation primarily by producing large numbers of seeds. Given an ongo-

ing tamarisk invasion, a manager must repeatedly decide how and where to fight the invasion

(e.g., eradicate tamarisk plants? plant native plants? upstream? downstream?). Computing op-

timal management policies for maintaining sustainable ecosystems is challenging, because they

exhibit spatial and temporal interactions at multiple scales [11].

These kinds of problems can be formulated as Markov Decision Problems (MDPs). Since

it is not feasible to explicitly specify the mathematical formulations of the system or the MDP

model parameters, the system dynamics are represented by simulation models [9]. In a simulator-

defined MDP, the Markovian dynamics and rewards are provided in the form of a simulator from

which samples can be drawn. Simulators in natural resource management can be very expensive

to execute, so that the time required to solve such MDPs is dominated by the number of calls to

the simulator. This is particularly true when the simulator was developed for some other purpose

where fidelity was much more important than computational efficiency. One example, reported

by Houtman et al. [34], concerns the FARSITE [25] model for simulating wildfires. It was

initially developed for tactical (same-day) fire fighting, but Houtman, et al. apply it for policy

evaluation over 100-year horizons. It takes FARSITE anywhere from several minutes to an hour

to simulate a single wildfire, so simulating a 100-year trajectory containing hundreds of fires is

very expensive.

A naive approach to solving simulator-defined MDP planning problems is to invoke the

simulator a sufficiently large number of times in every state-action pair to estimate the transition

probability matrix and then apply standard MDP planning algorithms to compute a PAC-optimal
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policy. While this is required in the worst case (c.f., [3]), there are two sources of constraint that

algorithms can exploit to reduce simulator calls. First, the transition probabilities in the MDP

may be sparse so that only a small fraction of states are directly reachable from any given state.

Second, in MDP planning problems, there is a designated starting state s0, and the goal is to

find an optimal policy for acting in that state and in all states reachable from that state. In the

case where the optimality criterion is cumulative discounted reward, an additional constraint is

that the algorithm only need to consider states that are reachable within a fixed horizon, because

rewards far in the future have no significant impact on the value of the starting state.

To create a good MDP-planning algorithm, there are two critical design questions: (a) what

confidence interval should be employed to bound the optimality of the policy? and (b) how

should samples be drawn to shrink this confidence interval as quickly as possible. Most existing

work [22, 17, 62, 35] answers the first question by computing a “local” confidence interval for

each state-action pair and then combining these intervals via value iteration. Specifically, Even-

Dar, Mannor, and Mansour [17] apply the Hoeffding bound at each state. Strehl and Littman

[62] apply a multinomial confidence interval developed by Weissman et al. [73] at each state.

One can easily apply the empirical Bernstein bound [2] at each state as well.

To answer the second question, most existing work [62, 35] uses the upper confidence bound

Q(s, a) for each state-action pair to compute the upper confidence bound policy πUCB and then

draws samples by executing that policy along trajectories. This “optimism under uncertainty”

has been shown both theoretically and experimentally to give good exploration. However, there

is no particular reason to think that exploration should take place along trajectories. If we have

a “strong” simulator—that is, a simulator that can provide samples from arbitrary state-action

pairs in any order—then there could be advantages to focusing sampling on particular parts of

the state-action space.

An alternative to local confidence intervals are “global” (or “trajectory-wise”) confidence

intervals. Given a set of trajectories generated according to a fixed policy π, we can compute

the return from each trajectory and then apply either the Hoeffding bound [32] or the empirical

Bernstein bound [2] to compute a confidence interval on the expected return of the fixed policy

π. Such intervals can be much tighter, because, unlike the local intervals, they do not need to

propagate the error by dynamic programming nor do they need to invoke a union bound to ensure

that each of the individual local intervals holds simultaneously. Chapter 3 studies theoretical and

experimental analysis of local and global confidence intervals methods.

For modest-sized instances of these problems, model-based MDP planning algorithms can
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be applied. During the planning phase, the algorithm can invoke a simulator to obtain samples

of the transitions and rewards. Simulators in these problems typically model the system to high

fidelity and, hence, are very expensive to execute. Consequently, the time required to solve such

MDPs is dominated by the number of calls to the simulator. Although approximate or heuristic

solutions would be useful, our collaborating economists tell us that our policy recommendations

will carry more weight if they are provably optimal with high probability.

In addition to above motivations for unconstrained MDPs, in many practical scenarios, such

as natural resource management, a desirable policy needs to satisfy certain constraints imposed

by decision makers. In these scenarios, maximizing the expected reward does not necessarily

avoid rare catastrophic or dangerous situations. For example, in conservation problems, catas-

trophic outcomes include species extinction, long-term establishment of an invasive species, and

severe wildfires. A standard approach to finding policies that avoid catastrophic states is to as-

sign a large negative reward to those states [26, 27]. This is equivalent to a so-called Big M

method for establishing a lexicographic preference for policies that do not enter catastrophic

states. However, this approach does not quantify the risk (probability) of entering a catastrophic

state, nor does it determine whether there are policies that control this risk. A better approach is

to adopt the Constrained MDP (C-MDP) formalism [1], which seeks to maximize one objective

(e.g., economic value) while satisfying one or more constraints probabilistically. For example,

in invasive species management, we can define a C-MDP to minimize the economic cost of inva-

sive species management while ensuring that the probability of native species extinction is less

than a specified threshold.

Recently, Geibel and Wysotzki [27] developed a model-free Q-learning algorithm for C-

MDPs. Their formulation is applicable to episodic tasks with a combination of absorbing catas-

trophic and goal states. As Geramifard [28] pointed out, the Geibel, et al., work does not provide

a performance guarantee on the result.

An alternative to constrained MDPs is to consider risk-sensitive objectives such as variance

penalties, value at risk (VaR), and conditional value at risk (CVaR) [26, 1]. Var and CVar op-

timize the α-quantile of the expected return, and CVaR has favorable mathematical properties.

While these are all very interesting approaches, we find the constrained MDP formulation easier

to understand and explain to stakeholders, and for this reason, we focus our efforts on C-MDPs.

A drawback of C-MDPs is that the optimal policy can be stochastic in some cases. Specifi-

cally, if there are c constraints, then the optimal policy may be stochastic in up to c states. From

the perspective of our stakeholders, this stochastic behavior is confusing and undesirable. Hence,
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in this thesis, we aim to find a stationary deterministic policy that satisfies a downside risk con-

straint as well as maximizing the discounted reward. We seek to do this while economizing on

the number of calls to the simulator and while providing PAC guarantees both that the constraints

are satisfied and that the resulting policy is within a fixed bound of optimality. This provides the

first PAC-RL algorithm for deterministic policies in C-MDPs.

1.1 Contribution

Chapter 2 proposes the following five improvements:

1. Instead of exploring along trajectories, we take advantage of the fact that our simulators

can be invoked for any state-action pair in any order. Hence, our algorithms perform fine-

grained exploration where they iteratively select the state-action pair that they believe will

be most informative.

2. By not exploring along trajectories (rooted at the start state), we could potentially lose the

guarantee that the algorithm only explores states that are reachable from the start state.

We address this by maintaining an estimate of the discounted state occupancy measure.

This measure is non-zero only for states reachable from the start state. We also use the

occupancy measure in our exploration heuristics.

3. We adopt an extension to the termination condition introduced by Even-Dar et al. [15, 17],

which is the width of a confidence interval over the optimal value of the start state. We

halt when the width of the confidence interval is less than ε, the desired accuracy bound.

4. We replace the Hoeffding-bound confidence intervals employed by Fiechter [22] (and oth-

ers) with the multinomial confidence intervals of Weissman, Ordentlich, Seroussi, Verdu,

and Weinberger [73] employed in the MBIE algorithm of Strehl and Littman [62].

5. To take advantage of sparse transition functions, we incorporate an additional confidence

interval for the Good-Turing estimate of the “missing mass” (the total probability of all

unobserved outcomes for a given state-action pair). This confidence interval can be easily

combined with the Weissman et al. interval.

Chapter 3 makes three main contributions:
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1. It develops optimal sampling strategies for Monte Carlo policy evaluation using both local

and trajectory-wise forms of the Hoeffding and empirical Bernstein bounds.

2. It provides experimental evidence that for policy evaluation the trajectory-wise bounds

generally out-perform the local bounds except in a few special cases.

3. It introduces two new MDP planning algorithms, LGCV and LLGCV, for simulator-

defined MDPs. These algorithms combine trajectory-wise confidence intervals with lo-

cal confidence intervals to reduce the number of samples needed to achieve target levels

of accuracy. The LGCV algorithm combines a local upper bound with a global lower

bound. Although this performs well on some problems, it exhibits poor performance on

others. The LLGCV algorithm extends LGCV by intersecting both the local and global

lower bounds. Although this requires computing additional confidence intervals, it elim-

inates LGCV’s failure cases. Hence, LLGCV provides a robust method that can provide

significant improvements over previous methods.

Chapter 4 makes two main contributions:

1. It finds a stationary deterministic policy that satisfies a downside risk constraint as well as

maximizing the discounted reward. It does this while economizing on the number of calls

to the simulator and while providing PAC guarantees both that the constraints are satisfied

and that the resulting policy is within a fixed bound of optimality.

2. It provides the first PAC-Safe-RL algorithm for deterministic policies in C-MDPs.

1.2 Organization

The thesis is composed of three manuscripts; the first one has been published the Journal of

Machine Learning Research. The second and third manuscripts are ready to be submitted to

relevant machine learning journals and conferences. The first and second manuscripts focus on

sample-efficient algorithms for unconstrained MDPs. The first manuscript proposes a sampling

heuristic for local confidence intervals. The second manuscript makes a theoretical analysis of

Monte-Carlo policy evaluation, and proposes a new PAC-optimal algorithm combining global

and local confidence bounds. The third manuscript extends the ideas in the first two manuscripts

to C-MDPs.
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Chapter 2: PAC Optimal MDP Planning with Application to Invasive

Species Management

In a simulator-defined MDP, the Markovian dynamics and rewards are provided in the form of

a simulator from which samples can be drawn. This chapter studies MDP planning algorithms

that attempt to minimize the number of simulator calls before terminating and outputting a policy

that is approximately optimal with high probability. The chapter introduces two heuristics for

efficient exploration and an improved confidence interval that enables earlier termination with

probabilistic guarantees. We prove that the heuristics and the confidence interval are sound and

produce with high probability an approximately optimal policy in polynomial time. Experiments

on two benchmark problems and two instances of an invasive species management problem show

that the improved confidence intervals and the new search heuristics yield reductions of between

8% and 47% in the number of simulator calls required to reach near-optimal policies.1

2.1 Introduction

The motivation for this chapter is the area of ecosystem management in which a manager seeks to

maintain the healthy functioning of an ecosystem by taking actions that promote the persistence

and spread of endangered species or actions that fight the spread of invasive species, fires, and

disease. Most ecosystem management problems can be formulated as MDP (Markov Decision

Process) planning problems with separate planning and execution phases. During the planning

phase, the algorithm can invoke a simulator to obtain samples of the transitions and rewards.

Simulators in these problems typically model the system to high fidelity and, hence, are very

expensive to execute. Consequently, the time required to solve such MDPs is dominated by the

number of calls to the simulator. A good MDP planning algorithm minimizes the number of

calls to the simulator and yet terminates with a policy that is approximately optimal with high

probability. This is referred to as being PAC-RL [22].

Because of the separation between the exploration phase (where the simulator is invoked
1Portions of this work appeared in Proceedings of Twenty-Seventh AAAI Conference on Artificial Intelligence

(AAAI-2013)
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and a policy is computed) and the exploitation phase (where the policy is executed in the ac-

tual ecosystem), we refer to these ecosystem management problems as problems of MDP Plan-

ning rather than of Reinforcement Learning. In MDP planning, we do not need to resolve the

exploration-exploitation tradeoff.

Another aspect of these MDP planning problems that distinguishes them from reinforcement

learning is that the planning algorithm must decide when to terminate and output a PAC-optimal

policy. Many reinforcement learning algorithms, such as Sparse Sampling [39], FSSS [72],

MBIE [62], and UCRL2 [35] never terminate. Instead, their performance is measured in terms

of the number of “significantly non-optimal actions” (known as PAC-MDP, [36]) or cumulative

regret [35].

A final aspect of algorithms for ecosystem management problems is that they must produce

an explicit policy in order to support discussions with stakeholders and managers to convince

them to adopt and execute the policy. Hence, receding horizon search methods, such as Sparse

Sampling and FSSS, are not appropriate because they do not compute an explicit policy.

A naive approach to solving simulator-defined MDP planning problems is to invoke the

simulator a sufficiently large number of times in every state-action pair and then apply standard

MDP planning algorithms to compute a PAC-optimal policy. While this is required in the worst

case (c.f., [3]), there are two sources of constraint that algorithms can exploit to reduce simulator

calls. First, the transition probabilities in the MDP may be sparse so that only a small fraction of

states are directly reachable from any given state. Second, in MDP planning problems, there is

a designated starting state s0, and the goal is to find an optimal policy for acting in that state and

in all states reachable from that state. In the case where the optimality criterion is cumulative

discounted reward, an additional constraint is that the algorithm only need to consider states that

are reachable within a fixed horizon, because rewards far in the future have no significant impact

on the value of the starting state.

It is interesting to note that the earliest PAC-optimal algorithm published in the reinforce-

ment learning community was in fact an MDP planning algorithm: the method of Fiechter [22]

addresses exactly the problem of making a polynomial number of calls to the simulator and then

outputting a policy that is approximately correct with high probability. Fiechter’s method works

by exploring a series of trajectories, each of which begins at the start state and continues to a

fixed-depth horizon. By exploring along trajectories, this algorithm ensures that only reachable

states are explored. And by terminating the exploration at a fixed horizon, it exploits discounting.

Our understanding of reinforcement learning has advanced considerably since Fiechter’s
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work. This chapter can be viewed as applying these advances to develop “modern” MDP plan-

ning algorithms. Specifically, we introduce the following five improvements:

1. Instead of exploring along trajectories, we take advantage of the fact that our simulators

can be invoked for any state-action pair in any order. Hence, our algorithms perform fine-

grained exploration where they iteratively select the state-action pair that they believe will

be most informative.

2. By not exploring along trajectories (rooted at the start state), we could potentially lose the

guarantee that the algorithm only explores states that are reachable from the start state.

We address this by maintaining an estimate of the discounted state occupancy measure.

This measure is non-zero only for states reachable from the start state. We also use the

occupancy measure in our exploration heuristics.

3. We adopt an extension to the termination condition introduced by Even-Dar et al. [15, 17],

which is the width of a confidence interval over the optimal value of the start state. We

halt when the width of the confidence interval is less than ε, the desired accuracy bound.

4. We replace the Hoeffding-bound confidence intervals employed by Fiechter (and others)

with the multinomial confidence intervals of Weissman, Ordentlich, Seroussi, Verdu, and

Weinberger [73] employed in the MBIE algorithm of Strehl and Littman [62].

5. To take advantage of sparse transition functions, we incorporate an additional confidence

interval for the Good-Turing estimate of the “missing mass” (the total probability of all

unobserved outcomes for a given state-action pair). This confidence interval can be easily

combined with the Weissman et al. interval.

This chapter is organized as follows. Section 2 introduces our notation. Section 3 describes

a particular ecosystem management problem—control of the invasive plant tamarisk—and its

formulation as an MDP. Section 4 reviews previous work on sample-efficient MDP planning

and describes in detail the algorithms against which we will evaluate our new methods. Section

5 presents the technical contributions of the chapter. It introduces our improved confidence

intervals, proves their soundness, and presents experimental evidence that they enable earlier

termination than existing methods. It then describes two new exploration heuristics, proves that

they achieve polynomial sample size, and presents experimental evidence that they are more

effective than previous heuristics. Section 6 concludes the chapter.
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2.2 Definitions

We employ the standard formulation of an infinite horizon discounted Markov Decision Process

(MDP; Bellman 4, Puterman 55) with a designated start state distribution. Let the MDP be

defined byM = 〈S,A, P,R, γ, P0〉, where S is a finite set of (discrete) states of the world; A

is a finite set of possible actions that can be taken in each state; P : S × A × S 7→ [0, 1] is the

conditional probability of entering state s′ when action a is executed in state s; R(s, a) is the

(deterministic) reward received after performing action a in state s; γ ∈ (0, 1) is the discount

factor, and P0 is the distribution over starting states. It is convenient to define a special starting

state s0 and action a0 and define P (s|s0, a0) = P0(s) and R(s0, a0) = 0. We assume that

0 ≤ R(s, a) ≤ Rmax for all s, a. Generalization of our methods to (bounded) stochastic rewards

is straightforward.

A strong simulator (also called a generative model) is a function F : S × A 7→ S × < that

given (s, a) returns (s′, r) where s′ is sampled according to P (s′|s, a) and r = R(s, a).

A (deterministic) policy is a function from states to actions, π : S 7→ A. The value of a policy

π at the starting state is defined as V π(s0) = E[
∑∞

t=0 γ
tR(st, π(st))], where the expectation

is taken with respect to the stochastic transitions. The maximum possible V π(s0) is denoted

Vmax = Rmax/(1− γ). An optimal policy π∗ maximizes V π(s0), and the corresponding value

is denoted by V ∗(s0). The action-value of state s and action a under policy π is defined as

Qπ(s, a) = R(s, a) + γ
∑

s′ P (s′|s, a)V π(s′). The optimal action-value is denoted Q∗(s, a).

Define pred(s) to be the set of states s− such that P (s|s−, a) > 0 for at least one action a

and succ(s, a) to be the set of states s′ such that P (s′|s, a) > 0.

Definition 1 Fiechter [22]. A learning algorithm is PAC-RL2 if for any discounted MDP defined

by 〈S,A, P,R, γ, P0〉, ε > 0, 1 > δ > 0, and 0 ≤ γ < 1, the algorithm halts and outputs a

policy π such that

P[|V ∗(s0)− V π(s0)| ≤ ε] ≥ 1− δ,

in time polynomial in |S|, |A|, 1/ε, 1/δ, 1/(1− γ), and Rmax.

As a learning algorithm explores the MDP, it collects the following statistics. Let N(s, a) be

2In retrospect, it would have been better if Fiechter had called this PAC-MDP, because he is doing MDP planning.
In turn, PAC-MDP has come to refer to reinforcement learning algorithms with polynomial time or regret bounds,
which would be more appropriately called PAC-RL algorithms. At some point, the field should swap the meaning of
these two terms.
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the number of times the simulator has been called with state-action pair (s, a). LetN(s, a, s′) be

the number of times that s′ has been observed as the result. Let R(s, a) be the observed reward.

2.3 Managing Tamarisk Invasions in River Networks

The tamarisk plant (Tamarix spp.) is a native of the Middle East. It has become an invasive plant

in the dryland rivers and streams of the western US [13, 61]. It out-competes native vegetation

primarily by producing large numbers of seeds. Given an ongoing tamarisk invasion, a manager

must repeatedly decide how and where to fight the invasion (e.g., eradicate tamarisk plants? plant

native plants? upstream? downstream?).

A stylized version of the tamarisk management problem can be formulated as an MDP as fol-

lows. The state of the MDP consists of a tree-structured river network in which water flows from

the leaf nodes toward the root (see Figure 2.1).

Edge (E)

Slot (H)

Figure 2.1: Tamarisk struc-

ture

The network contains E edges. Each edge in turn has H slots at

which a plant can grow. Each slot can be in one of three states:

empty, occupied by a tamarisk plant, or occupied by a native

plant. In this stylized model, because the exact physical layout

of the H slots within each edge is unimportant, the state of the

edge can be represented using only the number of slots that are

occupied by tamarisk plants and the number of slots occupied by

native plants. The number of empty slots can be inferred by sub-

tracting these counts from H . Hence, each edge can be in one

of (H + 1)(H + 2)/2 states. Consequently, the total number of

states in the MDP is E(H+1)(H+2)/2.

The dynamics are defined as follows. In each time step, each plant (tamarisk or native) dies

with probability 0.2. The remaining plants each produce 100 seeds. The seeds then disperse

according to a spatial process such that downstream spread is much more likely than upstream

spread. We employ the dispersal model of Muneepeerakul et al. [48, Appendix B] with an

upstream parameter of 0.1 and a downstream parameter of 0.5. An important aspect of the

dispersal model is that there is a non-zero probability for a propagule to travel from any edge

to any other edge. Each propagule that arrives at an edge lands in a slot chosen uniformly

at random. Hence, after dispersal, each propagule has landed in one of the slots in the river

network. The seeds that arrive at an occupied slot die and have no effect. The seeds that arrive
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at an empty slot compete stochastically to determine which one will occupy the site and grow.

In the MDPs studied in this chapter, this competition is very simple: one of the arriving seeds is

chosen uniformly at random to occupy the slot.

Many variations of the model are possible. For example, we can allow the tamarisk plants to

be more fecund (i.e., produce more seeds) than the native plants. The seeds can have differential

competitive advantage. The plants can have differential mortality, and so on. One variation that

we will employ in one of our experiments is to include “exogenous arrivals” of tamarisk seeds.

This models the process by which new seeds are introduced to the river network from some

external source (e.g., fishermen transporting seeds on their clothes or equipment). Specifically,

in the exogenous arrivals condition, in addition to the seeds that arrive at an edge via dispersal,

up to 10 additional seeds of each species arrive in each edge. These are sampled by taking 10

draws from a Bernoulli distribution for each species. For tamarisk, the Bernoulli parameter is

0.1; for the native seeds, the Bernoulli parameter is 0.4.

The dynamics can be represented as a very complex dynamic Bayesian network (DBN).

However, inference in this DBN is intractable, because the induced tree width is immense. One

might hope that methods from the factored MDP literature could be applied, but the competition

between the seeds that arrive at a given slot means that every slot is a parent of every other slot, so

there is no sparseness to be exploited. An additional advantage of taking a simulation approach

is that our methods can be applied to any simulator-defined MDP. We have therefore constructed

a simulator that draws samples from the DBN. Code for the simulator can be obtained from

http://2013.rl-competition.org/domains/invasive-species.

The actions for the management MDP are defined as follows. At each time step, one action

can be taken in each edge. The available actions are “do nothing”, “eradicate” (attempt to kill

all tamarisk plants in all slots in the edge), and “restore” (attempt to kill all tamarisk plants in

all slots in the edge and then plant native plants in every empty slot). The effects are controlled

by two parameters: the probability that killing a tamarisk plant succeeds (χ = 0.85) and the

probability that planting a native plant in an empty slot succeeds (β = 0.65). Taken together, the

probability that the “restore” action will change a slot from being occupied by a tamarisk plant

to being occupied by a native plant is the product χ × β = 0.5525. Because these actions can

be taken in each edge, the total number of actions for the MDP is 3E . However, we will often

include a budget constraint that makes it impossible to treat more than one edge per time step.

The reward function assigns costs as follows. There is a cost of 1.0 for each edge that is

invaded (i.e., that has at least one slot occupied by a tamarisk plant) plus a cost of 0.1 for each
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slot occupied by a tamarisk plant. The cost of applying an action to an edge is 0.0 for “do

nothing”, 0.5 for “eradicate”, and 0.9 for “restore”.

The optimization objective is to minimize the infinite horizon discounted sum of costs. How-

ever, for notational consistency we will describe our algorithms in terms of maximizing the

discounted sum of rewards throughout the chapter.

It is important to note that in real applications, all of the parameters of the cost function and

transition dynamics may be only approximately known, so another motivation for developing

sample-efficient algorithms is to permit experimental analysis of the sensitivity of the optimal

policy to the values of these parameters. The techniques employed in this chapter are closely-

related to those used to compute policies that are robust to these uncertainties [44, 67].

Now that we have described our motivating application problem, we turn our attention to

developing efficient MDP planning algorithms. We start by summarizing previous research.

2.4 Previous Work on Sample-Efficient MDP Planning

Fiechter [22] first introduced the notion of PAC reinforcement learning in Definition 1 and pre-

sented the PAC-RL algorithm shown in Figure 1. Fiechter’s algorithm defines a measure of un-

certainty d̃πh(s), which with high probability is an upper bound on the difference |V ∗h (s)−V π
h (s)|

between the value of optimal policy and the value of the “maximum likelihood” policy that would

be computed by value iteration using the current transition probability estimates. The subscript

h indicates the depth of state s from the starting state. Fiechter avoids dealing with loops in

the MDP by computing a separate transition probability estimate for each combination of state,

action and depth (s, a, h) up to h ≤ H , where H is the maximum depth (“horizon”) at which

estimates are needed. Hence, the algorithm maintains separate counts Nh(s, a, s′) and Nh(s, a)

to record the results of exploration for each depth h. To apply this algorithm in practice, Fiechter

[23] modifies the algorithm to drop the dependency of the related statistics on h.

Fiechter’s algorithm explores along a sequence of trajectories. Each trajectory starts at state

s0 and depth 0 and follows an exploration policy πe until reaching depth H . The exploration

policy is the optimal policy for an “exploration MDP” whose transition function is Ph(s′|s, a)

but whose reward function for visiting state s at depth h is equal to

Rh(s, a) =
6

ε

Vmax
1− δ

√
2 ln 4H|S||A| − 2 ln δ

Nh(s, a)
.
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This reward is derived via an argument based on the Hoeffding bound. The transition probabili-

ties Ph(s′|s, a) are computed from the observed counts.

The quantity dπ
e
(s) is the value function corresponding to πe. Because the MDP is strati-

fied by depth, πe and dπe can be computed in a single sweep starting at depth H and working

backward to depth 0. The algorithm alternates between exploring along a single trajectory and

recomputing πe and dπ
e
. It halts when dπ

e

0 (s0) ≤ 2/(1 − γ). By exploring along πe, the algo-

rithm seeks to visit a sequence of states whose total uncertainty is maximized in expectation.

Algorithm 1 Fiechter(s0, γ, F, ε, δ)
Input: s0: start state; γ: discount rate; F : a simulator
Initialization:

H =
⌈

1
1−γ

(
lnVmax + ln 6

ε

)⌉
// horizon depth

for s, s′ ∈ S, a ∈ A(s), h = 0, . . . ,H − 1 do
Nh(s, a) = 0
Nh(s, a, s′) = 0
Rh(s, a, s′) = 0
πeh(s) = a1

Exploration:
while dπe0 (s0) > 2/(1− γ) do

reset h = 0 and s = s0

while h < H do
a = πeh(s)
(r, s′) ∼ F (s, a) // draw sample
update Nh(s, a), Nh(s, a, s′), and Rh(s, a, s′)
h = h+ 1
s = s′

Compute new policy πe (and values dπ
e
) using the following dynamic program dmax =

(12Vmax)/(ε(1− γ))
Ph(s′|s, a) = Nh(s, a, s′)/Nh(s, a)
dπ

e

H (s) = 0, ∀s ∈ S
for h = H − 1, . . . , 0 do

eπ
e

h (s, a) = min
{
dmax,

6
ε
Vmax
1−δ

√
2 ln 4H|S||A|−2 ln δ

Nh(s,a) + γ
∑

s′∈succ(s,a) Ph(s′|s, a)dπ
e

h+1(s′)
}

πeh(s) = argmaxa∈A(s) e
πe

h (s, a)

dπ
e

h (s) = eπ
e

h (s, πeh(s))

Compute policy π, and return it.
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A second important inspiration for our work is the Model-Based Action Elimination (MBAE)

algorithm of Even-Dar et al. [15, 17]. Their algorithm maintains confidence intervals Q(s, a) ∈
[Qlower(s, a), Qupper(s, a)] on the action-values for all state-action pairs in the MDP. These con-

fidence intervals are computed via “extended value iteration” that includes an additional term

derived from the Hoeffding bounds:

Qupper(s, a) = R(s, a) + γ
∑
s′

P̂ (s′|s, a)Vupper(s
′) + Vmax

√
ln ct2|S||A| − ln δ

|N(s, a)|
(2.1)

Vupper(s) = max
a

Qupper(s, a) (2.2)

Qlower(s, a) = R(s, a) + γ
∑
s′

P̂ (s′|s, a)Vlower(s
′)− Vmax

√
ln ct2|S||A| − ln δ

|N(s, a)|
(2.3)

Vlower(s) = max
a

Qlower(s, a). (2.4)

In these equations, t is a counter of the number of times that the confidence intervals have been

computed and c is an (unspecified) constant. Even-Dar et al. prove that the confidence intervals

are sound. Specifically, they show that with probability at least 1−δ,Qlower(s, a) ≤ Q∗(s, a) ≤
Qupper(s, a) for all s, a, and iterations t.

Their MBAE algorithm does not provide a specific exploration policy. Instead, the primary

contribution of their work is to demonstrate that these confidence intervals can be applied as a

termination rule. Specifically, if for all (s, a), |Qupper(s, a) − Qlower(s, a)| < ε(1−γ)
2 , then the

policy that chooses actions to minimize Qlower(s, a) is ε-optimal with probability at least 1− δ.

Note that the iteration over s′ in these equations only needs to consider the observed transitions,

as P̂ (s′|s, a) = 0 for all transitions where N(s, a, s′) = 0.

An additional benefit of the confidence intervals is that any action a′ can be eliminated from

consideration in state s if Qupper(s, a′) < Qlower(s, a). Even-Dar et al. demonstrate experimen-

tally that this can lead to faster learning than standard Q learning (with either uniform random

action selection or ε-greedy exploration).

The third important source of ideas for our work is the Model-Based Interval Estimation

(MBIE) algorithm of Strehl and Littman [62]. MBIE maintains an upper confidence bound on

the action-value function, but unlike Fiechter and Even-Dar et al., this bound is based on a

confidence region for the multinomial distribution developed by Weissman et al. [73].

Let P̂ (s′|s, a) = N(s, a, s′)/N(s, a) be the maximum likelihood estimate for P (s′|s, a),
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and let P̂ and P̃ denote P̂ (·|s, a) and P̃ (·|s, a). Define the confidence set CI as

CI(P̂ |N(s, a), δ) =
{
P̃
∣∣∣ ‖P̃ − P̂‖1 ≤ ω(N(s, a), δ)

}
, (2.5)

where ‖ · ‖1 is the L1 norm and ω(N(s, a), δ) =
√

2[ln(2|S|−2)−ln δ]
N(s,a) . The confidence interval is

an L1 “ball” of radius ω(N(s, a), δ) around the maximum likelihood estimate for P . Weissman

et al. [73] prove that with probability 1− δ, P (·|s, a) ∈ CI(P̂ (·|s, a)|N(s, a), δ).

Given confidence intervals for all visited (s, a), MBIE computes an upper confidence bound

on Q and V as follows. For any state where N(s, a) = 0, define Qupper(s, a) = Vmax. Then

iterate the following dynamic programming equations to convergence:

Qupper(s, a) = R(s, a) + max
P̃ (s,a)∈CI(P (s,a),δ1)

γ
∑
s′

P̃ (s′|s, a) max
a′

Qupper(s
′, a′) ∀s, a (2.6)

At convergence, define Vupper(s) = maxaQupper(s, a). Strehl and Littman [62] prove that this

converges.

Strehl and Littman provide Algorithm UPPERP (Algorithm 2) for solving the optimization

over CI(P (s, a), δ1) in (2.6) efficiently. If the radius of the confidence interval is ω, then we

can solve for P̃ by shifting ∆ω = ω/2 of the probability mass from outcomes s′ for which

Vupper(s
′) = maxa′ Qupper(s

′, a′) is low (“donor states”) to outcomes for which it is maximum

(“recipient states”). This will result in creating a P̃ distribution that is at L1 distance ω from

P̂ . The algorithm repeatedly finds a pair of successor states s and s and shifts probability from

one to the other until it has shifted ∆ω. Note that in most cases, s will be a state for which

N(s, a, s) = 0—that is, a state we have never visited. In such cases, Vupper(s) = Vmax.

As with MBAE, UPPERP only requires time proportional to the number of transitions that

have been observed to have non-zero probability.

The MBIE algorithm works as follows. Given the upper bound Qupper, MBIE defines an

exploration policy based on the optimism principle [6]. Specifically, at each state s, it selects

the action a that maximizes Qupper(s, a). It then performs that action in the MDP simulator to

obtain the immediate reward r and the resulting state s′. It then updates its statistics N(s, a, s′),

R(s, a), and N(s, a) and recomputes Qupper.

MBIE never terminates. However, it does compute a constant m such that if N(s, a) > m,

then it does not draw a new sample from the MDP simulator for (s, a). Instead, it samples a
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Algorithm 2 UPPERP(s, a, δ,M0)
Input: s, a
δ: Confidence parameter
M0: missing mass limit
Lines marked by GT: are for the Good-Turing extension
N(s, a) :=

∑
s′ N(s, a, s′)

P̂ (s′|s, a) := N(s, a, s′)/N(s, a) for all s′

P̃ (s′|s, a) := P̂ (s′|s, a) for all s′

∆ω := ω(N(s, a), δ)/2
GT: N0(s, a) := {s′|N(s, a, s′) = 0}
GT: ∆ω := min

(
ω(N(s, a), δ/2)/2, (1 +

√
2)
√

ln(2/δ)
N(s,a)

)
while ∆ω > 0 do

S′ := {s′ : P̂ (s′|s, a) < 1} recipient states
GT: if M0 = 0 then S′ := S′ \N0(s, a)

s := argmins′:P̃ (s′|s,a)>0 Vupper(s
′) donor state

s := argmaxs′∈S′,P̃ (s′|s,a)<1 Vupper(s
′) recipient state

ξ := min{1− P̃ (s|s, a), P̃ (s|s, a),∆ω}
P̃ (s|s, a) := P̃ (s|s, a)− ξ
P̃ (s|s, a) := P̃ (s|s, a) + ξ
∆ω := ∆ω − ξ

GT: if s ∈ N0(s, a) then M0 := M0 − ξ
return P̃

next state according to its transition probability estimate P̂ (s′|s, a). Hence, in an ergodic3 or

unichain4 MDP, it will eventually stop drawing new samples, because it will have invoked the

simulator on all actions a in all non-transient states s at least m times.

Because MBIE does not terminate, it cannot be applied directly to MDP planning. However,

we can develop an MDP planning version by using the horizon time H computed by Fiechter’s

method and forcing MBIE to jump back to s0 each time it has traveled H steps away from

the start state. Algorithm 3 provides the pseudo-code for this variant of MBIE, which we call

MBIE-reset.

Now that we have described the application goal and previous research, we present the novel

contributions of this chapter.
3An ergodic MDP is an MDP where every state can be accessed in a finite number of steps from any other state
4In unichain MDP, every policy in an MDP result in a single ergodic class
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Algorithm 3 MBIE-reset(s0, γ, F,H, ε, δ)
Input: s0:start state, γ: discount rate, F : a simulator, H : horizon,ε, δ: accuracy and confidence

parameters
N(s, a, s′) = 0 for all (s, a, s′)

m = c
[

|S|
ε2(1−γ)4

+ 1
ε2(1−γ)4

ln |S||A|
ε(1−γ)δ

]
repeat forever

s = s0

h = 1
while h ≤ H do

update Qupper and Vupper by iterating equation 2.6 to convergence
a = argmaxaQupper(s)
if N(s, a) < m then

(r, s′) ∼ F (s, a) // draw sample
update N(s, a, s′), N(s, a), and R(s, a)

else
s′ ∼ P̂ (s′|s, a)
r = R(s, a)

h = h+ 1

2.5 Improved Model-Based MDP Planning

We propose a new algorithm, which we call DDV. Algorithm 4 presents the general schema

for the algorithm. For each state-action (s, a) pair that has been explored, DDV maintains up-

per and lower confidence limits on Q(s, a) such that Qlower(s, a) ≤ Q∗(s, a) ≤ Qupper(s, a)

with high probability. From these, we compute a confidence interval on the value of the start

state s0 according to Vlower(s0) = maxaQlower(s0, a) and Vupper(s0) = maxaQupper(s0, a).

Consequently, Vlower(s0) ≤ V ∗(s0) ≤ Vupper(s0) with high probability. The algorithm termi-

nates when the width of this confidence interval, which we denote by ∆V (s0) = Vupper(s0) −
Vlower(s0), is less than ε.

The confidence intervals for Qlower and Qupper are based on an extension of the Weissman,

et al. confidence interval of Equation (2.5), which we will refer to as CIGT (P (s, a), δ1) (which

will be described below). The confidence intervals are computed by iterating the following
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equations to convergence:

Qlower(s, a) = R(s, a) + min
P̃ (s,a)∈CIGT (P (s,a),δ1)

γ
∑
s′

P̃ (s′|s, a) max
a′

Qlower(s
′, a′) ∀s, a.(2.7)

Qupper(s, a) = R(s, a) + max
P̃ (s,a)∈CIGT (P (s,a),δ1)

γ
∑
s′

P̃ (s′|s, a) max
a′

Qupper(s
′, a′) ∀s, a.(2.8)

The Q values are initialized as follows: Qlower(s, a) = 0 and Qupper(s, a) = Vmax. At conver-

gence, define Vlower(s) = maxaQlower(s, a) and Vupper(s) = maxaQupper(s, a).

Lemma 1 If δ1 = δ/(|S||A|), then with probability 1−δ,Qlower(s, a) ≤ Q∗(s, a) ≤ Qupper(s, a)

for all (s, a) and Vlower(s) ≤ V ∗(s) ≤ Vupper for all s.

Proof 1 Strehl and Littman [62] prove this for Qupper and Vupper by showing that it is true at

the point of initialization and that Equation (2.8) is a contraction. Hence, it remains true by

induction on the number of iterations of value iteration. The proof for Qlower and Vlower is

analogous.

The exploration heuristic for DDV is based on exploring the state-action pair (s, a) that

maximizes the expected decrease in ∆V (s0). We write this quantity as ∆∆V (s0|s, a), because

it is a change (∆) in the confidence interval width ∆V (s0|s, a). Below, we will describe two

different heuristics that are based on two different approximations to ∆∆V (s0|s, a).

We now present the improved confidence interval, CIGT , and evaluate its effectiveness ex-

perimentally. Then we introduce our two search heuristics, analyze them, and present experi-

mental evidence that they improve over previous heuristics.

2.5.1 Tighter Statistical Analysis for Earlier Stopping

The first contribution of this chapter is to improve the confidence intervals employed in equation

(2.6). In many real-world MDPs, the transition probability distributions are sparse in the sense

that there are only a few states s′ such that P (s′|s, a) > 0. A drawback of the Weissman et al.

confidence interval is that ω(N, δ) scales asO(
√
|S|/N), so the intervals are very wide for large

state spaces. We would like a tighter confidence interval for sparse distributions.

Our approach is to intersect the Weissman et al. confidence interval with a confidence interval

based on the Good-Turing estimate of the missing mass [30].
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Algorithm 4 DDV (s0, γ, F, ε, δ)
Input: s0:start state
γ: discount rate
F : a simulator
ε, δ: accuracy and confidence parameters
m = c

[
|S|

ε2(1−γ)4
+ 1

ε2(1−γ)4
ln |S||A|

ε(1−γ)δ

]
δ′ = δ/(|S||A|m)
S̃ = {s0} // observed and/or explored states
N(s, a, s′) = 0 for all (s, a, s′)
repeat forever

update Qupper, Qlower, Vupper, Vlower by iterating equations 2.7 and 2.8 using δ′ to compute
the confidence intervals
if Vupper(s0)− Vlower(s0) ≤ ε then

// compute a good policy and terminate
πlower(s) = arg maxaQlower(s, a)
return πlower

forall the explored or observed states s do
forall the actions a do

compute ∆∆V (s0|s, a)

compute (s, a) := argmax(s,a) ∆∆V (s0|s, a)
(r, s′) ∼ F (s, a) // draw sample
S̃ := S̃ ∪ {s′} // update the set of discovered states
update N(s, a, s′), N(s, a), and R(s, a)

Definition 2 For a given state-action pair (s, a), let Nk(s, a) = {s′|N(s, a, s′) = k} be the

set of all result states s′ that have been observed exactly k times. We seek to bound the total

probability of those states that have never been observed: M0(s, a) =
∑

s′∈N0(s,a) P (s′|s, a).

The Good-Turing estimate of M0(s, a) is

M̂0(s, a) =
|N1(s, a)|
N(s, a)

.

In words, Good and Turing count the number of successor states that have been observed exactly

once and divide by the number of samples. The following lemma follows directly from [38],

[46], and [45].
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Lemma 2 With probability 1− δ,

M0(s, a) ≤ M̂0(s, a) + (1 +
√

2)

√
ln(1/δ)

N(s, a)
. (2.9)

Proof 2 Let S(M0(s, a), x) be the Chernoff “entropy”, defined as

S(M0(s, a), x) = sup
β
xβ − lnZ(M0(s, a), β),

where Z(M0(s, a), β) = E[eβM0(s,a)]. McAllester and Ortiz [45, Theorem 16] prove that

S(M0(s, a),E[M0(s, a)] + ε) ≥ N(s, a)ε2.

From Lemmas 12 and 13 of McAllester and Schapire [46],

E[M0(s, a)] ≤ M̂0(s, a) +

√
2 log 1/δ

N(s, a)
.

Combining these results yields

S

(
M0(s, a), M̂0(s, a) +

√
2 log 1/δ

N(s, a)
+ ε

)
≥ N(s, a)ε2. (2.10)

Chernoff [10] proves that

P (M0(s, a) ≥ x) ≤ e−S(M0(s,a),x).

Plugging in (2.10) gives

P

(
M0(s, a) ≥ M̂0(s, a) +

√
2 log 1/δ

N(s, a)
+ ε

)
≤ e−N(s,a)ε2 . (2.11)

Setting δ = e−N(s,a)ε2 and solving for ε gives ε =
√

(log 1/δ)/N(s, a). Plugging this into

(2.11) and simplifying gives the result.

Define CIGT (P̂ |N(s, a), δ) to be the set of all distributions P̃ ∈ CI(P̂ |N(s, a), δ/2) such
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that
∑

s′∈N0(s,a) P̃ (s′|s, a) < M̂0(s, a) + (1 +
√

2)
√

ln(2/δ)
N(s,a) . This intersects the Weissman and

Good-Turing intervals. Note that since we are intersecting two confidence intervals, we must

compute both (2.5) and (2.9) using δ/2 so that they will simultaneously hold with probability

1− δ.

We can incorporate the bound from (2.9) into UPPERP by adding the lines prefixed by “GT:”

in Algorithm 2. These limit the amount of probability that can be shifted to unobserved states

according to (2.9). The modified algorithm still only requires time proportional to the number of

states s′ where N(s, a, s′) > 0.

2.5.1.1 Experimental Evaluation of the Improved Confidence Bound

To test the effectiveness of this Good-Turing improvement, we ran MBIE-reset and compared its

performance with and without the improved confidence interval.

We experimented with four MDPs. The first is a Combination Lock MDP with 500 states.

In each state i, there are two possible actions. The first action makes a deterministic transition to

state i + 1 with reward 0 except for state 500, which is a terminal state with a reward of 1. The

second action makes a transition (uniformly) to one of the states 1, . . . , i− 1 with reward 0. The

optimal policy is to choose the first action in every state, even though it doesn’t provide a reward

until the final state.

The remaining three MDPs are different versions of the tamarisk management MDP. The

specific network configurations that we employed in this experiment were the following:

• E = 3, H = 2 with the budget constraint that in each time step we can only choose one

edge in which to perform a non-“do nothing” action. This gives a total of 7 actions.

• E = 3, H = 3 with the same constraints as for E = 3, H = 2.

• E = 7, H = 1 with the budget constraint that in each time step we can only choose one

edge in which to perform a non-“do nothing” action. The only such action is “restore”.

This gives a total of 8 actions.

2.5.1.2 Results

Figure 2.2 shows the upper and lower confidence bounds, Vupper(s0) and Vlower(s0), on the

value of the starting state s0 as a function of the number of simulator calls. The confidence
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bounds for the Weissman et al. interval are labeled “V(CI)”, whereas the bounds for this interval

combined with the Good-Turing interval are labeled “V(CI-GT)”.
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(c) Tamarisk with E = 3 and H = 3
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Figure 2.2: Plots of Vupper(s0) and Vlower(s0) for MBIE-reset on V (s0) with and without incor-
porating Good-Turing confidence intervals. Values are the mean of 15 independent trials. Error
bars (which are barely visible) show 95% confidence intervals computed from the 15 trials.

2.5.1.3 Discussion

The results show that the Good-Turing interval provides a substantial reduction in the number

of required simulator calls. On the combination lock problem, the CI-GT interval after 2 × 105
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calls is already better than the CI interval after 106 calls, for a more than five-fold speedup.

On the E = 3, H = 2 tamarisk problem, the speedup is more than a factor of three. On the

E = 3, H = 3 version, the speedup is more than five-fold. And on the E = 7, H = 1 problem,

the CI interval does not show any progress toward convergence, whereas the CI-GT interval has

begun to make progress.

2.5.2 Improved Exploration Heuristics for MDP Planning

The second contribution of this chapter is to define two new exploration heuristics for MDP

planning and compare them to existing algorithms. As with previous work, we wish to exploit

reachability and discounting to avoid exploring unnecessarily. However, we want to take ad-

vantage of the fact that our simulators are “strong” in the sense that we can explore any desired

state-action pair in any order.

As discussed above, our termination condition is to stop when the width of the confidence

interval ∆V (s0) = Vupper(s0)−Vlower(s0) is less than ε. Our heuristics are based on computing

the state-action pair (s, a) that will lead to the largest (one step) reduction in ∆V (s0). Formally,

let ∆∆V (s0|s, a) = E[∆V (s0)−∆V ′(s0)|(s, a)] be the expected change in ∆V (s0) if we draw

one more sample from (s, a). Here the prime in ∆V ′(s0) denotes the value of ∆V (s0) after

exploring (s, a). The expectation is taken with respect to two sources of uncertainty: uncertainty

about the reward R(s, a) and uncertainty about the resulting state s′ ∼ P (s′|s, a).

Suppose we are considering exploring (s, a). We approximate ∆∆V (s0|s, a) in two steps.

First, we consider the reduction in our uncertainty about Q(s, a) if we explore (s, a). Let

∆Q(s, a) = Qupper(s, a) − Qlower(s, a) and ∆∆Q(s, a) = E[∆Q(s, a) − ∆Q′(s, a)|(s, a)].

Second, we consider the impact that reducing ∆Q(s, a) will have on ∆V (s0).

We compute ∆∆Q(s, a) as follows.

Case 1: N(s, a) = 0. In this case, our current bounds areQlower(s, a) = 0 andQupper(s, a) =

Vmax. After we sample (r, s′) ∼ F (s, a), we will observe the actual reward R(s, a) = r and

we will observe one of the possible successor states s′. For purposes of deriving our heuristic,

we will assume a uniform5 prior on R(s, a) so that the expected value of R is R = Rmax/2.

We will assume that s′ will be a “new” state that we have never observed before, and hence
5Any symmetric prior centered on Rmax/2 would suffice.



25

Vupper(s
′) = Vmax and Vlower(s′) = 0. This gives us

Q′upper(s, a) = R(s, a) + γRmax/(1− γ) (2.12a)

Q′lower(s, a) = R(s, a), (2.12b)

If a more informed prior is known for R(s, a), then it could be employed to derive a more

informed exploration heuristic.

Case 2: N(s, a) > 0. In this case, we have already observed R(s, a), so it is no longer a

random variable. Hence, the expectation is only over s′. For purposes of deriving our exploration

heuristic, we will assume that s′ will be drawn according to our current maximum likelihood

estimate P̂ (s′|s, a) but that N1(s, a) will not change. Consequently, the Good-Turing estimate

will not change. Under this assumption, the expected value of Q will not change, M0(s, a) will

not change, so the only change to Qupper and Qlower will result from replacing ω(N(s, a), δ) by

ω(N(s, a) + 1, δ) in the Weissman et al. confidence interval.

Note that DDV may explore a state-action pair (s, a) even if a is not currently the optimal

action in s. That is, even if Qupper(s, a) < Qupper(s, a
′) for some a′ 6= a. An alternative rule

would be to only explore (s, a) if it would reduce the expected value of ∆V (s) = Vupper(s) −
Vlower(s). However, if there are two actions a and a′ such that Qupper(s, a) = Qupper(s, a

′),

then exploring only one of them will not change ∆V (s). Our heuristic avoids this problem. We

have studied another variant in which we defined Vupper(s) = softmaxa(τ) Qupper(s, a) (the

softmax with temperature τ ). This gave slightly better results, but it requires that we tune τ ,

which is a nuisance.

The second component of our heuristic is to estimate the impact of ∆∆Q(s0|s, a) on ∆∆

V (s0|s, a). To do this, we appeal to the concept of an occupancy measure.

Definition 3 The occupancy measure µπ(s) is the expected discounted number of times that

policy π visits state s,

µπ(s) = E

[ ∞∑
t=1

γtI[st = s]

∣∣∣∣∣ s0, π

]
, (2.13)

where I[·] is the indicator function and the expectation taken is with respect to the transition

distribution.
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This can be computed via dynamic programming on the Bellman flow equation [64]:

µπ(s) := P0(s) + γ
∑
s−

µπ(s−)P (s|s−, π(s−)).

This says that the (discounted) probability of visiting state s is equal to the sum of the probability

of starting in state s (as specified by the starting state distribution P0(s)) and the probability of

reaching s by first visiting state s− and then executing an action that leads to state s.

The intuition behind using an occupancy measure is that if we knew that the optimal policy

would visit s with measure µ∗(s) and if exploring (s, a) would reduce our uncertainty at state

s by approximately ∆∆Q(s0|s, a), then a reasonable estimate of the impact on ∆V (s0) would

be µ∗(s)∆∆Q(s0|s, a). Unfortunately, we don’t know µ∗ because we don’t know the optimal

policy. We consider two other occupancy measures instead: µOUU and µ.

The first measure, µOUU is computed based on the principle of optimism under uncertainty.

Specifically, define πOUU (s) := maxaQupper(s, a) to be the policy that chooses the action that

maximizes the upper confidence bound on the Q function. This is the policy followed by MBIE

and most other upper-confidence bound methods. This gives us the DDV-OUU heuristic.

Definition 4 The DDV-OUU heuristic explores the state action pair (s, a) that maximizes

µOUU (s)∆∆Q(s0|s, a).

The second measure µ is computed based on an upper bound of the occupancy measure over

all possible policies. It gives us the DDV-UPPER heuristic.

Definition 5 The DDV-UPPER heuristic explores the state action pair (s, a) that maximizes

µ(s)∆∆Q(s0|s, a).

The next section defines µ and proves a property that may be of independent interest.

2.5.2.1 An Upper Bound on the Occupancy Measure

The purpose of this section is to introduce µ, which is an upper bound on the occupancy measure

of any optimal policy for a restricted set of MDPs M̃. This section defines this measure and
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presents a dynamic programming algorithm to compute it. The attractive aspect of µ is that it

can be computed without knowing the optimal policy. In this sense, it is analogous to the value

function, which value iteration computes in a policy-independent way.

To define µ, we must first define the set M̃ of MDPs. At each point during the execution of

DDV, the states S of the unknown MDP can be partitioned into three sets: (a) the unobserved

states s (i.e., N(s−, a−, s) = 0 for all s−, a−); (b) the observed but unexplored states s (i.e.,

∃(s−, a−)N(s−, a−, s) > 0 but N(s, a) = 0 for all a), and (c) the (partially) explored states s

(i.e., N(s, a, s′) > 0 for some a). Consider the set M̃ = 〈S̃, Ã, T̃ , R̃, s0〉 of MDPs satisfying

the following properties:

• S̃ consists of all states s that have been either observed or explored,

• Ã = A, the set of actions in the unknown MDP,

• T̃ consists of any transition function T such that for explored states s and all actions a,

T (s, a, ·) ∈ CIGT (P̂ (s, a), δ). For all observed but not explored states s, T (s, a, s) = 1

for all a, so they enter self-loops.

• R̃: For explored (s, a) pairs, R̃(s, a) = R(s, a). For unexplored (s, a) pairs, R̃(s, a) ∈
[0, Rmax].

• s0 is the artificial start state.

The set M̃ contains all MDPs consistent with the observations with the following restrictions.

First, the MDPs do not contain any of the unobserved states. Second, the unexplored states

contain self-loops and hence do not transition to any other states.

Define Pupper(s′|s, a) as follows:

Pupper(s
′|s, a) = max

P̃ (s,a)∈CIGT (P,δ)
P̃ (s′|s, a).

Define µ as the solution to the following dynamic program. For all states s,

µ(s) =
∑

s−∈pred(s)

max
a−

γPupper(s|s−, a−)µ(s−). (2.14)

The intuition is that we allow each predecessor s− of s to choose the action a− that would send

the most probability mass to s and hence give the biggest value of µ(s). These action choices
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a− are not required to be consistent for multiple successors of s−. We fix µ(s0) = µ(s0) = 1.

(Recall, that s0 is an artificial start state. It is not reachable from any other state—including

itself—so µ(s0) = 1 for all policies.)

Lemma 3 For all MDPs M̃ ∈ M̃, µ(s) ≥ µπ
∗(M̃)(s), where π∗(M̃) is any optimal policy of

M̃ .

Proof 3 By construction, Pupper(s′|s, a) is the maximum over all transition distributions in M̃
of the probability of (s, a) → s′. According to (2.14), the probability flowing to s is the maxi-

mum possible over all policies executed in the predecessor states {s−}. Finally, all probability

reaching a state s must come from its known predecessors pred(s), because all observed but

unexplored states only have self-transitions and hence cannot reach s or any of its predecessors.

In earlier work, Smith and Simmons [60] employed a less general path-specific bound on

µ as a heuristic for focusing Real-Time Dynamic Programming (a method that assumes a full

model of the MDP is available).

2.5.2.2 Soundness of DDV-OUU and DDV-UPPER

We now show that DDV, using either of these heuristics, produces an ε-optimal policy with

probability at least 1− δ after making only polynomially-many simulator calls. The steps in this

proof closely follow previous proofs by [62] and [17].

Theorem 1 (DDV is PAC-RL) There exists a sample size m polynomial in |S|, |A|, 1/ε, 1/δ,

1/(1− γ), Rmax, such that DDV(s0, F, ε, δ/(m|S||A|)) with either the DDV-OUU or the DDV-

UPPER heuristic terminates after no more than m|S||A| calls on the simulator and returns a

policy π such that |V π(s0)− V ∗(s0)| < ε with probability 1− δ.

Proof 4 First, note that every sample drawn by DDV will shrink the confidence interval for some

Q(s, a). Hence, these intervals will eventually become tight enough to make the termination

condition true. To establish a rough bound on sample complexity, let us suppose that each state

must be sampled enough so that ∆Q(s, a) = Qupper(s, a)−Qlower(s, a) ≤ ε.
This will cause termination. Consider state s0 and let aupper = argmaxaQupper(s0, a) be

the action chosen by the OUU policy. Then the upper bound on s is Vupper(s) = Qupper(s, aupper),
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and the lower bound on S is Vlower(s0) = maxaQlower(s0, a) ≥ Qlower(s0, aupper). Hence,

the difference Vupper(s0)− Vlower(s0) ≤ ε.
How many samples are required to ensure that ∆Q(s, a) ≤ ε for all (s, a)? We can bound

Qupper(s, a)−Qlower(s, a) as follows.

Qupper(s, a)−Qlower(s, a) = R(s, a) + γ max
P̃∈CI(P̂ (s,a),δ′)

∑
s′

P̃ (s′|s, a)Vupper(s
′)

−R(s, a)− γ min
P̃∈CI(P̂ (s,a),δ′)

∑
s′

P̃ (s′|s, a)Vlower(s
′)

Let Pupper be the P̃ chosen in the max and Plower be the P̃ chosen in the min. At termination,

we know that in every state Vupper ≤ Vlower + ε. Substituting these and simplifying gives

Qupper(s, a)−Qlower(s, a) ≤ γ
∑
s′

[Pupper(s
′|s, a)− Plower(s′|s, a)]Vlower(s

′) + γε.

We make two approximations: Pupper(s′|s, a)−Plower(s′|s, a) ≤ |Pupper(s′|s, a)−Plower(s′|s, a)|
and Vlower(s′) ≤ Rmax

1−γ . This yields

Qupper(s, a)−Qlower(s, a) ≤ γRmax
1− γ

∑
s′

|Pupper(s′|s, a)− Plower(s′|s, a)|+ γε.

We know that ‖Pupper(·|s, a)− Plower(·|s, a)‖1 ≤ 2ω, because both distributions belong to the

L1 ball of radius ω around the maximum likelihood estimate P̂ .

Qupper(s, a)−Qlower(s, a) ≤ γRmax
1− γ

2ω + γε.

Setting this less than or equal to ε and solving for ω gives

ω ≤ ε(1− γ)2

2γRmax
.

We know that

ω =

√
2[ln(2|S| − 2)− ln δ′]

N
.

To set δ′, we must divide δ by the maximum number of confidence intervals computed by the

algorithm. This will be 2|S||A|N , because we compute two intervals (upper and lower) for ever
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(s, a). Plugging the value for δ′ in and simplifying gives the following equation:

N ≥ γ28R2
max[ln(2|S| − 2)− ln δ + ln 2|S||A|+ lnN ]

ε2(1− γ)4
.

This has no closed form solution. However, as Strehl and Littman note, there exists a constant C

such that if N ≥ 2C lnC then N ≥ C lnN . Hence, the lnN term on the right-hand side will

only require a small increase in N . Hence

N = O

(
γ2R2

max|S|+ ln |S||A|/δ
ε2(1− γ)4

)
.

In the worst case, we must draw N samples for every state-action pair, so

m = O

(
|S|2|A|γ

2R2
max + ln |S||A|/δ
ε2(1− γ)4

)
,

which is polynomial in all of the relevant parameters.

To prove that the policy output by DDV is within ε of optimal with probability 1 − δ, note

that the following relationships hold:

Vupper(s0) ≥ V ∗(s0) ≥ V πlower(s0) ≥ Vlower(s0).

The inequalities Vupper(s0) ≥ V ∗(s0) ≥ Vlower(s0) hold (with probability 1 − δ) by the

admissibility of the confidence intervals. The inequality V ∗(s0) ≥ V πlower(s0) holds, be-

cause the true value of any policy is no larger than the value of the optimal policy. The

last inequality, V πlower(s0) ≥ Vlower(s0), holds because extended value iteration estimates

the value of πlower by backing up the values Vlower of the successor states. At termination,

Vupper(s0)− Vlower(s0) ≤ ε. Hence, V ∗(s0)− V πlower(s0) ≤ ε.

2.5.3 Experimental Evaluation on Exploration Heuristics

We conducted an experimental study to assess the effectiveness of DDV-OUU and DDV-UPPER

and compare them to the exploration heuristics of MBIE (with reset) and Fiechter’s algorithm.



31

2.5.3.1 Methods

We conducted two experiments. The goal of both experiments was to compare the number

of simulator calls required by each algorithm to achieve a target value ε for the width of the

confidence interval, ∆V (s0), on the value of the optimal policy in the starting state s0. For

problems where the value V ∗(s0) of the optimal policy is known, we define ε = αV ∗(s0) and

plot the required sample size as a function of α. For the tamarisk problems, where V ∗(s0) is not

known, we define ε = αRmax and again plot the required sample size as a function of α. This is

a natural way for the user to define the required accuracy ε.

In the first experiment, we employed four MDPs: the RiverSwim and SixArms benchmarks,

which have been studied by Strehl and Littman [63, 62], and two instances of our tamarisk

management MDPs (E = 3, H = 1) and (E = 3, H = 2). Each of the tamarisk MDPs

implemented a budget constraint that permits a non-“do nothing” action in only one edge in each

time step. In the E = 3, H = 2 MDP, we included exogenous arrivals using the parameters

described in Section 2.3 (up to 10 seeds per species per edge; Bernoulli parameters are 0.1 for

tamarisk and 0.4 for native plants). The E = 3, H = 1 tamarisk MDP has 7 actions and 27

states, and the E = 3, H = 2 MDP has 7 actions and 216 states. The discount factor was set to

0.9 in all four MDPs.

Each algorithm was executed for one million simulator calls. Instead of performing dy-

namic programming updates (for extended value iteration and occupancy measure computation)

after every simulator call, we computed them on the following schedule. For MBIE-reset, we

performed dynamic programming after each complete trajectory. For DDV-OUU and DDV-

UPPER, we performed dynamic programming after every 10 simulator calls. Extended value

iteration gives us the confidence limits Vlower(s0) and Vupper(s0) for the starting state from

which we also computed ∆V (s0) = Vupper(s0) − Vlower(s0). The experiment was repeated

15 times, and the average value of ∆V (s0) was computed. For each MDP, we defined a range

of target values for ∆V (s0) and computed the average number of samples m required by each

algorithm to achieve each target value. By plotting these values, we can see how the sample

size increases as we seek smaller target values for ∆V (s0). We also computed the speedup of

DDV-OUU over each of the other algorithms, according to the formula malg/mDDV-OUU, and

plotted the result for each MDP.

We also measured the total amount of CPU time required by each algorithm to complete the

one million simulator calls. Because the simulators in these four MDPs are very efficient, the
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Figure 2.3: RiverSwim results: (a) Number of samples required by MBIE-reset, Fiechter, DDV-
UPPER, and DDV-OUU to achieve various target confidence interval widths ∆V (s0). (b)
Speedup of DDV-OUU over the algorithms.

CPU time primarily measures the cost of the various dynamic programming computations. For

Fiechter, these involve setting up and solving the exploration MDP. For MBIE-reset, the primary

cost is performing extended value iteration to update Vupper and πOUU . For the DDV methods,

the cost involves extended value iteration for both Vupper and Vlower as well as the dynamic

program for µ.

In the second experiment, we ran all four algorithms on the RiverSwim and SixArms prob-

lems until either 40 million calls had been made to the simulator or until ∆V (s0) ≤ αRmax,

where α = 0.1 and Rmax = 10000 (for RiverSwim) and Rmax = 6000 (for SixArms).

2.5.3.2 Results

Figures 2.3, 2.4, 2.5, and 2.6 show the results for the first experiment. In each figure, the left plot

shows how the required sample size increases as the target width for ∆V (s0) is made smaller. In

each figure, the right plot shows the corresponding speedup of DDV-OUU over each of the other

algorithms. In all cases, DDV-OUU generally requires the fewest number of samples to reach the

target width, and DDV-UPPER generally requires the most. The poor behavior of DDV-UPPER

suggests that the policy-free occupancy measure µ is too loose to provide a competitive heuristic.

The relative performance of MBIE-reset and Fiechter’s algorithm varies dramatically across
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Figure 2.4: SixArms results: (a) Number of samples required by MBIE-reset, Fiechter, DDV-
UPPER, and DDV-OUU to achieve various target confidence interval widths ∆V (s0). (b)
Speedup of DDV-OUU over the other algorithms.

the four MDPs. On RiverSwim, Fiechter’s method is almost as good as DDV-OUU: DDV-OUU

shows a speedup of at most 1.23 (23%) over Fiechter. In contrast, MBIE-reset performs much

worse. But on SixArms, it is MBIE-reset that is the closest competitor to DDV-OUU. In fact,

MBIE-reset is actually better than DDV-OUU for target values larger than 2.1, but as the target

width for ∆V (s0) is made smaller, DDV-OUU scales much better. On the tamarisk R = 3

H = 1 problem, MBIE-reset is again almost as good as DDV-OUU. The maximum speedup

produced by DDV-OUU is 1.11. Finally, on the tamarisk R = 3 H = 2 problem, DDV-OUU is

definitely superior to MBIE-reset and achieves speedups in the 1.9 to 2.3 range. Surprisingly, on

MDP Algorithm

DDV-UPPER DDV-OUU MBIE-reset Fiechter
(ms/call) (ms/call) (ms/call) (ms/call)

RiverSwim 9.59 9.92 3.73 3.29
SixArms 15.54 48.97 10.53 4.87

Tamarisk (E=3 and H=1) 11.93 8.13 4.81 4.68
Tamarisk (E=3 and H=2) 187.30 166.79 12.63 18.79

Table 2.1: RiverSwim clock time per simulator call.
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Figure 2.5: Tamarisk with E = 3 and H = 1 results: (a) Number of samples required by
MBIE-reset, Fiechter, DDV-UPPER, and DDV-OUU to achieve various target confidence inter-
val widths ∆V (s0). (b) Speedup of DDV-OUU over the other algorithms.

this problem, Fiechter’s method is sometimes worse than DDV-UPPER.

The CPU time consumed per simulator call by each algorithm on each problem is reported

in Table 2.1. Not surprisingly, MBIE-reset and Fiechter have much lower cost than the DDV

methods. All of these methods are designed for problems where the simulator is extremely

expensive. For example, in the work of [34] on wildfire management, one call to the simulator

can take several minutes. In such problems, the overhead of complex algorithms such as DDV

more than pays for itself by reducing the number of simulator calls.

Tables 2.2 and 2.3 report the results of the second experiment. The results are consistent with

Quantity Algorithm

DDV-UPPER DDV-OUU MBIE-reset Fiechter Optimal

Vupper(s0) 2967.2 2936.6 3001.5 2952.6 2203
Vlower(s0) 1967.2 1936.6 2001.5 1952.6 2203
∆V (s0) 1000 1000 1000 1000

Simulator Calls (×106) 2.31 1.44 4.05 1.76

Table 2.2: RiverSwim confidence intervals and required sample size to achieve target ∆V (s0) =
1000.



35
 

 

 

 

 

0E+00

1E+05

2E+05

3E+05

4E+05

5E+05

6E+05

7E+05

8E+05

9E+05

1E+06

4.005.006.007.008.009.00

N
u
m
b
e
r 
o
f 
Si
m
u
la
to
r 
C
al
ls

Target DeltaV(s0)/Rmax

DDV‐UPPER

Fiechter

MBIE‐reset

DDV‐OUU

0.000

1.000

2.000

3.000

4.000

5.000

6.000

7.000

8.000

9.000

10.000

5.506.507.508.50

Sp
e
e
d
u
p
 o
f 
D
D
V
‐O
U
U

Target DeltaV(s0)/Rmax 

Over DDV‐UPPER

Over Fiechter

Over MBIE‐reset

(a) Samples Required

 

 

 

 

 

0E+00

1E+05

2E+05

3E+05

4E+05

5E+05

6E+05

7E+05

8E+05

9E+05

1E+06

4.005.006.007.008.009.00

N
u
m
b
e
r 
o
f 
Si
m
u
la
to
r 
C
al
ls

Target DeltaV(s0)/Rmax

DDV‐UPPER

Fiechter

MBIE‐reset

DDV‐OUU

0.000

1.000

2.000

3.000

4.000

5.000

6.000

7.000

8.000

9.000

10.000

5.506.507.508.50

Sp
e
e
d
u
p
 o
f 
D
D
V
‐O
U
U

Target DeltaV(s0)/Rmax 

Over DDV‐UPPER

Over Fiechter

Over MBIE‐reset

(b) Speedup

Figure 2.6: Tamarisk with E = 3 and H = 2 results: (a) Number of samples required by
MBIE-reset, Fiechter, DDV-UPPER, and DDV-OUU to achieve various target confidence inter-
val widths ∆V (s0). (b) Speedup of DDV-OUU over the other algorithms.

those of the first experiment. DDV-OUU reaches the target ∆V (s0) with the smallest number of

simulator calls on both problems. On RiverSwim, Fiechter’s method is second best, whereas on

SixArms, MBIE-reset is second best. On SixArms, DDV-UPPER and Fiechter did not reach the

target accuracy within the limit of 40 million simulator calls.

Quantity Algorithm

DDV-UPPER DDV-OUU MBIE-reset Fiechter Optimal

Vupper(s0) 5576.7 5203.9 5242.4 5672.8 4954
Vlower(s0) 4140.4 4603.9 4642.4 3997.7 4954
∆V (s0) 1436.3 600 600 1675.1

Simulator Calls (×106) 40.0 14.5 19.3 40.0

Table 2.3: SixArms confidence intervals and required sample size to achieve the target
∆V (s0) = 600.
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2.5.3.3 Discussion

The experiments show that DDV-OUU is the most effective of the four algorithms and that it

achieves substantial speedups over the other three algorithms (maximum speedups of 2.73 to

7.42 across the four problems).

These results contrast with our previous work [12] in which we showed that DDV-UPPER

is better than MBIE. The key difference is that in the present chapter, we are comparing against

MBIE with reset, whereas in the previous work, we compared against MBIE without reset.

Without resetting, MBIE can spend most of its time in regions of the MDP that are far from

the start state, so it can fail to find a good policy for s0. This behavior also explains the poor

performance of Q-learning reported in [12].

2.6 Summary and Conclusions

This chapter has addressed the problem of MDP planning when the MDP is defined by an ex-

pensive simulator. In this setting, the planning phase is separate from the execution phase, so

there is no tradeoff between exploration and exploitation. Instead, the goal is to compute a PAC-

optimal policy while minimizing the number of calls to the simulator. The policy is designed to

optimize the cumulative discounted reward starting in the current real-world state s0. Unlike in

most published RL papers, which typically assume that the MDP is ergodic, the starting state of

our ecosystem management problems is typically a transient state.

The chapter makes two contributions. First, it shows how to combine the Good-Turing esti-

mate with the L1-confidence region of Weissman et al. [73] to obtain tighter confidence intervals

(and hence, earlier termination) in sparse MDPs. Second, it shows how to use occupancy mea-

sures to create better exploration heuristics. The chapter introduced a new policy-independent

upper bound µ on the occupancy measure of the optimal policy and applied this to define the

DDV-UPPER algorithm. The chapter also employed an occupancy measure µOUU based on the

“optimism under uncertainty” principle to define the DDV-OUU algorithm.

The µ measure is potentially of independent interest. Like the value function computed dur-

ing value iteration, it does not quantify the behavior of any particular policy. This means that

it can be computed without needing to have a specific policy to evaluate. However, the DDV-

UPPER exploration heuristic did not perform very well. We have two possible explanations for

this. First, µ can be a very loose upper bound on the optimal occupancy measure µ∗. Perhaps
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this leads DDV-UPPER to place too much weight on unfruitful state-action pairs. Second, it

is possible that while DDV-UPPER is optimizing the one-step gain in ∆∆V (s0) (as it is de-

signed to do), DDV-OUU does a better job of optimizing gains over the longer term. Further

experimentation is needed to determine which of these explanations is correct.

Our DDV-OUU method gave the best performance in all of our experiments. This is yet

another confirmation of the power of the “Optimism Principle” [6] in exploration. Hence, we

recommend it for solving simulator-defined MDP planning problems. We are applying it to solve

moderate-sized instances of our tamarisk MDPs. However, additional algorithm innovations will

be required to solve much larger tamarisk instances.

Three promising directions for future research are (a) exploiting tighter confidence interval

methods, such as the Empirical Bernstein Bound [2, 65] or improvements on the Good-Turing

estimate [50, 70], (b) explicitly formulating the MDP planning problem in terms of sequential

inference [71], which would remove the independence assumption in the union bound for parti-

tioning δ, and (c) studying exploration methods based on posterior sampling [69].
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Chapter 3: Combining Global and Local Confidence Intervals for More

Efficient MDP Planning

Given a Markov Decision Process (MDP) defined by a simulator and a designated starting state

s0, the goal of MDP planning is to find a policy π that with probability 1 − δ achieves a value

V π(s0) that is within ε of the value of the optimal policy, V ∗(s0), while economizing on the

number of calls to the simulator. Existing approaches to this problem have computed “local”

confidence intervals for each state-action pair and then combined these via “extended” value

iteration to obtain a confidence interval on |V π(s0)−V ∗(s0)|. However, global (trajectory-wise)

confidence intervals are usually much tighter than these local intervals. A drawback of global

methods is that they require samples to be collected along trajectories, whereas at each point

during MDP planning, the samples have been collected piecemeal according to an exploration

algorithm. This chapter makes two contributions. First, this chapter develops optimal sampling

algorithms for global and local confidence intervals based on the Hoeffding, empirical Bernstein,

and multinomial bounds. It then presents experimental evidence that sampling along trajectories

and computing global confidence intervals is preferred except in a few extreme cases. Second,

this chapter introduces an algorithm called Equivalent Trajectory Policy Evaluation (ETPE) that

re-uses the accumulated set of samples to generate a new set of trajectories and compute a global

lower confidence bound on the value of the optimal policy. This global lower bound is combined

with a local upper bound to obtain a tighter bound on |V π(s0) − V ∗(s0)|. Finally, the chapter

introduces a new PAC-optimal MDP planning algorithm, Local-Local-Global Confidence Value

(LLGCV) that explores in a series of minibatches. In each minibatch, it chooses either to try to

reduce the upper bound or to increase the lower bound. Experiments on benchmark problems

show that LLGCV can provide substantial benefits in some cases.

3.1 Introduction

Many important problems in natural resource management can be solved via Markov Decision

Process (MDP) planning. For example, Sheldon et al. [59] describe a problem involving the

recovery of an endangered species, and Dietterich, Alkaee Taleghan, and Crowley [12] present a
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problem of invasive species management. For modest-sized instances of these problems, model-

based MDP planning algorithms can be applied. If the transition probabilities of the MDP are

available in matrix form, then standard dynamic programming methods can solve these MDPs.

However, the transition dynamics of these MDPs are typically available only via an expensive

simulator. This leads us to consider adapting methods from model-based reinforcement learning

to solve these problems. Specifically, we seek MDP-planning algorithms that draw a minimal

number of samples from the simulator and then output a policy that with high probability is

near-optimal when executed in a designated start state.

To create a good MDP-planning algorithm, there are two critical design questions: (a) what

confidence interval should be employed to bound the optimality of the policy? and (b) how

should samples be drawn to shrink this confidence interval as quickly as possible? Most existing

work [22, 17, 62, 35] answers the first question by computing a “local” confidence interval for

each state-action pair and then combining these intervals via value iteration. Specifically, Even-

Dar, Mannor, and Mansour [17] apply the Hoeffding bound at each state. Strehl and Littman

[62] apply a multinomial confidence interval developed by Weissman et al. [73] at each state.

One can easily apply the empirical Bernstein bound [2] at each state as well.

To answer the second question, most existing work [62, 35] uses the upper confidence bound

Q(s, a) for each state-action pair to compute the upper confidence bound policy πUCB and then

draws samples by executing that policy along trajectories. This “optimism under uncertainty”

has been shown both theoretically and experimentally to give good exploration. However, there

is no particular reason to think that exploration should take place along trajectories. If we have

a “strong” simulator—that is, a simulator that can provide samples from arbitrary state-action

pairs in any order—then there could be advantages to focusing sampling on particular parts of

the state-action space. In a recent chapter [12], we and our collaborators developed a greedy

heuristic sampling strategy, called DDV, that tries to sample the state-action pair that will most

rapidly shrink the confidence interval on the value of the optimal policy in the starting state.

This was shown experimentally to reduce the number of simulator calls required to obtain a tight

confidence interval compared to trajectory-based sampling.

An alternative to local confidence intervals are “global” (or “trajectory-wise”) confidence

intervals. Given a set of trajectories generated according to a fixed policy π, we can compute

the return from each trajectory and then apply either the Hoeffding bound [32] or the empirical

Bernstein bound [2] to compute a confidence interval on the expected return of the fixed policy

π. Such intervals can be much tighter, because, unlike the local intervals, they do not need to
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propagate the error by dynamic programming nor do they need to invoke a union bound to ensure

that each of the individual local intervals holds simultaneously. However, these global intervals

do not provide an upper bound on the value of the optimal policy, and, hence, they cannot be

used to compute πUCB . Is there any way global bounds can still be useful?

The key observation underlying this chapter is that for purposes of computing a lower bound

on the value of the optimal policy, we can use a global lower confidence bound computed using

trajectories from any policy. Hence, we introduce a combined local-global algorithm. It uses a

local confidence interval to compute an upper bound on V ∗ (and to compute πUCB), and it uses

a global confidence interval (also based on πUCB) to compute a lower bound on V ∗.

A naive implementation of the global lower bound would require drawing a new set of tra-

jectories every time πUCB changed. Instead, we introduce an algorithm that re-uses previously-

collected samples to compute a set of “equivalent trajectories” for πUCB .

Once we have effective ways of computing the local and global confidence intervals, the

remaining task is to develop an exploration algorithm for deciding which state-action pairs to

sample at each point. Instead of the DDV greedy heuristic, we develop a new exploration heuris-

tic that is based on optimal sample allocation for policy evaluation. For each of the confidence

interval methods (local Hoeffding, local empirical Bernstein, local Weissman, global Hoeffding,

and global empirical Bernstein), we derive an optimal or near-optimal algorithm for allocating a

fixed sampling budget. We then apply this to the problem of policy optimization by performing

exploration in a series of mini-batches. In each mini-batch, we hold πUCB constant and allo-

cate simulator calls according to the optimal policy evaluation method. We call the resulting

algorithm LGCV (for Local-Global Confidence Value).

Initial experiments showed that while LGCV provides very substantial reductions in sim-

ulator calls on some problems, it can also perform poorly on other problems. This motivated

us to develop a second algorithm, LLGCV (for Local-Local-Global Confidence Value), which

computes the lower confidence bound by taking the maximum of the global and local confidence

intervals.

To assess the effectiveness of LGCV and LLGCV, we perform experiments on several bench-

mark domains and on multiple configurations of an invasive species management problem. The

experiments show that LLGCV provides robust overall performance including in cases where

LGCV does not perform well. Hence, we conclude that the local-global strategy is generally

preferred over all previous methods.

The chapter is organized as follows. Section 3.2 introduces our notation and the various
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confidence interval methods. Section 3.3 considers the question of how to optimally allocate a

fixed sampling budget for policy evaluation for each of the methods. It includes an experimental

comparison of the different confidence interval methods that may be of independent interest.

Section 3.4 introduces LGCV and LLGCV, our new algorithms that combine local confidence

bounds with a global lower confidence bound during MDP planning. Section 3.5 presents an

experimental evaluation of LGCV, LLGCV, and a comparison with existing methods. Section

3.6 concludes the chapter.

3.2 Problem Definition, Notation, and Confidence Interval Methods

Let a finite simulator-defined MDP consist of a start state s0, a finite set of possible states S, a

finite set of possible actionsA, a discount factor γ ∈ (0, 1], and a stochastic function F that maps

from an input state-action pair (s, a) to a resulting state s′ and reward r, where s′ ∼ P (s′|s, a)

is sampled according to the (unknown) transition function, r ∼ R(r|s, a) is sampled according

to the unknown reward function, and 0 ≤ r ≤ Rmax. In this chapter, we will assume that the

reward is deterministic; our methods can be easily extended to handle stochastic rewards. A

(deterministic) policy π is a function mapping from states s to actions a = π(s). The value of

the policy in the start state, V π(s0), is the expected discounted cumulative reward:

V π(s0) = E

[ ∞∑
t=0

γtrt

∣∣∣∣∣ s = s0

]
.

Let Vmax = Rmax
1−γ denote the maximum possible value of any state under any policy. The

corresponding minimum possible value is zero.

An optimal policy π∗ maximizes V π(s0), and the corresponding value is denoted by V ∗(s0).

The action-value of state s and action a under policy π is defined as Qπ(s, a) = R(s, a) +

γ
∑

s′ P (s′|s, a)V π(s′). The optimal action-value is denoted Q∗(s, a).

As a learning algorithm explores the MDP, it collects the following statistics. Let N(s, a)

be the number of times state-action pair (s, a) is simulated during learning. Let N(s, a, s′)

be the number of times that s′ has been observed as the resulting state. Let R(s, a) be the

observed reward. Let P̂ (s′|s, a) = N(s, a, s′)/N(s, a) be the maximum likelihood estimate for

P (s′|s, a).

Definition 6 When executing a fixed policy π, the MDP becomes a Markov Reward Process
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(MRP) with transition function P (s′|s) = P (s′|s, π(s)), reward function R(s) = R(s, π(s)),

and value function V (s). Similarly, for each state s, N(s) samples have been drawn of which

N(s, s′) samples resulted in a transition to state s′.

The goal of our MDP planning algorithms is to draw samples from the simulator and then

output a policy π that is approximately optimal with high probability. This is captured by the

following definition due to Fiechter.

Definition 7 [22]. A learning algorithm is PAC-RL if for any discounted MDP (S,A, P,R, γ, s0),

ε > 0, 1 > δ > 0, and 0 ≤ γ < 1, the algorithm halts and outputs a policy π such that

P [|V ∗(s0)− V π(s0) | ≤ ε] ≥ 1− δ,

in time polynomial in |S|, |A|, 1/ε, 1/δ, 1/(1− γ), and Rmax.

Note that this goal is different from the goal of exhibiting approximately optimal behavior

over an infinite horizon, which is formalized by the notion of a PAC-MDP algorithm [36]. Unlike

a PAC-MDP algorithm, a PAC-RL algorithm does not face an exploration-exploitation tradeoff.

Instead, it performs pure exploration, but with the goal of minimizing the number of calls to the

simulator.

A confidence interval is a pair of random variables V (s0), V (s0) such that with probability

1− δ, V (s0) ≤ V π(s0) ≤ V (s0). Similarly, Q(s, a) and Q(s, a) denote the confidence bounds

over the action-value functions. We follow the “Optimism Under Uncertainty” principle, and

denote by πUCB the policy based on an upper confidence bound on the action-value function:

πUCB(s) = argmax
a

Q(s, a).

Let us now consider the methods available for computing such confidence intervals.

3.2.1 Global (Trajectory-wise) Confidence Intervals

A trajectory of length H provides a truncated sample of the infinite-horizon return:

v =
H∑
t=0

γtrt ≤
∞∑
t=0

γtrt,
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where rt = R(st|st−1, at−1). The error introduced by truncating the trajectory lies in the interval

[0, γHVmax]. Given the returns v1, . . . , vN from N trajectories of length H , let

V̂ (s0) =
1

N

N∑
n=1

vn

be the mean of these returns.

Global methods compute confidence intervals on the expected value of the returns at s0 and

obtain a confidence interval for s0. We refer to this family of confidence intervals as Global

Confidence Value (GCV) methods.

The Hoeffding Method: Because the value of s0, V π(s0), lies in the interval [0, Vmax], we

can apply the Hoeffding bound [32] to obtain a confidence interval on V π(s0). We will call this

method GCV(H).

Lemma 4 Let V̂ π(s0) be the mean return obtained from N trajectories of length H obtained by

executing policy π starting in s0. Then with probability 1− δ,

V̂ π(s0)− Vmax

√
ln 2/δ

2N
≤ V π(s0) ≤ V̂ π(s0) + Vmax

√
ln 2/δ

2N
+ γHVmax. (3.1)

We will denote the width of the confidence interval by ∆V (s0). Hence,

∆V π(s0) = 2Vmax

√
ln 2/δ

2N
+ γHVmax. (3.2)

The Empirical Bernstein Method: Let V̂ ar
π
(s0) = 1

N

∑N
n=1[vn − V̂ π(s0)]2 be the es-

timated variance of the returns along the trajectories generated by π. Then we can apply the

empirical Bernstein bound [2] to obtain the following confidence interval. We will call this

method GCV(B).

Lemma 5 Let V̂ π(s0) and V̂ ar
π
(s0) be the sample mean and sample variance of the return

obtained from N trajectories of length H by executing π starting in s0. Then with probability
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1− δ,

V̂ π(s0)−

√
2V̂ ar

π
(s0) ln 3/δ

N
− 3Vmax ln 3/δ

N

≤ V π(s0) ≤

V̂ π(s0) +

√
2V̂ ar

π
(s0) ln 3/δ

N
+

3Vmax ln 3/δ

N
+ γHVmax.

(3.3)

Hence,

∆V π(s0) = 2

√
2V̂ ar

π
(s0) ln 3/δ

N
+

6Vmax ln 3/δ

N
+ γHVmax.

3.2.2 Local Confidence Intervals

Local methods compute confidence intervals on the value function at each state and then combine

these via dynamic programming to obtain a confidence interval for s0. We refer to this family

of confidence intervals as Local Confidence Value Iteration (LCVI) methods. We present these

intervals in their general form for computing optimal policies. They can be converted to the

fixed policy form for Markov Reward Processes by replacing the choice of actions a with π(s)

for fixed policy π.

The Hoeffding Method: Even-Dar et al. [15, 17] introduced a method for computing a

confidence interval at the start state s0 based on applying dynamic programming to confidence

intervals computed in each state. This method is based on the following two Bellman-like equa-

tions that incorporate the Hoeffding bound:

V (s) = max
a

R(s, a) + γ
∑
s′

P̂ (s′|s, a)V (s′) + γVmax

√
ln 2/δ0

2N(s, a)
(3.4)

V (s) = max
a

R(s, a) + γ
∑
s′

P̂ (s′|s, a)V (s′)− γVmax

√
ln 2/δ0

2N(s, a)
(3.5)

Here, δ0 is derived from δ to ensure that all of the confidence intervals computed hold simulta-

neously with probability 1− δ. For example, if we need to compute a confidence interval for all
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|A||S| state-action pairs, then δ0 = δ/|A||S|. This is because the confidence bounds (but not the

center of the confidence interval) are computed only once for each (s, a) pair, and these bounds

depend only on N(s, a).

These equations can be iterated to convergence. At convergence, with probability 1 − δ,

V (s0) ≤ V ∗(s0) ≤ V (s0). We will call this method LCVI(H).

The Empirical Bernstein Method: This approach can be extended by replacing the Ho-

effding bound with the empirical Bernstein bound to obtain LCVI(B). Let M(s, a) denote the

sample mean of the discounted backed-up values from the successor states by taking action a

in state s, and V ar(s, a) denote the sample variance of these values by taking action a in state

s. We denote the upper and lower bounds on these values as M(s, a), M(s, a),V ar(s), and

V ar(s).

M(s, a) =
∑
s′

P̂ (s′|s, a)γV (s′)

V ar(s, a) =
∑
s′

P̂ (s′|s, a)[γV (s′)−M(s, a)]2

V (s) = max
a

R(s, a) +M(s, a) +

√
2V ar(s, a) ln(3/δ0)

N(s, a)
+

3γVmax ln(3/δ0)

N(s, a)
(3.6)

M(s, a) =
∑
s′

P̂ (s′|s, a)γV (s′)

V ar(s) =
∑
s′

P̂ (s′|s, a)[γV (s′)−M(s, a)]2

V (s) = max
a

R(s, a) +M(s, a) −

√
2V ar(s, a) ln(3/δ0)

N(s, a)
− 3γVmax ln(3/δ0)

N(s, a)
(3.7)

These equations can be iterated to convergence. At convergence, for an appropriate choice of δ0,

with probability 1− δ, V (s0) ≤ V (s0) ≤ V (s0).

The Weissman Method: Strehl and Littman [63, 62] compute a different local confidence
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interval based on a multinomial confidence interval proved by Weissman et al. [73]:

CI(P̂ |N(s, a), δ0) =
{
P̃
∣∣∣ ‖P̃ − P̂‖1 ≤ ω(N(s, a), δ0)

}
, (3.8)

where ‖ · ‖1 is the L1 norm and ω(N(s, a), δ0) =
√

2[ln(2|S|−2)−ln δ0]
N(s,a) . With probability 1 − δ0

the true multinomial distribution P (s′|s, a) is contained in this set of distributions. Strehl and

Littman then define Equation (3.9) and Dietterich et al. [12] added the corresponding lower

bound.

V (s) = max
a

R(s, a) + γ max
P̃∈CI(P̂ ,N(s,a))

∑
s′

P̃ (s′|s, a)V (s′) (3.9)

V (s) = max
a

R(s, a) + γ min
P̃∈CI(P̂ ,N(s,a))

∑
s′

P̃ (s′|s, a)V (s′) (3.10)

We will refer to this method as LCVI(W). We have included it here for completeness.

3.2.3 The Occupancy Measure

Our derivations employ the occupancy measure µπ of the MDP for policy π, which is defined as

µπ(s) = EP

[ ∞∑
t=0

γtI[st = s]

∣∣∣∣∣ s0, π

]
,

where I[·] is the indicator function and the expectation is taken with respect to the transition

distribution. This is the cumulative discounted probability that the MDP will occupy state s

under policy π for discount factor γ. It can be computed via dynamic programming on the

Bellman flow equation [64]:

µπ(s) = I[s = s0] + γ
∑
s−

µπ(s−)P (s|s−, π(s−)). (3.11)

This says that the discounted probability of visiting state s is equal to the sum of the probability

that s is the starting state and the probability of reaching s by first visiting state s− and then

executing an action that leads to state s.

It is easy to show that

V π(s0) =
∑
s

µπ(s)R(s, π(s)). (3.12)
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We adopt the notation µUCB for the occupancy measure computed based on the principle of

optimism under uncertainty (or Upper Confidence Bound).

3.3 Monte Carlo Policy Evaluation

We now consider the problem of PAC policy evaluation. Given a fixed policy π and a sampling

budget B, what is the tightest 1− δ confidence interval that we can compute on V π(s0) after B

calls to the simulator.

The standard approach to Monte Carlo policy evaluation is to simulate a series of trajecto-

ries, compute the return of each trajectory, and take the average of these values. Appropriate

confidence intervals on these average values can be used to form local and global methods using

the fixed-policy versions of the methods described above. For trajectory-based methods, this

makes sense. However, for local methods, it might be better to allocate more simulator calls to

some states than to others.

In this section, we study this issue. We give exact answers for the global methods and for

the local Hoeffding and empirical Bernstein methods. For the Weissman, et al., bound, we

provide a heuristic solution. To assess the relative merits of the different confidence intervals,

we perform a series of experiments comparing the methods on four benchmark problems and

five configurations of an invasive species management task. The results show that the global

method based on the empirical Bernstein bound gives the tightest intervals in all cases, except

for two small MRPs. In these two small MRPs, the local method based on empirical Bernstein

bound gives the tightest bound.

3.3.1 Optimal Allocation of Sampling

Given an overall sampling budget B, we must decide how to draw the samples. In this section,

we develop sampling algorithms for each confidence interval method.

3.3.1.1 Optimal Sampling for Trajectory-wise Methods

For trajectory-wise methods, we must determine the length H of each trajectory. If H is too

short, then the truncation error γHVmax will dominate the confidence interval. But if H is too

large, then the number of trajectories N = bB/Hc will be small, so the confidence interval will
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be very wide.

Theorem 2 For trajectory-wise sampling with the Hoeffding bound method with sampling bud-

get B, discount factor γ, and confidence parameter δ, the optimal trajectory length H is the

solution to the equation

H =
1
2 ln ln 2/δ − 1

2 ln 2B − ln ln 1/γ

ln γ
− lnH

2 ln γ
. (3.13)

Proof 5 We seek to minimize the width of the confidence interval ∆V (s0). From Equation 3.2,

we can write this as

∆V (s0) = Vmax

[
2

√
ln 2/δ

2BH
+ γH

]
.

The derivative of the quantity in square brackets is

1

H

√
H ln 2/δ

2B
+ γH ln γ.

Setting this to zero and rearranging terms, we obtain the result.

This equation lacks a closed-form solution, but it is easy to solve numerically by iterating

Equation (3.13) to convergence.

Following the same line of reasoning, we can obtain a similar solution for the empirical

Bernstein bound method.

Theorem 3 For trajectory-wise sampling with the empirical Bernstein method with sampling

budget B, maximum value Vmax, variance V ar, discount factor γ, and confidence parameter δ,

the optimal trajectory length H is the solution to the equation

H =

ln

[√
2V ar ln 3/δ

BH + 6Vmax ln 3/δ
B

]
− lnVmax − ln ln 1/γ

ln γ
. (3.14)

This can also be rapidly solved by simple iteration.



50

To apply this formula, we need an estimate of the variance of the cumulative discounted

reward. It is easy to show that the maximum possible variance is V 2
max/4, and hence, we can

employ this if a tighter value is not known for the particular problem.

Figure 3.1(a) shows the optimal values of H for the Hoeffding and empirical Bernstein

bounds. We show the results for various budgetsB, two settings of δ and γ, and, for the Bernstein

bound, with two settings of V ar. Note that the optimal trajectory length is independent of the

size of the state space.

We can also compute the width of the global confidence interval as a function of B, as it

only depends on the sampling budget, δ, γ, and V ar and not on the actual rewards received.

Figure 3.1(b) shows that the Hoeffding bound can be tighter for small budgets but that as B

grows larger, the empirical Bernstein bound becomes tighter. How large a sampling budget do

we need to drive ∆V (s0) ≤ 0.1× Vmax? For δ = 0.05 and γ = 0.95, we need about 2.4× 104

and 1.4 × 105 samples for the empirical Bernstein bound when V ar = 1/4 and V ar = 0, and

8 × 104 samples for the Hoeffding bound. When δ = 0.01 and γ = 0.99, we need a much

larger budget of about 9.6× 105 and 1.5× 105 samples for the empirical Bernstein bound when

V ar = 1/4 and V ar = 0, and 6× 105 for the Hoeffding bound.
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Figure 3.1: Optimal horizon length H and the gap in the starting state ∆V (s0) as a function of
sampling budget B for computing the trajectory-wise confidence interval via the Hoeffding and
empirical Bernstein bounds. In these plots, we set Vmax = 1.
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3.3.1.2 Optimal Sampling for Local Methods

We now present sampling algorithms for three methods based on local confidence intervals:

Hoeffding, empirical Bernstein, and Weissman.

Our strategy for minimizing ∆V (s0) is to obtain an expression for it in terms of the local

confidence intervals. We will do this by computing a dynamic program for the width of the local

confidence intervals and then noticing that this dynamic program is identical to value iteration in

a MRP with a particular reward function. We can then apply Equation (3.12) to map that reward

function into a non-recursive expression for ∆V (s0).

Theorem 4 For the local Hoeffding bound method, N(s) samples should be allocated to state

s to minimize

∆V (s0) =
∑
s

µ(s)2γVmax

√
ln 2/δ0

2N(s)
.

Proof 6 We begin by subtracting Equation (3.5) from (3.4) to obtain

V (s)− V (s) = γ
∑
s′

P̂ (s′|s)[V (s′)− V (s′)] + 2γVmax

√
ln 2/δ0

2N(s)

We rewrite this as

∆V (s) = γ
∑
s′

P̂ (s′|s)∆V (s′) + 2γVmax

√
ln 2/δ0

2N(s)
.

We can recognize this as the Bellman equation for a Markov Reward Process for which ∆V (s)

is the value function and 2γVmax

√
ln 2/δ0
2N(s) is the reward function. The result is obtained by

applying Equation (3.12).

Algorithm 5 presents the HOEFFDINGSAMPLER. It repeatedly samples from the state that

will most decrease ∆V (s0) and then recomputes the occupancy measure. This is an instance

of coordinate descent in the objective. Because the objective is convex, this is guaranteed to

find the global optimum. In practice, the sampling could be performed in minibatches and the

occupancy measure updated after each minibatch. The algorithm could be initialized by first

drawing a small number of trajectories with H computed from Theorem 2. This will provide a

useful initial estimate of µ.
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Algorithm 5 HOEFFDINGSAMPLER(δ, γ,Rmax, F )

parameters:
1: B sampling budget
2: δ confidence parameter
3: γ discount factor
4: Rmax maximum possible reward
5: F : state 7→ (state, reward) simulator
6:

7: N(s) := N(s, s′) := 0 for all s, s′

8: N(s, s′) := 0 for all s, s′

9: Rsum(s) := 0 for all s
10: K := {s0} // the set of known states
11: Define priority(s) = µ(s)[1/

√
N(s)− 1/

√
N(s) + 1]

12: µ(s) := 0 for all s
13: µ(s0) := 1
14: while B > 0 do
15: Let s be the state in K that maximizes priority(s)
16: (s′, r) := F (s) // draw a sample at s
17: N(s) := N(s) + 1
18: N(s, s′) := N(s, s′) + 1
19: Rsum(s) := Rsum(s) + r
20: K := K ∪ {s′}
21: B := B − 1
22: Compute µ by solving Eq.(3.11)
23: end while
24: Return N(s), N(s, s′), Rsum(s) for all s, s′

Theorem 4 has such a simple form that it is possible to solve for the optimal allocation of

samples.

Theorem 5 The optimal sample allocation for the local Hoeffding bound is to assign samples

N(s) in proportion to µ(s)2/3.

Proof 7 Our goal is to find values ~N = (N(s0), . . .) to minimize

J( ~N) =
∑
s

µ(s)c/
√

2N(s)

subject to the constraint that
∑

sN(s) = B, the sampling budget. Here c = 2γVmax
√

ln 2/δ0.
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We apply the Lagrange multiplier method:

L(N(s), λ) =
∑
s

µ(s)
c√

2N(s)
+ λ

[∑
s

N(s)−B

]
∂L

∂N(sj)
= −1

2
µ(sj)cN(sj)

−3/2 + λ

∂L

∂λ
=

∑
s

N(s)−B

Setting the partial derivatives equal to zero we obtain

N(s) =

(
µ(s)c

2λ

)2/3

∑
s

N(s) = B

∑
s

(
µ(s)c

2λ

)2/3

= B

λ =
1

B3/2

[∑
s

(
µ(s)c

2

)2/3
]3/2

=
c

2B3/2

[∑
s

µ(s)2/3

]3/2

Therefore,

N(s) =

 µ(s)c

2 c
2B3/2

[∑
s µ(s)2/3

]3/2
2/3

=
µ(s)2/3∑
s µ(s)2/3

B

The effect of this sampling strategy compared to sampling on trajectories is to shift samples

somewhat towards lower-occupancy states. In particular, in a loop-free MDP, this will shift

samples to states that are deeper in the MDP. This makes sense, because uncertainty deeper in

the MDP will be magnified as it is propagated backwards toward the start state, so narrowing

those deep confidence intervals gives a better overall result at the start state.

We can obtain similar results for the empirical Bernstein bound.

Theorem 6 For the local empirical Bernstein bound method, N(s) samples should be allocated
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to state s to minimize

∆V (s0) =
∑
s

µ(s)


√
c1V ar(s) +

√
c1V ar(s)√

N(s)
+

2c2

N(s)

]
,

where c1 = 2 ln 3|S|/δ and c2 = 3γVmax ln 3|S|/δ.

Proof 8 Subtract Equation (3.7) from Equation (3.6) and simplify to obtain

∆V (s) = γ
∑
s′

P (s′|s)∆V (s′) +


√
c1V ar(s) +

√
c1V ar(s)√

N(s)
+

2c2

N(s)

 .
We can again recognize this as an instance of the Bellman equation for which the term in brackets

is the reward. The result follows by applying Equation (3.12).

To implement this sampling method, we can change the priority function in Algorithm 5 to

be

µ(s)

{
c1

[√
V ar(s) +

√
V ar(s)

]
×
(

1√
N(s)
− 1√

N(s)+1

)
+ 2c2

(
1

N(s) −
1

N(s)+1

)}
. (3.15)

To obtain a sampling method for local confidence intervals computed with the Weissman method,

we must introduce some approximations. Let ∆VFR(s) be defined as follows:

∆VFR(s) = max
P̃∈CI

P̃ (s′|s)V̂ (s′)− min
P̃∈CI

P̃ (s′|s)V̂ (s′).

The subscript FR denotes “fixed result”. This is the (undiscounted) width of the Weissman con-

fidence interval on V (s) if we replace V (s′) and V (s′) in Equations 3.9 and 3.10 with V̂ (s′), the

value function estimate that would be obtained by performing value iteration using the maximum

likelihood estimates of the transition probabilities.

Heuristic 1 To approximately minimize ∆V (s0) for local multinomial confidence intervals,

samples should be allocated to minimize∑
s

µ(s)γ∆VFR(s).
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Derivation. Rewrite Equations (3.9) and (3.10) as

V (s) = R(s) + γ max
P̃∈CI

∑
s′

P̃ (s′|s)[V (s′)− V̂ (s′) + V̂ (s′)]

V (s) = R(s) + γ min
P̃∈CI

∑
s′

P̃ (s′|s)[V (s′)− V̂ (s′) + V̂ (s′)]

The first approximation is to split the maximizations and minizations

V (s) ≈ R(s) + γ max
P̃∈CI

∑
s′

P̃ (s′|s)[V (s′)− V̂ (s′)] + γ max
P̃∈CI

∑
s′

P̃ (s′|s)V̂ (s′)

V (s) ≈ R(s) + γ min
P̃∈CI

∑
s′

P̃ (s′|s)[V (s′)− V̂ (s′)] + γ min
P̃∈CI

∑
s′

P̃ (s′|s)V̂ (s′)]

This approximation will widen the gap between the lower and upper bounds. The second ap-

proximation is to replace the maximization and minimization over P̃ in the first terms with the

maximum likelihood estimate P̂ of the transition probabilities. This will shrink the gap between

the lower and upper bounds.

V (s) ≈ R(s) + γ
∑
s′

P̂ (s′|s)[V (s′)− V̂ (s′)] + γ max
P̃∈CI

∑
s′

P̃ (s′|s)V̂ (s′)

V (s) ≈ R(s) + γ
∑
s′

P̂ (s′|s)[V (s′)− V̂ (s′)] + γ min
P̃∈CI

∑
s′

P̃ (s′|s)V̂ (s′)]

Now subtract the lower bound from the upper bound and simplify to obtain

∆V (s) ≈ γ
∑
s′

P̂ (s′|s)∆V (s′) + γ∆VFR(s).

We recognize this as an approximation of the Bellman equation for a MRP with reward function

γ∆VFR(s). Applying Equation (3.12) completes the derivation. �

This method can be implemented as a change to the priority function in Algorithm 5. Let

∆V N
FR(s) denote ∆VFR computed using N samples. Then we can set the priority function to

µ(s)γ[∆
N(s)
FR (s) − ∆

N(s)+1
FR (s)]. For the Weissman interval, we can estimate ∆

N(s)+1
FR (s) by

replacing N by N + 1 in Equation (3.8) when computing the confidence intervals.
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3.3.2 Experimental Comparison of Global and Local Confidence Intervals

for Policy Evaluation

Now that we have determined the optimal way to allocate samples for both the local and global

methods, we turn our attention to the question of which methods give the tightest confidence

intervals. We present the computed ∆V (s0) for five confidence interval methods: the global

empirical Bernstein bound (“GCV(B)”), global Hoeffding bound (“GCV(H)”), local Hoeffd-

ing bound (“LCVI(H)”), local Bernstein bound (“LCVI(B)”), and the local Weissman bound

(“LCVI(W)”). We first describe the benchmark MDPs and corresponding policies. We then

provide the numerical results in tabular format.

3.3.2.1 Benchmarks and Evaluated Policies

We employed the following benchmark MDPs with modifications as indicated. We have mod-

ified all of the benchmarks to use rewards of the form R(s, a) rather than R(s, a, s′) where

necessary. We also normalized the rewards in these benchmarks so that the maximum possible

reward in any state, Rmax is 1.

The RiverSwim benchmark is studied by Strehl and Littman [62]. We evaluate the optimal

policy, which is π(s) = 1,∀s ∈ S and corresponds to moving to the rightmost state.

The SixArms benchmark is studied by Strehl and Littman [62]. The policy evaluated on this

benchmark is π(0) = 4 and π(5) = 4. The optimal policy is π∗(0) = 5 and π∗(6) = 6. Under

either policy, only three states are visited.

The Casino Land benchmark is studied by Strehl and Littman [63]. We modified Casino

Land to introduce additional stochasticity. We modified the transitions of type (a = 1, p =

1, r = 0) for s ∈ {0, 1, 2, 3}, where a is an action, p the probability of the corresponding

transition, and r is the reward for taking the transition. For each state s ∈ {0, 1, 2}, the transition

is modified so that it transits to s and s + 1 with probabilities 0.5 and 0.5. For state s = 3, the

transition is modified so that it transits to s and s− 1 with probabilities 0.5 and 0.5. The policy

that was evaluated is π(s) = 1,∀s ∈ S.

The Combination Lock benchmark is studied by Gheshlaghi Azar et al. [29]. We modified

it to provide some intermediate rewards with the goal of increasing the variance of the value

function in some of the intermediate states. We thought that this might reveal interesting behavior

for the local empirical Bernstein method.
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We employed a Combination Lock MDP with 50 states, where state 50 is the terminal state

with reward 1000. There are two actions {0, 1}. The first action’s transitions are specified

in Equation 3.16. The second action makes a deterministic transition from s to s + 1. Odd

numbered states get reward 10, and even numbered states get reward 30 for action 0. These

rewards are 0 in the original MDP. The policy that we evaluate is π(s) = 1, ∀s ∈ S \ {2} and

π(s) = 0 for s = 2, where the starting state is s = 0.

n(xk, xl) =


1

k+1 for l = k + 1

1
k−l for l < k

0 otherwise

, P (xl|xk, 0) =
n(k, l)∑

sm∈S n(k,m)
(3.16)

Reach (R) or

Slot (H)

Edge (E)

Figure 3.2: Tamarisk struc-

ture

Finally, we evaluate the methods on the Tamarisk invasive

species management problem developed by [31]1. The state of

the MDP consists of a tree-structured river network as shown in

Figure 3.2. The network contains E edges. Each edge in turn has

H slots at which a plant can grow.

The problem instances vary according to the number of river

segments and the number of slots: (E = 3, H = 1), (E =

3, H = 2), (E = 3, H = 3), (E = 5, H = 1), and (E = 7, H =

1). For each of these MDPs, we evaluated three policies [7, 33, 47]: Eradicate upstream first

(EUTD), restore upstream first (RUTD), and eradicate the leading edge (LE). We configured

the system dynamics and cost function variables for the Tamarisk management benchmark as

follows. The values for the system dynamics are: eradication rate (0.85), restoration rate (0.65),

downstream spread rate (0.5), upstream spread rates (0.1), death rate (0.2), and production rate

for native and tamarisk plants (100, 2000).

The cost function has two kinds of variables: variables that describe the cost of states and

variables that describe the cost of actions. For the “cost of states variables”, we set the cost per

invaded edge to 1), the cost per tree to 0.1, and the cost per empty slot to 0.05. The values for

the “cost of actions” variables consist of fixed and variable costs. The values of the fixed cost

variables are eradication cost (0.2) and restoration cost (0.2). The values of the variable cost are

varied based on the number of slots. The variable cost values for H = 1 are variable eradication
1The Tamarisk domain description can be found at http://2013.rl-competition.org/domains/

invasive-species

http://2013.rl-competition.org/domains/invasive-species
http://2013.rl-competition.org/domains/invasive-species
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cost (0.8), variable restoration cost for empty slot (0.8), and variable restoration cost for invaded

slot (1.6). For H = 2, the values are the same as H = 1, except that the variable restoration

cost for invaded slot (0.8). For H = 3, the variables are variable eradication cost (0.6), variable

restoration cost for empty slot (0.6), and variable restoration cost for invaded slot (0.6). The

budget value, which limits the number of possible actions, is 2.

We employed the following starting states. We denote each state by ordering the edges

from left-to-right and top-to-bottom and then listing the contents of each slot using the notation

T (Tamarisk), N (Native), and E (Empty). The starting states that we employed were TTT

(E = 3, H = 1), NTNEEE (E = 3, H = 2), NTENEEEEE (E = 3, H = 3), TNTTTT

(E = 5, H = 1), and TTTNNEE (E = 7, H = 1).

0.01

0.1

1

10

100

1000

D
e

lt
a

 V
(s

0
)

MDP + Policy

LCVI(W)

LCVI(B)

LCVI(H)

GCV(H)

GCV(B)

(a) Comparison of ∆V (s0) computed for 19 policies
(using 9 MDPs). The notation Tn EeHh denotes
Tamarisk MDP n, with E = e edges and H = h slots.
Solid markers correspond to trajectory-based methods;
open markers correspond to local methods.
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(b) Comparison of ∆V (s0) computed by the local and
trajectory-wise Hoeffding bound methods. Each circle
corresponds to one of the 19 MDP-policy combinations.
All points are above the line, which corresponds to cases
where the trajectory-wise interval is smaller.

Figure 3.3: Comparison of ∆V (s0) for different five different algorithms [left]. Comparison of
∆V (s0) computed by the local and trajectory-wise Hoeffding bound methods [right].

For each MDP and each sampling algorithm, we specified a budget of 500,000 samples

and set δ = 0.01, γ = 0.95. We performed 30 replications of each combination of MDP and

algorithm and then computed the average width of the confidence interval in the starting state

∆V (s0).

The results are summarized in Figure 3.3(a), where the computed value of ∆V (s0) is plotted

on a log scale. Figure 3.3(b) plots a direct comparison of the global and local Hoeffding methods.
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Table 3.1 show ∆V (s0) for the benchmark problems and Tables 3.2, 3.3, 3.4, 3.5, and 3.6 show

∆V (s0) for five configurations of the Tamarisk management problem.

The width of the confidence intervals computed by the five confidence interval methods

varies widely, often by factors of more than 50. With two exceptions, the global methods are

always better, and the Bernstein method, GCV(B), is always better than the Hoeffding method,

GCV(H). GCV(H) is always better than LCVI(H), as predicted by our analysis.

Similarly, among the local methods, the Bernstein method, LCVI(B) is the best. In two cases,

SixArms and T1E3H1 EUTD, it is even better than the global Hoeffding method, GCV(H). We

note that these two cases involve very small MRPs that only visit 2 and 4 states, respectively.

When a policy makes repeated visits to a state, the local confidence intervals pool the statistics

from those visits and so can become very tight. In addition, the uncertainty does not need

to propagate very far in the MRP to reach the start state. This allows the local methods to

outperform the global methods.

GCV(B) GCV(H) LCVI(W) LCVI(H) LCVI(B)

RiverSwim 0.198± 0.037 0.948± 0.174 3.408± 0.623 3.907± 0.714 0.385± 0.071
SixArms 0.292± 0.054 0.948± 0.174 1.750± 0.320 2.598± 0.475 0.150± 0.028
CasinoLand 0.176± 0.032 0.948± 0.174 5.729± 1.046 5.169± 0.944 0.623± 0.114
CombinationLock 0.180± 0.033 0.948± 0.174 7.912± 1.445 6.937± 1.267 1.503± 0.275

Table 3.1: ∆V (s0) for Four Benchmarks. The best performance is indicated by bold face.

RUTD EUTD LE

GCV(B) 1.440± 0.263 2.918± 0.533 1.471± 0.269
GCV(H) 5.025± 0.918 5.025± 0.918 5.025± 0.918
LCVI(W) 41.350± 7.550 15.836± 2.892 41.286± 7.538
LCVI(H) 28.379± 5.182 14.329± 2.617 27.490± 5.019
LCVI(B) 2.628± 0.480 1.674± 0.306 2.742± 0.501

Table 3.2: ∆V (s0) for Tamarisk E = 3 and H = 1

The fact that global, trajectory-wise confidence intervals are generally tighter than local in-

tervals makes sense. Every confidence interval is somewhat conservative, because it is designed

for extreme distributions of samples. Hence, when we combine many slightly conservative in-

tervals via value iteration, we end up with an interval that is significantly wider (in most cases)

than the global interval.
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RUTD EUTD LE

GCV(B) 1.498± 0.274 3.52 ± 0.643 1.464± 0.268
GCV(H) 5.309 ± 0.97 5.309 ± 0.97 5.309 ± 0.97
LCVI(W) 81.17 ± 0.005 84.561 ± 15.439 81.369 ± 14.856
LCVI(H) 24.556 ± 4.484 25.764 ± 4.704 24.77 ± 4.523
LCVI(B) 3.450 ± 0.630 5.502 ± 1.005 3.593 ± 0.656

Table 3.3: ∆V (s0) for Tamarisk E = 3 and H = 2

RUTD EUTD LE

GCV(B) 1.739± 0.318 4.188± 0.765 1.761± 0.322
GCV(H) 5.593 ± 1.022 5.593 ± 1.022 5.593 ± 1.022
LCVI(W) 108.74 ± 19.853 109.23 ± 19.943 108.73 ± 19.851
LCVI(H) 28.268 ± 5.161 30.182 ± 5.511 29.374 ± 5.363
LCVI(B) 5.61 ± 1.025 8.138 ± 1.486 6.597 ± 1.205

Table 3.4: ∆V (s0) for Tamarisk E = 3 and H = 3

3.4 Policy Optimization

Now that we have determined that confidence intervals (global and local) based on the empirical

Bernstein bounds are the tightest, we present our MDP planning algorithms, LGCV and LLGCV,

that use those bounds. We describe LLGCV first, which is shown in Algorithm 6. In line 15,

ExtendedValueIteration is invoked to compute upper and lower confidence bounds on the action

values in every (reachable) state including the start state. Then in line 16 the upper confidence

bound policy πUCB is computed. The next line, 17 computes the global lower confidence bound

using the Equivalent Trajectories Policy Evaluation algorithm that will be described below. Line

18 combines the global and local lower bounds on V ∗(s0).

Exploration is performed in a series of minibatches of size MB, where we allocate one

minibatch to ‘upper’ and another one to ‘lower’ iteratively. In each minibatch, LLGCV draws

samples alternately aiming to reduce the upper confidence bound (ExMethod == upper) and

to increase the lower confidence bound (ExMethod == lower) until the gap between them is

less than ε. When sampling to reduce the upper bound, we use the result from Theorem 5 for

the Hoeffding bound and allocate our minibatch samples in proportion to (µUCB)2/3 (line 29).

When sampling to increase the lower bound, we allocate our minibatch samples in proportion to
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Algorithm 6 LLGCV (s0, F, ε, δ, γ, Rmax)

parameters:
1: s0 starting state
2: F : (state, action) 7→ (state, reward) simulator
3: ε accuracy parameter
4: δ confidence parameter
5: γ discount factor
6: Rmax maximum possible reward {Global Data Structures}
7: H := 1/(1− γ) log(2Rmax/ε(1− γ)) {ε/2 horizon}
8: N(s, a) number of times action a was executed in state s
9: N(s, a, s′) number of times the transition (s, a) 7→ s′ was observed

10: L(s, a) sequence data structure of the observed (s′, r) transitions
11: N(s, a) := 0, N(s, a, s′) := 0, L(s, a) := ∅
12:

13: ExMethod := upper
14: loop
15: (V (s0), V local(s0)) := ExtendedValueIteration()
16: ∀s πUCB(s) := argmaxaQ(s, a)
17: V UCB(s0) := ETPE(πUCB)
18: V (s0) := max{V (s0), V UCB(s0), V local(s0)}
19:

20: if V (s0)− V (s0) ≤ ε then
21: Perform value iteration using P̂ to obtain π̂
22: return π̂
23: end if
24:

25: MB := 4×H
26: if (ExMethod == upper) then
27: Compute µUCB

28: Compute Bupper :=
∑

s I[µUCB(s) > 0]N(s, πUCB(s))
29: Nnew := AllocateSamples((µUCB)2/3, πUCB, Bupper +MB)
30: DrawSamples(Nnew, πUCB)
31: ExMethod := lower
32: else if (ExMethod == lower) then
33: ρUCB :=UndiscountedOccupancy(πUCB, H)
34: Compute Blower :=

∑
s I[ρUCB(s) > 0]N(s, πUCB(s))

35: Nnew := AllocateSamples(ρUCB(H), πUCB, Blower +MB)
36: DrawSamples(Nnew, πUCB)
37: ExMethod := upper
38: end if
39: end loop
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RUTD EUTD LE

GCV(B) 2.036± 0.372 5.135± 0.938 2.562± 0.468
GCV(H) 7.11 ± 1.298 7.11 ± 1.298 7.11 ± 1.298
LCVI(W) 122.52 ± 22.368 108.91 ± 19.885 118.57 ± 21.647
LCVI(H) 73.339 ± 13.39 63.099 ± 11.52 76.969 ± 14.052
LCVI(B) 16.27 ± 2.971 18.515 ± 3.381 18.88 ± 3.448

Table 3.5: ∆V (s0) for Tamarisk E = 5 and H = 1

RUTD EUTD LE

GCV(B) 3.573± 0.653 5.956± 1.088 4.463± 0.815
GCV(H) 9.195 ± 1.679 9.195 ± 1.679 9.195 ± 1.679
LCVI(W) 184.3 ± 33.648 184.3 ± 33.648 184.3 ± 33.648
LCVI(H) 181.07 ± 33.059 121.01 ± 22.093 182.86 ± 33.385
LCVI(B) 113.41 ± 20.705 63.366 ± 11.569 110.98 ± 20.261

Table 3.6: ∆V (s0) for Tamarisk E = 7 and H = 1

an undiscounted occupancy measure ρ that is computed by UNDISCOUNTEDOCCUPANCY (line

33). This is an undiscounted, fixed-horizon occupancy measure that corresponds to sampling

along trajectories of length H .

The pseudo-code for UNDISCOUNTEDOCCUPANCY is shown in Algorithm 7. It works by

converting the infinite-horizon MDP into an “unrolled” finite-horizon MDP as follows. Let

h ∈ {0, . . . ,H} index the levels of the unrolled MDP. Then the states of this MDP are pairs

(s, h), the transition function is P ((s′, h+ 1)|(s, h), a) = P (s′|s, a), and the reward function is

R((s, h), a) = R(s, a). Hence, each transition moves from one level to the next deeper level.

Trajectories terminate when they reach level H . The undiscounted occupancy measure ρ(s, h)

is the probability that π will visit state s at level h given that it starts in state s0 at level 0. This is

computed in a single top-down pass (line 5). Note that
∑

s ρ(s, h) = 1 because the policy must

visit some state at each level h during a trajectory.

We now describe the ETPE algorithm for computing the global trajectory-wise lower bound.

Our approach is inspired by the work of [49], where they re-use a sequence of random values

to evaluate different policies. Every time we invoke the simulator, we record the observed state

transitions. Then, when asked to evaluate a new policy π, we replay the recorded transitions in

the same order they were observed.
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Algorithm 7 UNDISCOUNTEDOCCUPANCY(π, hmax)

1: P̂ (s′|s, a) = N(s, a, s′)/N(s, a) for all (s, a) where N(s, a) > 0
2: ρ(s, h) := 0 for all s, 0 ≤ h < hmax
3: ρ(s0, 0) := 1
4: for h = 1 to hmax do
5: ρ(s′, h) := ρ(s′, h) + ρ(s, h− 1)P̂ (s′|s, π(s)) for all states s and s′

6: end for
7: return ρ

More precisely, for each state-action pair (s, a) in the MDP, we define a sequence data struc-

ture SEQ(s, a) that supports four operations:

SEQ(s, a).push(s′, r) adds state s′ and reward r to the end of the sequence.

SEQ(s, a).reset() resets an internal index SEQ(s, a).index so that it points to the first ele-

ment in the sequence.

SEQ(s, a).end() returns TRUE if the index points beyond the end of the sequence

SEQ(s, a).next() returns the (s′, r) sequence element indexed by SEQ(s, a).index and in-

crements the index. It raises an exception if SEQ(s, a).end() is true.

Every time our exploration algorithm invokes the simulator F in (s, a) and observes the

result (s′, r), we invoke SEQ(s, a).push(s′, r) to add (s′, r) to the end of the sequence. This

is summarized in Algorithm 8. Conceptually, we can imagine that the simulator has access to a

separate stream of random values for each (s, a) and uses that stream of randomness to generate

its answer each time it is invoked.

Algorithm 8 DRAWSAMPLES(Nnew, π)
1: for all s do
2: for n = 1 to Nnew(s) do
3: a := π(s)
4: (s′, r) := F (s, a)
5: R(s, a) := r
6: SEQ(s, a).push(s′, r)
7: end for
8: end for
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Now given a policy π and the contents of these sequences, we generate a collection of

trajectories, each of length H as shown in Algorithm 9. First, for all s and a, we invoke

SEQ(s, a).reset() to reset their indexes. Then we generate trajectory n = 1, . . . by start-

ing in state s0, choosing action π(s0), and then making a transition to the state (s′, r) :=

SEQ(s, a).next(). We repeat this until we reach horizon depth H . At that point, we com-

pute the cumulative discounted return vn from the observed r values. The algorithm terminates

when it attempts to execute the next action on a sequence that has been fully consumed. At that

point, let N be the number of trajectories that we have generated. We can obtain a confidence

interval on V π(s0) by computing the mean and variance of the returns v1, . . . , vN and evaluating

the one-sided empirical Bernstein bound.

Theorem 7 Given an MDP, a policy π, a horizon H , a confidence parameter 0 < δ < 1/2,

and a collection of observed (s, a, s′, r) transitions that have been recorded in the SEQ data

structures, Algorithm 9 terminates and returns a lower confidence bound V (s0) such that with

probability 1− δ
V (s0) ≤ V π(s0).

Proof 9 Because in each (s, a) we observe the same state transitions in the same order as they

were originally collected, we obtain the same confidence interval that we would have obtained

if we had been executing policy π from the beginning.

The final part of LLGCV that we need to describe is the ALLOCATESAMPLES method (see

Algorithm 10). This populates the Nnew array with the number of samples that should be drawn

from each state. The goal is to allocate a minibatch of new samples to states so that after drawing

the new samples, a total budget of B samples will have been drawn in proportion to the occu-

pancy measure µ that is provided. Because some states may already have more samples than

this, we can treat those “extra” samples as excess and add them to B.

As LLGCV runs, it computes many confidence intervals. To ensure that all of those intervals

are simultaneously valid with probability 1− δ, we need to partition δ into smaller individual δ′

values when computing each interval. To do this, we use the fact that

∞∑
t=1

1

t(t+ 1)
= 1

to create a sequence of δ′ values that sum to δ. The variable t indexes the iterations of the
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Algorithm 9 ETPE (π, δ,H)

parameters:
1: δ confidence parameter
2: π policy to evaluate
3: M MDP with starting state s0, discount factor γ, and maximum value Vmax.
4: H horizon depth (trajectory length)
5: SEQ collection of sequence data structures one for each (s, a)
6: For all s and a in M , SEQ(s, a).reset()
7: J := ∅ is the set of generated trajectories
8: loop
9: s := s0, h := 0, v := 0

10: while h < H do
11: if SEQ(s, π(s)).end() then
12: goto FINISH
13: end if
14: (s′, r) := SEQ(s, π(s)).next()
15: s := s′; v := v + γhr
16: h := h+ 1
17: end while
18: J := J ∪ {v}
19: end loop
20: FINISH: N := |J |
21: V̂ := 1

N

∑N
j=1 vj

22: V̂ ar := 1
J

∑J
j=1(vj − V̂ )2

23: halfwidth :=

√
2V̂ ar ln 3/δ

N + 3Vmax ln 3/δ
N

24: return V̂ − halfwidth

main loop of LLGCV (line 14). Hence, in each main loop iteration, we have a total of δ
t(t+1)

confidence probability to consume.

We divide δ equally between computing local and global bounds. For computing the lower

global bound in iteration t, we only need to compute one confidence bound, so we set

δ′ =
δ

2t(t+ 1)
.

For computing the upper and lower local bounds in iteration t, we need to compute 2Kt|A| con-

fidence bounds, where Kt is the number of states that participate in the extended value iteration
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Algorithm 10 ALLOCATESAMPLES (µ, π,B)

1: Nnew(s) := 0 for all s
2: muTotal :=

∑
s µ(s)

3: toAllocate := B // Total number of samples to allocate
4: S′ = {s|s ∈ S, µ(s) > 0}
5: Sexcess = ∅
6: repeat
7: continue := false
8: for s in S′ do
9: share := Round(toAllocate ×µ(s)/muTotal)

10: if (N(s, π(s)) > share) then
11: toAllocate − = N(s, π(s))
12: Sexcess := Sexcess ∪ {s}
13: continue := true
14: end if
15: end for
16: S′ := S′ \ Sexcess
17: muTotal :=

∑
s∈S′ µ(s)

18: until (continue = false)
{Allocate the samples}

19: for s in S′ do
20: share := Round(toAllocate ×µ(s)/muTotal)
21: Nnew(s) := share−N(s, π(s))
22: end for

for minibatch t (line 15 of LLGCV). Hence, when computing each bound, we set

δ′ =
δ

4t(t+ 1)Kt|A|
.

Note that although extended value iteration computes multiple confidence intervals for each

state-action pair, the confidence intervals computed prior to convergence do not need to be ac-

counted for. The key is that the final confidence intervals that solve the Bellman equation and

hence support πUCB must be valid.

The following theorem formalizes the correctness of LLGCV. The proof is in Appendix A.

Theorem 8 (LLGCV is PAC-RL) There exists a sample size m polynomial in |S|, |A|, 1/ε,

1/δ, 1/(1− γ), Rmax, such that LLGCV (s0, π0, F, ε, δ, γ, Rmax) terminates after no more than
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m|S||A| calls on the simulator and returns a policy π such that |V π(s0) − V ∗(s0)| < ε with

probability 1− δ.

We now describe how LGCV differs from LLGCV. The only change is that LGCV does not

compute the local lower bounds in line 15 of Algorithm LLGCV and it does not include those

bounds in the maximization in line 18. This also means that during each call to ExtendedVal-

ueIteration, we can set δ′ according to

δ′ =
δ

2t(t+ 1)Kt|A|
,

because we are computing half as many confidence bounds.

3.5 Experimental Evaluation

To evaluate the effectiveness of LGCV and LLGCV, we compared their performance to two other

algorithms. The first is the DDV algorithm [12, 66] but improved to use the empirical Bernstein

bound and Theorem 6 instead of the multinomial bound. The second is Fiechter’s original MDP

planning algorithm [22]. We compare the performance on the same MDP benchmarks as in

Section 3.3. In these experiments, γ = 0.9, δ = 0.01, and ε = 0.1. The algorithms terminate

either if the width of the confidence interval falls below εRmax or if 10 million samples are

drawn. We report the number of samples drawn at termination. The results are averaged over 15

independent runs and plotted in Figure 3.4(a).

Figure 3.4(a) shows that Fiechter’s algorithm gives the worst performance on all problems

and LLGCV matches or exceeds the performance of the other algorithms. The performance

of LGCV is often identical to LLGCV, except on Six Arms, where it is much worse. DDV

gives the best performance, by slight margins, on RiverSwim, Six Arms, and CasinoLand. It is

particularly notable that both LGCV and LLGCV give major improvements over DDV on three

Tamarisk problem instances.

Figure 3.4(b) presents a more detailed comparison of LLGCV and DDV. Points above the

diagonal line correspond to MDPs where LLGCV requires fewer samples than DDV. This shows

again that when LLGCV is better than DDV, the improvement is huge, whereas when DDV is

better than LLGCV, the difference is small.

Table 3.7 reports the upper and lower confidence bounds computed by each of the algorithms

on the four benchmark MDPs. The table also includes the value of the optimal policy for these
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problems. In all cases, the confidence intervals include the true value of V ∗(s0).

Table 3.8 reports the upper and lower confidence bounds for the four Tamarisk instances.

Notice that the lower bounds computed by LGCV and LLGCV are almost always higher (tighter)

than the lower bounds computed by DDV and Fiechter. This reflects the “two-sided” exploration

strategy of LLGCV. Higher lower bounds allows higher upper bounds to achieve the same final

confidence level width. This allows LGCV and LLGCV to terminate sooner.
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Figure 3.4: Comparison of number of samples taken by each algorithm to reach to the termina-
tion point. Each circle corresponds to one of the 8 MDPs.

3.6 Concluding Remarks

This chapter has made three main contributions. First, it has developed optimal sampling strate-

gies for Monte Carlo policy evaluation using both local and trajectory-wise forms of the Hoeffd-

ing and empirical Bernstein bounds. Second, it provided experimental evidence that for policy

evaluation the trajectory-wise bounds generally out-perform the local bounds except in a few

special cases. Third, it introduced two new MDP planning algorithms, LGCV and LLGCV,

for simulator-defined MDPs. These algorithms combine a trajectory-wise confidence intervals

with local confidence intervals to reduce the number of samples needed to achieve target levels
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LLGCV LGCV DDV Fiechter V ∗(s0)

RiverSwimV (s0) 0.271± 0.001 0.271± 0.001 0.272± 0.002 0.271± 0.001 0.221
RiverSwimV (s0) 0.171± 0.001 0.171± 0.001 0.172± 0.002 0.171± 0.001

SixArmsV (s0) 0.876± 0.007 0.859± 0.004 0.874± 0.006 0.910± 0.011 0.826
SixArmsV (s0) 0.776± 0.007 0.760± 0.004 0.774± 0.005 0.732± 0.011

CasinoLandV (s0) 0.576± 0.002 0.575± 0.002 0.566± 0.001 0.586± 0.001 0.516
CasinoLandV (s0) 0.476± 0.002 0.475± 0.002 0.466± 0.001 0.447± 0.001

CombinationLockV (s0) 0.200± 0.001 0.193± 0.001 0.200± 0.001 0.200± 0.001 0.150
CombinationLockV (s0) 0.100± 0.001 0.093± 0.001 0.100± 0.001 0.100± 0.001

Table 3.7: Upper (V (s0)) and lower (V (s0)) confidence bounds at termination for four RL
benchmarks

LLGCV LGCV DDV Fiechter

E=3 and H=1 V (s0) 27.865± 0.055 27.842± 0.044 27.334± 0.030 27.737± 0.015
E=3 and H=1 V (s0) 24.371± 0.054 24.345± 0.045 23.835± 0.031 24.238± 0.015

E=3 and H=2 V (s0) 37.476± 0.021 37.464± 0.028 36.825± 0.006 38.000± 0.001
E=3 and H=2 V (s0) 33.711± 0.040 33.687± 0.030 33.027± 0.006 30.393± 0.095

E=3 and H=3 V (s0) 40.669± 0.027 40.659± 0.025 39.721± 0.008 41.000± 0.001
E=3 and H=3 V (s0) 36.605± 0.041 36.632± 0.063 35.622± 0.008 26.842± 0.151

E=5 and H=1 V (s0) 49.198± 0.075 49.159± 0.056 47.319± 0.018 50.799± 0.055
E=5 and H=1 V (s0) 43.500± 0.073 43.467± 0.049 41.620± 0.018 34.299± 0.077

Table 3.8: Upper (V (s0)) and lower (V (s0)) confidence bounds at termination for four configu-
rations of the tamarisk domain

LLGCV LGCV DDV Fiechter

RiverSwim 2.120± 0.022 2.090± 0.026 1.780± 0.003 2.510± 0.004
SixArms 2.400± 0.019 5.140± 0.433 2.220± 0.004 10.000± 0.000
CasinoLand 5.570± 0.089 5.520± 0.073 5.640± 0.002 10.000± 0.000
CombinationLock 3.370± 0.005 3.550± 0.005 2.890± 0.001 7.360± 0.009
E=3 and H=1 0.351± 0.007 0.347± 0.005 0.336± 0.005 7.350± 0.042
E=3 and H=2 0.279± 0.005 0.276± 0.006 0.465± 0.005 10.000± 0.000
E=3 and H=3 0.332± 0.010 0.326± 0.007 0.949± 0.010 10.000± 0.000
E=5 and H=1 1.080± 0.022 1.060± 0.017 1.630± 0.005 10.000± 0.000

Table 3.9: Number of samples for 8 benchmark MDPs (×106)
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of accuracy. The LGCV algorithm combines a local upper bound with a global lower bound.

Although this performs well on some problems, it exhibits poor performance on others. The

LLGCV algorithm extends LGCV by intersecting both the local and global lower bounds. Al-

though this requires computing additional confidence intervals, it eliminates LGCV’s failure

cases. Hence, LLGCV provides a robust method that can provide significant improvements over

previous methods.
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Efficient Exploration for Constrained MDPs
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Chapter 4: Efficient Exploration for Constrained MDPs

Given a Markov Decision Process (MDP) defined by a simulator, a designated starting state s0,

and a downside risk constraint defined as the probability of reaching catastrophic states, our goal

is to find a stationary deterministic policy π that with probability 1− δ achieves a value V π(s0)

that is within ε of the value of the optimal stationary deterministic ν-feasible policy, V ∗(s0),

while economizing on the number of calls to the simulator. This chapter presents the first PAC-
Safe-RL algorithm for this purpose. The algorithm extends PAC-RL algorithms for efficient

exploration while providing guarantees that the downside constraint is satisfied. Experiments

comparing our CONSTRAINEDDDV algorithm to baselines show substantial reductions in the

number of simulator calls required to find a feasible policy.

4.1 Introduction

This work is inspired by problems in natural resource management centered on the challenge of

invasive species [12, 66]. Computing optimal management policies for ecosystems is challeng-

ing because they exhibit complex spatio-temporal interactions at multiple scales. Many ecosys-

tem management problems can be formulated as MDP (Markov Decision Process) planning

problems [59]. In a simulator-defined MDP, the Markovian dynamics and rewards are provided

by a simulator from which samples can be drawn. Simulators in natural resource management

can be very expensive to execute, so that the time required to solve such MDPs is dominated by

the number of calls to the simulator.

Efficient MDP planning algorithms attempt to minimize the number of simulator calls before

terminating and outputting a policy that is approximately optimal with high probability. For

unconstrained MDPs, the standard formulation of this is the notion of PAC-RL [22, 12]. This

is in contrast to the PAC-MDP formalization, which minimizes various measures of infinite-

horizon regret [62]. A common component of PAC-RL algorithms is to compute confidence

intervals and explore using the optimism principle.

In many practical scenarios, such as natural resource management, a desirable policy needs

to satisfy certain constraints imposed by decision makers. In these scenarios, maximizing the
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expected reward does not necessarily avoid rare catastrophic or dangerous situations. For ex-

ample, in conservation problems, catastrophic outcomes include species extinction, long-term

establishment of an invasive species, and severe wildfires. A standard approach to finding poli-

cies that avoid catastrophic states is to assign a large negative reward to those states [26, 27].

This is equivalent to a so-called Big M method for establishing a lexicographic preference for

policies that do not enter catastrophic states. However, this approach does not quantify the risk

(probability) of entering a catastrophic state, nor does it determine whether there are policies

that control this risk. A better approach is to adopt the Constrained MDP (C-MDP) formalism

[1], which seeks to maximize one objective (e.g., economic value) while satisfying one or more

constraints probabilistically. For example, in invasive species management, we can define a C-

MDP to minimize the economic cost of invasive species management while ensuring that the

probability of native species extinction is less than a specified threshold.

Recently, Geibel and Wysotzki [27] developed a model-free Q-learning algorithm for C-

MDPs. Their formulation is applicable to episodic tasks with a combination of absorbing catas-

trophic and goal states. As Geramifard [28] pointed out, the Geibel, et al., work does not provide

a performance guarantee on the result.

An alternative to constrained MDPs is to consider risk-sensitive objectives such as variance

penalties, value at risk (VaR), and conditional value at risk (CVaR) [26, 1]. Var and CVar op-

timize the α-quantile of the expected return, and CVaR has favorable mathematical properties.

While these are all very interesting approaches, we find the constrained MDP formulation easier

to understand and explain to stakeholders, and for this reason, we focus our efforts on C-MDPs.

A drawback of C-MDPs is that the optimal policy can be stochastic in some cases. Specifi-

cally, if there are c constraints, then the optimal policy may be stochastic in up to c states. From

the perspective of our stakeholders, this stochastic behavior is confusing and undesirable. Hence,

in this chapter, we aim to find a stationary deterministic policy that satisfies a downside risk con-

straint as well as maximizing the discounted reward. We seek to do this while economizing on

the number of calls to the simulator and while providing PAC guarantees both that the constraints

are satisfied and that the resulting policy is within a fixed bound of optimality. This provides the

first PAC-RL algorithm for deterministic policies in C-MDPs.

The chapter is organized as follows. Section 2 introduces our notation for MDPs, C-MDPs,

and confidence intervals. Section 3 introduces our new planning algorithm CONSTRAINED-

DDV. Section 4 presents an experimental evaluation of CONSTRAINEDDDV and a comparison

with other methods. Section 5 concludes the chapter. We evaluate our algorithms on an invasive



74

species problem as well as on standard reinforcement learning benchmarks.

4.2 Problem Definition and Notation

Let a simulator-defined MDP consist of a start state s0, a set of possible states S, a set of possible

actions A, a discount factor γ ∈ (0, 1] and a stochastic function F that maps from an input state-

action pair (s, a) to a resulting state s′ and reward r, where s′ ∼ P (s′|s, a) is sampled according

to the (unknown) transition function, r ∼ R(r|s, a) is sampled according to the unknown reward

function, and 0 ≤ r ≤ Rmax. In this chapter, we will assume that the reward is deterministic;

our methods can be easily extended to handle stochastic rewards. A (deterministic) policy π is

a function mapping from states s to actions a = π(s). The value of the policy in the start state,

V π(s0), is the expected discounted cumulative reward:

V π(s0) = E

[ ∞∑
t=0

γtrt | s = s0

]
.

Let Vmax = Rmax
1−γ be the maximum possible value of any state under any policy. The

corresponding minimum possible value is zero.

An optimal policy π∗ maximizes V π(s0), and the corresponding value is denoted by V ∗(s0).

The action-value of state s and action a under policy π is defined as Qπ(s, a) = R(s, a) +

γ
∑

s′ P (s′|s, a)V π(s′). The optimal action-value is denoted Q∗(s, a). Later, we indicate these

functions with subscript R to distinguish them from the catastrophe value function.

Definition 8 The occupancy measure µ of an MDP under policy π is defined as

µπ(s) = EP

[ ∞∑
t=0

γtI[st = s]|s0, π

]
,

where I[·] is the indicator function and the expectation is taken with respect to the transition

distribution.

This is the cumulative discounted probability that the MDP will occupy state s under policy π for

discount factor γ. It can be computed via dynamic programming on the Bellman flow equation

[64]:

µπ(s) = I[s = s0] + γ
∑
s−

µ(s−)P (s|s−, π(s−)). (4.1)
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This says that the discounted probability of visiting state s is equal to the sum of the probability

that s is the starting state and the probability of reaching s by first visiting state s− and then

executing an action that leads to state s.

It is easy to show that

V π(s0) =
∑
s

µπ(s)R(s, π(s)). (4.2)

We adopt µπ
UCB

(also written as µUCB) as the occupancy measure computed based on

the principle of optimism under uncertainty and maximum likelihood estimates of transition

probabilities.

Let a subset of states SC ⊂ S be “catastrophic” states in the sense that we want to limit the

probability of entering those states. Let us assume that all states in SC are absorbing.

Definition 9 For a policy π, the risk in state s is defined as

ξπ(s) =
∑
t

γtCP (st ∈ SC |s, π), (4.3)

which is the (discounted) probability of entering a catastrophic state when following π. γC

denotes the catastrophe discount factor.

As a learning algorithm explores the MDP, it collects the following statistics. Let N(s, a) be

the number of times state-action pair (s, a) is simulated during learning andN(s) =
∑

aN(s, a).

Let N(s, a, s′) be the corresponding number of times that s′ has been observed as the resulting

state. LetR(s, a) be the observed reward. Let P̂ (s′|s, a) = N(s, a, s′)/N(s, a) be the maximum

likelihood estimate for P (s′|s, a).

A 1− δ confidence interval is a pair of random variables V (s0), V (s0) such that with prob-

ability 1 − δ, V (s0) ≤ V π(s0) ≤ V (s0). Similarly, Q(s, a) and Q(s, a) denote the confidence

bounds over the action-value functions. We follow the “Optimism Under Uncertainty” princi-

ple, and denote by πUCB the policy based on an upper confidence bound on the action-value

function, πUCB(s) = argmaxaQ(s, a).

Definition 10 [22]. A learning algorithm is PAC-RL if for any discounted MDP (S,A, P,R, γ, P0),

ε > 0, 1 > δ > 0, and 0 ≤ γ < 1, the algorithm halts and outputs a policy π such that

P[|V ∗(s0)− V π(s0)| ≤ ε] ≥ 1− δ,
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in time polynomial in |S|, |A|, 1/ε, 1/δ, 1/(1− γ), and Rmax.

4.2.1 Extended Value Iteration

Classical value iteration computes an optimal policy for a fixed MDP. Extended value iteration

can compute optimal policy for finite-sampled optimistic/pessimistic MDPs by defining confi-

dence intervals on the value function at each state of the MDP based on samples from that MDP.

Different confidence interval methods (e.g., Hoeffding bound [32], empirical Bernstein bound

[2], multinomial confidence interval [73], etc.) at each state lead to different confidence intervals

throughout the MDP. One can obtain robust policies from pessimistic MDPs [67]. Based on the

experiments in Chapter 3, the empirical Bernstein bound is the tightest bound compared to the

other bounds.

The Empirical Bernstein Method: This approach uses the empirical Bernstein bound. Let

M(s, a) denote the sample mean of the discounted backed-up values from the successor states

that result from taking action a in state s, and V ar(s, a) denote the sample variance of these

values. We denote the upper and lower bounds on these values asM(s, a), M(s, a),V ar(s), and

V ar(s).

M(s, a) =
∑
s′

P̂ (s′|s, a)γV (s′)

V ar(s, a) =
∑
s′

P̂ (s′|s, a)[γV (s′)−M(s, a)]2

V (s) = max
a

R(s, a) +M(s, a) +

√
2V ar(s) ln(3/δ0)

N(s, a)
+

3γVmax ln(3/δ0)

N(s, a)
(4.4)

M(s, a) =
∑
s′

P̂ (s′|s, a)γV (s′)

V ar(s) =
∑
s′

P̂ (s′|s, a)[γV (s′)−M(s, a)]2
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V (s) = max
a

R(s, a) +M(s, a) −

√
2V ar(s, a) ln(3/δ0)

N(s, a)
− 3γVmax ln(3/δ0)

N(s, a)
(4.5)

We need to define δ0 so that the confidence intervals hold simultaneously with probability 1− δ.

These equations can be iterated to convergence. At convergence, with probability 1−δ, V (s0) ≤
V ∗(s0) ≤ V (s0).

4.2.2 Optimal Policies for C-MDPs

Before delving into additional definitions for C-MDPs, let’s clarify the class of optimal policies

for C-MDPs. It has been shown that, unlike unconstrained MDPs, the optimal policies in C-

MDPs are not necessarily stationary and deterministic and may depend on the starting state

[21, 74]. In standard discounted unconstrained MDPs, one can find optimal policies that are

stationary and deterministic from any state in O
(
|S|2|A|

)
. In a C-MDP with two objectives

(the standard value function and the risk of catastrophe), if the two objectives have unequal

discount factors, then finding deterministic and stationary policies is NP-complete [14, 18, 8].

Optimal policies in C-MDPs with equal discount factors are randomized and stationary for a

fixed starting state. The solution can be found by solving a linear program, where the dual

variables represent the state occupancy measure, if the model is known. In our case where we

only have one constraint, the optimal randomized policy is called a “1-randomized” policy [74].

This means the difference between deterministic and the 1-randomized policy will arise in at

most one state, where the randomized policy may choose probabilistically between two actions

[20].

In this chapter, we focus on finding a best policy in the class of stationary and determinis-

tic policies with performance guarantees, even when a randomized policy is the optimal policy.

It is a challenge to present a randomized policy to stakeholders. Feinberg [19] points out that

implementation of randomized policies is not natural in many applications, and the use of ran-

domization procedures could increase the variance of the expected return. Boutilier and Lu [5]

also give an example of how randomized policy could be undesirable.
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4.2.3 Additional Definitions for C-MDPs

Let Π be the space of deterministic polices over the constrained MDPM(τ) = 〈S,A, P,RR,
RC , τ, γ, s0〉. Every policy π induces two value functions V π

R and V π
C . We will say two policies

π1 and π2 are equivalent if V π1
R = V π2

R and V π1
C = V π2

C over all states s ∈ S. Let π denote the

set of policies equivalent to π. Let π1 and π2 be two distinct equivalence classes of policies. We

will say that π1 dominates π2 if V π1
R (s0) ≥ V π2

R (s0) and V π1
C ≤ V π2

C . That is, π1 is superior

in either RR or RC or both. An equivalence class is non-dominated if there does not exist an

equivalence class that dominates it.

Let Π(τ) be the space of deterministic policies such that ∀π ∈ Π(τ), V π
C (s0) ≤ τ . These are

the feasible deterministic policies. An optimal feasible deterministic policy π∗τ ∈ Π(τ) satisfies

V
π∗τ
R (s0) ≥ V π

R (s0) ∀π ∈ Π(τ).

Values are defined in the usual way as the expected cumulative discounted return:

VC(s0) = E[RC(s0, π(s0)) + γRC(s1, π(s1)) + . . .+ γtRC(st, π(st)) + . . .],

and

VR(s0) = E[RR(s0, π(s0)) + γRR(s1, π(s1)) + . . .+ γtRR(st, π(st)) + . . .].

An optimal feasible policy π∗τ is not necessarily non-dominated. There might be another

policy π′ that achieves the same VR(s0) but has larger V π′
C (s0) > V

π∗τ
C (s0) that is still feasible.

Define the Lagrangian MDP L(λ) = 〈S,A, P, λRR − (1 − λ)RC , γ, s0〉 whose reward

function is a linear combination of RR and RC .

Claim 1 For any fixed λ, the optimal policy π∗λ for L(λ) is a non-dominated policy.

Proof 10 The argument is by contradiction. If there were a way to increase VR or reduce VC ,

then π∗λ would not be optimal for the Lagrangian MDP.

Definition 11 Let ΠL be the set of all stationary deterministic policies that are solutions to the

Lagrangian MDP for some value of λ.
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Claim 2 Let λ1 and λ2 be a pair of values such that λ2 = λ1 − δ for some positive δ. Let π1

be a policy that optimizes the Lagrangian for λ = λ1 and π2 be the policy that optimizes the

Lagrangian for λ = λ2. Then one of two cases holds:

Case 1: V π2
C (s0) = V π1

C (s0), and V π2
R (s0) = V π1

R (s0) or

Case 2: π1 6= π2, V π2
C (s0) < V π1

C (s0), and V π2
R (s0) < V π1

R (s0).

Proof 11 Each solution is non-dominated, which means that both VC and VR must change be-

cause otherwise, the non-dominated condition would be violated. Because λ has decreased, less

weight is placed on VR and more weight on VC . Hence VC must decrease, which means that VR
must also decrease.

Claim 3 There exists a value λ∗ such that ∀λ ≤ λ∗, the optimal policy, π∗λ, of the Lagrangian

MDP L(λ) is feasible forM(τ); that is V
π∗λ
C (s0) ≤ τ .

Proof 12 As λ decreases, VC decreases. Hence, at some point, λ = λ∗, VC(s0) ≤ τ , and hence

the optimal policies for the Lagrangian become feasible for the constrained MDP. Let λ∗ be the

largest value of λ for which V
π∗λ
C (s0) ≤ τ .

For computational efficiency, we will not consider all possible values of λ. Instead, we

discretize the space by introducing a precision parameter η. Define ΠL,η to be the class of all

policies in ΠL where λ = kη, for k ∈ {0, 1, . . . , 1/η}. We will restrict our attention to only

these policies.

4.3 PAC-RL for Constrained MDPs

We now consider the problem of finding an approximately optimal policy by sampling from a

simulator-defined Constrained MDP. We introduce the following parameters:

• τ defines the feasibility constraint. A policy π is feasible if V π
C (s0) ≤ τ .

• ε defines a tolerance on the optimality of V π
R (s0).

• ν defines a tolerance on feasibility. We will accept any policy for which |V π
C (s0) −

V ∗C(s0)| ≤ ν, which means that in the worst case, V π
C (s0) = τ + ν.



80

• η controls the numerical precision of the λ values.

• δ is the confidence parameter.

Definition 12 [8]. A deterministic policy π is called ν-feasible if V π
C (s0) ≤ τ + ν for ν ≥ 0.

To obtain a polynomial time sampling algorithm, we need to relax our goal (based on ideas

from Chang [8]). Let ΠL,η(τ) be the set of all policies π ∈ ΠL,η such that V π
C (s0) ≤ τ . These

are the τ -feasible policies. We will be interested in two other policy classes: ΠL,η(τ − ν) and

ΠL,η(τ + ν).

Let π∗(−ν) ∈ ΠL,η(τ − ν) be a policy that is feasible with respect to the threshold τ − ν and

that among all such policies maximizes VR(s0). More precisely, π∗(−ν) = argmaxπ∈ΠL,η(τ−ν)

V π
R (s0).

Denote the value of π∗(−ν) by V ∗(−ν)
R (s0). Our goal will be to output a policy π ∈ ΠL,η(τ +

ν) such that V ∗(−ν)
R (s0)− V π

R (s0) ≤ ε and to do so in polynomial time.

Definition 13 An algorithm is Lagrangian-PAC-SAFE-RL if, for any C-MDPM(τ) = 〈S,A, P,
RR, RC , τ, γ, s0〉 and any parameters ε > 0, δ ∈ (0, 1), τ ∈ (0, 1], η > 0, and ν > 0 the

algorithm halts in time polynomial in |S|, |A|, 1/(1 − γ), 1/ε, 1/ν, 1/δ, and 1/η and does one

of the following two things:

1. Outputs a policy π ∈ ΠL,η such that with probability 1−δ the following are simultaneously

true:

(a) V π
C (s0) < τ + ν (π is τ + ν feasible)

(b) V ∗(−ν)
R (s0)− V π

R (s0) ≤ ε (the value of π is never less than ε below the value of the

optimal τ − ν feasible policy, and it may be significantly higher)

2. Outputs the message Fail, in which case with probability 1 − δ there does not exist any

policy π ∈ ΠL,η such that V π
C (s0) ≤ τ + ν.

This definition gives us control over how close to feasible the policy is (via ν) and how close to

the optimal feasible policy its VR return is (via ε).
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4.3.1 Confidence intervals for VR and VC for policy evaluation

Suppose we have drawn a set of samples for various states and actions. For any fixed policy π,

we can perform extended policy evaluation (i.e., extended value iteration with a fixed policy)

to obtain lower and upper confidence bounds on VC(s0) and VR(s0). We will denote these as

V π
C(s0), V π

C(s0), V π
R(s0), and V π

R(s0). Suppose our goal is to determine whether π is feasible

and if it is, then to determine confidence intervals on V π
R (s0). The policy π will be feasible

with probability 1 − δ if V π
C(s0) ≤ τ . Conversely, π is not feasible with probability 1 − δ if

V π
C(s0) > τ .

4.3.2 Confidence intervals for VR and VC for policy optimization

Instead of using a fixed policy, we can set a value of λ and perform extended value iteration

based on the upper confidence bound of the Lagrangian objective. This will define the πUCB(λ)

policy. More generally, we can perform binary search on λ to find three values:

• λlower is the largest value of λ ∈ Λ such that V UCB(λ)
C (s0) ≤ τ . This means that given

our current sample, πUCB(λ) is the “best” policy (in the sense of having the largest λ) for

which we can guarantee with probability 1− δ that it is feasible.

• λupper is the largest value of λ ∈ Λ such that V UCB(λ)
C (s0) ≤ τ . This means that given

our current sample, this is the largest value of λ that we cannot prove is not feasible.

Graphically, the situation looks like the plot in figure 4.1, which shows VR (blue) and VC
(green) as a function of λ.

The solid lines denote the true values of VC and VR. The dashed lines denote the corre-

sponding upper and lower confidence bounds. For purposes of this section, let π∗ be the policy

in Π(τ, η) that maximizes V π
R (s0). That is, π∗ is τ -feasible and among all such policies it maxi-

mizes the VR return.

Claim 4 The optimal value λ∗ ∈ [λlower, λupper] with probability 1− δ.

Proof 13 The optimal value of λ∗ ≥ λlower because we know all policies πλ for λ < λlower are

τ -feasible and V λ
R (s0) increases monotonically with λ. Therefore, there is no reason to consider

λ < λlower. The optimal value of λ∗ ≤ λupper because we know that λupper is the largest value

of λ that could possibly make πλ τ -feasible.
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Figure 4.1: Graphical representation of confidence intervals for different value of λ. The hori-
zontal axis plots the value of 0 ≤ λ ≤ 1. The solid lines denote the true values of VC and VR.
The dashed lines denote the corresponding upper and lower confidence bounds.

Claim 5 V
UCB(λlower)
R (s0) ≤ V ∗R(s0) ≤ V UCB(λupper)

R (s0) with probability 1− δ

Proof 14 From Claim 4, we know that the optimal value of λ, λ∗ is in [λlower, λupper]. Therefore,

V λlower
R (s0) ≤ V ∗R(s0) ≤ V

λupper
R (s0). The value V UCB(λupper)

R (s0) ≥ V
λupper
R (s0) because at

each state s, it overestimates V λupper
R (s). The value V UCB(λlower)

R (s0) ≤ V λlower
R (s0), because

the value of any policy, such as πUCB(λlower) is a lower bound on the value of the optimal policy,

and V λlower
R (s0) is the optimal policy for λlower.

Note that the gap between V UCB(λupper)
R (s0) and V UCB(λlower)

R (s0) is composed of three

parts. First, there is the width of the upper confidence interval V UCB(λupper)
R (s0)−V UCB(λupper)

R (s0).

Second, there is the difference in the values of the policies πUCB(λupper) and πUCB(λlower), which

we can write as V UCB(λupper)
R (s0) − V UCB(λlower)

R (s0). Finally, there is the width of the lower

confidence interval V UCB(λlower)
R (s0)− V UCB(λlower)

R (s0).
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4.4 Algorithm

We start by defining extended value iteration for the Lagrangian objective as shown in Algorithm

11. As a side effect, this also computes upper and lower bounds on VR and VC in all states and

on QR(s, a) and QC(s, a) in all state-action pairs.

Now we define a binary search algorithm on λ. Given a set of samples, our goal is to find

λlower and λupper to within tolerance η. The pseudo-code for BINARYSEARCH is shown in

Algorithm 12.

We will apply BINARYSEARCH to find λlower and λupper. Algorithm 13 defines three func-

tions; FINDLOWER, FINDUPPER, and NEXTLARGERLAMBDA. For λlower, we are looking for

the point λ where V λ
C(s0) crosses τ , which is exactly what BINARYSEARCH does. For λupper,

we need to find the point where V λ
C(s0) crosses τ , determine the value on the larger side, and

then find the largest value of λupper that achieves that value. The function NEXTLARGER-

LAMBDA finds the next larger value of λ that will cause the UCB policy to change by calling

LAGRANGIANEVI.

The main algorithm works by maintaining an upper bound V UCB(λ−νupper)
R (s0) on the value

of the best (τ − ν)-feasible policy and a lower bound V
UCB(λ+νlower)

R (s0) on the value of the best

(τ + ν)-feasible policy. Here the notation λ−ν refers the (τ − ν) feasibility and λ+ν refers to

(τ+ν) feasibility. Sampling proceeds in a series of minibatches that cause these bounds to shrink

toward one another. Execution terminates when V UCB(λ−νupper)
R (s0)−V UCB(λ+νlower)

R (s0) ≤ ε. This

is summarized in Algorithm14).

The rationale is the following. The largest value that V ∗(−ν)
R (s0) could have is V UCB(λ−νupper)

R (s0).

The smallest value that πUCB(λ+νlower) could have is V
UCB(λ+νlower)

R (s0). We want the value of

πUCBλ
+ν
lower) to be no less than ε below the value of V ∗(−ν)

R (s0). We attain this by ensuring that

V
UCB(λ+νlower)

R (s0)− V UCB(λ−νupper)
R (s0) < ε. Figure 4.2 shows the above rationale graphically.

4.5 Correctness and Polynomial Running Time

To prove correctness, we must show that, under appropriate conditions, the CONSTRAINEDDDV

algorithm will terminate at line 18. Specifically, we will prove the following claim:

Claim 6 If ΠL,η(τ − ν) and ΠL,η(τ + ν) are non-empty and 0 < λ∗ < 1, then with probability

1− δ, CONSTRAINEDDDV will terminate at line 18.
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Algorithm 11 LAGRANGIANEVI(λ, η, δ)
1: repeat
2: for each state s where N(s) > 0 do
3: for each action a do
4: if N(s, a) = 0 then
5: Q

λ
R(s, a) := Vmax; Qλ

R
(s, a) := 0

6: Q
λ
C(s, a) := 1; Qλ

C
(s, a) := 0

7: else
8: {Empirical Bernstein Bound backups for VR}
9: {VR upper bound}

10: MR(s, a) :=
∑

s′ P̂ (s′|s, a)γV
λ
R(s′)

11: V arR(s, a) :=
∑

s′ P̂ (s′|s, a)[γV
λ
R(s′)−MR(s, a)]2

12: UpperCIR(s, a) :=
√

2V arR(s) ln(3/δ)
N(s,a) + 3γVmax ln(3/δ)

N(s,a)

13: Q
λ
R(s, a) := min{Vmax, R(s, a) +M(s, a) + UpperCIR(s, a)}

14:

15: {VR lower bound}
16: MR(s, a) :=

∑
s′ P̂ (s′|s, a)γV λ

R(s′)

17: V arR(s) :=
∑

s′ P̂ (s′|s, a)[γV λ
R(s′)−MR(s, a)]2

18: LowerCIR(s, a) :=
√

2V arR(s) ln(3/δ)
N(s,a) + 3γVmax ln(3/δ)

N(s,a)

19: Qλ
R

(s, a) := max{0, R(s, a) +MR(s, a)− LowerCIR(s, a)}
20: {Empirical Bernstein Bound backups for VC}
21: {VC upper bound [not shown; exactly analogous to the above]}
22: {VC lower bound [not shown; exactly analogous to the above]}
23: end if
24: end for
25: {Now update the UCB policy}
26: πUCB(λ)(s) := a∗ := argmaxa λQ

λ
R(s, a)− (1− λ)Qλ

C
(s, a)

27: V
λ
R(s) := Q

λ
R(s, a∗)

28: V λ
R(s) := Qλ

R
(s, a∗)

29: V
λ
C(s) := Q

λ
C(s, a∗)

30: V λ
C(s) := Qλ

C
(s, a∗)

31: end for
32: until no Q value changes by more than η
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Algorithm 12 BINARYSEARCH(λleft, λright, τ, η, function Bound)

1: {Goal: Find Bound(λleft) ≤ τ ≤ Bound(λright) and λright − λleft ≤ η}
2: {The Bound function can be either V λ

C(s0) or V λ
C(s0) }

3: λ := 1
4: repeat
5: λlast := λ
6: λ = ηd 1

2η (λleft + λright)e
7: if λ = λleft or λ = λright then
8: if λlast = λleft then
9: λ := λright

10: else
11: λ := λleft
12: end if
13: end if
14: LAGRANGIANEVI(λ, η, δ)
15: B = Bound(λ)
16: if B ≤ τ then
17: λleft := λ
18: end if
19: if τ ≤ B then
20: λright := λ
21: end if
22: until λright − λleft ≤ η
23: return (λleft, λright)

Proof 15 We must show that the conditions of line 17 will be satisfied. Let us start with the first

condition that λ+ν
lower = λ−νupper. Suppose exploration proceeds until the confidence intervals on

VC(s0) have width 2ν (so that V λ
C (s0)− ν < V λ

C (s0) < V λ
C (s0) + ν). We will show that by this

point—if not sooner—the first condition will be satisfied. Given that ΠL,η(τ − ν) is non-empty

and λ∗ ∈ (0, 1), the value of λ−νupper will be less than 1. At λ = λ−νupper, by the definition of λ−νupper
we must have

V λ
C(s0) < τ − ν < V λ+η

C (s0).

Add 2ν to all sides to obtain

V λ
C(s0) + 2ν < τ + ν < V λ+η

C (s0) + 2ν.
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Figure 4.2: Graphical representation of confidence intervals for λ+ν
lower and λ−νupper. The horizon-

tal axis plots the value of 0 ≤ λ ≤ 1. The solid lines denote the true values of VC and VR. The
dashed lines denote the corresponding upper and lower confidence bounds.

Algorithm 13 FINDLOWER & FINDUPPER

Function FINDLOWER (λleft, λright, η, τ)

(λleft, λright) := BINARYSEARCH(λleft, λright, η, τ, V
λ
C(s0))

return λleft
End
Function FINDUPPER(λleft, λright, η, τ)

(λleft, λright) := BINARYSEARCH(λleft, λright, η, τ, V
λ
C(s0))

λleft := NEXTLARGERLAMBDA(λright)
return λleft

End
Function NEXTLARGERLAMBDA (λ)

for k = λ/η + 1 to 1/η do
LAGRANGIANEVI(kη, η, δ)

if V UCB(kη)
C (s0) > V

UCB(λ)
C (s0) then

return kη
return 1

End
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Algorithm 14 CONSTRAINEDDDV(s0, τ, ν, F, ε, δ, γ, Rmax)

1: λ+ν
lower := 0

2: λ−νupper := 1
3: CheckFeasibility:=true
4: loop
5: λ−νupper = FINDUPPER(0, 1,max(0, τ − ν), η)

6: λ+ν
lower = FINDLOWER(0, 1,min(1, τ + ν), η)

7: if CheckFeasibility then
8: LAGRANGIANEVI(0, η, δ)
9: if V UCB(0)

C (s0) ≥ τ − ν then
10: {we have a proof there is no (τ − ν)-feasible policy}
11: return No feasible policy
12: else if V UCB(0)

C (s0) < τ − ν then
13: {we have a proof that there is a (τ − ν)-feasible policy}
14: CheckFeasibility:=false
15: end if
16: end if
17: if

(
λ−νupper = λ+ν

lower

)
and

(
V
UCB(λ−νupper)
R (s0)− V UCB(λ+νlower)

R (s0) ≤ ε
)

then

18: return
(
Success, πUCB(λ+νlower)

)
19: end if
20: Explore for a minibatch of B samples using DDV on πUCB(λ−νupper)

21: end loop

The left hand side is equal to V λ
C(s0) because the confidence intervals have width 2ν. Similarly,

the right hand side is equal to V λ+η
C (s0). Substituting these in gives

V
λ
C(s0) < τ + ν < V

λ+η
C (s0).

This satisfies the definition of λ+ν
lower. Therefore, λ = λ+ν

lower.

Now let us consider the second condition. Once λ+ν
lower = λ−νupper = λ, the second condition

becomes V UCB(λ−νupper)
R (s0)− V UCB(λ+νlower)

R (s0) = V
UCB(λ)
R (s0)− V UCB(λ)

R (s0) < ε. This is a

simple constraint on the width of the confidence interval for V UCB(λ)
R (s0). Hence, if the condi-

tion is not already satisfied, then additional sampling will shrink the confidence interval to the

point where it is satisfied. Hence, the algorithm will terminate at line 18 in CONSTRAINEDDDV.
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We can also show the following.

Claim 7 If there is no (τ − ν)-feasible policy, then the CONSTRAINEDDDV algorithm will

terminate at line 11.

Proof 16 During the exploration we either observe V UCB(0)
C (s0) ≤ τ − ν or V UCB(0)

C (s0) >

τ − ν. In the former case, we have a proof that there exists a (τ − ν)-feasible policy, and the

algorithm explores until it meets the termination condition. In the latter case, we have a proof

that there is no feasible policy, so the CONSTRAINEDDDV terminates at line 11.

Theorem 9 CONSTRAINEDDDV requires polynomial sample size and terminates in polyno-

mial computation time.

Proof 17 Collecting total number of samples N = Õ
(
(|S|2|A|V 3

max)/(ε3(1− γ)3)
)

ensures

that every state-action pair is sufficiently sampled [42]. We can fix the total number of mini-

batches to T and then select the size of each minibatch so that the number of samples in each

batch grows quadratically. The result is that the confidence intervals shrink by (approximately)

a constant amount 1/T in each iteration (similar to doubling trick in [35]).

After each minibatch, we need to perform two binary searches. The number of times L

through the main loop of BINARYSEARCH algorithm will be the solution to η ≥ 1/2L, which is

L = log2 1/η. Each iteration of BINARYSEARCH algorithm requires a call to LAGRANGIANEVI.

Each such call has worst-case time O(|S|2|A|). Each call to FINDUPPER also requires a

call to NEXTLARGERLAMBDA, which requires O(1/η). Putting this all together, we obtain

Õ
(
(T |S|2|A|V 3

max)/(ηε3(1− γ)3)
)
, which is polynomial.

4.6 Experiments

We report four experiments. First, we study the GridWord domain shown in Figure 4.3(a) (there

is one starting state, one goal state, and two catastrophic states). Our goal is to gain some

intuition about the C-MDP formulation. Specifically, we look at the policies for λ = 0 and

λ = 1.

In Figure 4.3, we assume the model is known. The solid lines show the optimal policy for

λ = 1 (maximizing the reward), and the dotted actions show the optimal policy for λ = 0 (min-

imizing the risk). Notice that even for unequal discount factors, we are able to find a desirable

policy, which may not be optimal. The main difference between the policies for discounted and
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(a) γ = 0.95 and γC = 0.95
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Actions:

(b) γ = 0.95 and γC = 1

Figure 4.3: Derived policies for the GridWorld domain; solid arrows are when λ = 1 and dotted
arrows are when λ = 0. When both policies agree on an action in a cell, only one is shown.

undiscounted risk is that for discounted risk the best stationary deterministic policy that mini-

mizes the risk takes the discount into account and moves toward the goal more slowly than the

undiscounted risk policy.

In the second experiment, we solve for the optimal policy when the MDP is known while

varying λ and the constraint threshold τ . Our goal is to determine the right answer and see the

impact of τ and λ. Figure 4.4 shows the value of reward (VR) and value of risk (VC) in the

starting state for the GridWorld domain while varying the value of λ (4.4(a)) and while varying

the value of τ (4.4(b)). There is no feasible policy when τ = 0.

In Figure 4.4(a), we see that when λ is close to 1, we can easily reduce VC without any

impact on VR. As λ shrinks, VC and VR both shrink gradually, so that for values of τ in the

range (0.185 to 0.1), there continues to be little impact on VR. However, when λ goes from 0.1

to 0.0, we see a huge drop in VR for very little gain in VC . This kind of sudden drop causes

difficulty for obtaining PAC results. The problem is that in this region, the confidence intervals

on VR will be very wide, and it can require a huge number of training samples to shrink them

enough to achieve a width of ε.

In the third experiment, we compare the sample complexity of CONSTRAINEDDDV against

three benchmark algorithms: GW-MLE, εg-greedy GW-MLE, εg-greedy UCB. GW-MLE is the

improved version of the algorithm of [27], which basically maximizes the Lagrangian defined as
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Figure 4.4: Value of reward and risk while varying λ and risk threshold (τ ) for the GridWorld
domain.

L(λ̂) = 〈S,A, P̂ , λ̂RR − (1 − λ̂)RC , γ, s0〉, where λ̂ is the maximum likelihood estimate of λ

calculated over the MDP with transition probability P̂ and reward functions RR and RC . The

GW-MLE algorithm samples along the induced πλ̂ policy at each mini-batch. UCB algorithm

calculates πUCB = argmaxaQR(s, a) and samples along the πUCB policy. Since the UCB

algorithm ignores the risk in its default operation, we have added an adjustable εg parameter for

better exploration. The algorithms are modified to have stopping condition similar to the lines 9

and 17 in Algorithm 14 .

We compared these algorithms on the GridWorld MDP and two instances of the tamarisk

domain. In these experiments, we learn the model by sampling from the simulator. Tamarisk

problem instances are configured with the number of river segments (E = 3) and the number

of slots (H = 1) and (H = 2) (for more detail see [66]). For the (E = 3, H = 1) problem,

the starting state was NTE (one site contains a native species, one is invaded by tamarisk, and

one site at the bottom of river is empty). For the (E = 3, H = 2) instance, the starting state

is NTEEEE (one site contains a native species and an invasive species and the rest of the sites

in the river are empty). A catastrophic state is any state in which there are no natives (species

extinction). The goal state is that all sites are fully occupied by native species. We optimized the

value of εg for εg-greedy GW-MLE and εg-greedy UCB algorithms among the candidate values

εg ∈ {0.01, 0.1, 0.25}. After sampling a minibatch of size B = 1000 we update the model
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Figure 4.5: Comparison of number of samples taken by each algorithm to reach to the termina-
tion point.
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and calculate the corresponding confidence bounds. We calculate λupper and λlower every 8000

samples.

In these experiments, γ = γC = 0.95, δ = 0.01, η = 0.01, and ν = 0.025. For the

GridWorld domain, ε = 0.2, and for the Tamarisk problems ε = 1. The algorithms terminate

either if the width of the confidence interval falls below εRmax or if 3 million samples are drawn.

We report the number of samples drawn at termination in Figure 4.5. The results are aver-

aged over 10 independent runs, and the vertical axis is plotted on a log scale. Error bars indicate

one standard deviation. The GW-MLE and εg-GW-MLE algorithms perform very poorly; much

worse than CONSTRAINEDDDV. In many cases, they hit the 3 million maximum sampling bud-

get without achieving the desired confidence interval width. CONSTRAINEDDDV and εg-UCB

give much more similar performance, if εg is properly tuned. CONSTRAINEDDDV almost al-

ways requires smaller sample sizes, particularly for small values of τ (which would be the values

normally encountered in a real application). This is presumably because CONSTRAINEDDDV

focuses its exploration on the parts of the MDP visited by policies with low VC , whereas εg-UCB

is only maximizing VR. However, these MDPs exhibit a “critical point”, where the required sam-

ple size grows quite large. At couple of those critical points, CONSTRAINEDDDV and εg-UCB

require the same sample size, but the CONSTRAINEDDDV sample size exhibits more variance.

In the final experiment, the average values of the lower bounds for reward and catastrophe

and the value of VR − V
UCB(λνlower)

R at the termination point are reported. Figure 4.6 shows

the mean V UCB(λνlower)

R , VR − V
UCB(λνlower)

R , and V UCB(λνlower)

C values obtained by running the

CONSTRAINEDDDV algorithm on the GridWorld domain for five independent runs. In these

experiments, ε = 0.05 and ν ∈ {0.025, 0.01, 0.007}. Figures 4.6(a) and 4.6(c) show both

V
UCB(λνlower)

R and V UCB(λνlower)

C for different ν are the lower bounds on the true values. Figure

4.6(b) shows V UCB(λνlower)

R is ε/2 close to the true VR value as the PAC-Safe-RL definition

claims. Note that when ν = 0.025 and τ = 0.1 there is no (τ − ν)-feasible policy.

4.7 Conclusion

Many computational sustainability problems involving MDPs must be concerned with catas-

trophic outcomes such as species extinction. One approach to this is to limit the probability of

catastrophic outcomes by imposing a constraint on the MDP policy, which converts the MDP

into a Constrained MDP (C-MDP). Previous work on simulation-based MDP planning for con-

strained MDPs has not provided formal guarantees. This chapter is the first to provide an algo-
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rithm with formal guarantees by extending the notion of PAC-RL algorithms to PAC-Safe-RL

algorithms. We proved that this new algorithm, CONSTRAINEDDDV, is PAC-Safe-RL. Our

experiments demonstrated that CONSTRAINEDDDV is also able to match or beat the sample

complexity of very competitive baseline algorithms that lack formal performance guarantees.
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Chapter 5: Conclusion

5.1 Conclusion

This thesis has addressed the problem of unconstrained and constrained MDP planning in nat-

ural resource management when the MDP is defined by an expensive simulator. In this setting,

the planning phase is separate from the execution phase, so there is no tradeoff between explo-

ration and exploitation. Instead, the goal is to compute a PAC-optimal policy while minimizing

the number of calls to the simulator. The policy is designed to optimize the cumulative dis-

counted reward starting in the current real-world state s0. Unlike in most published RL papers,

which typically assume that the MDP is ergodic, the starting state of our ecosystem management

problems is typically a transient state.

Chapter 2 has made two contributions. First, it showed how to combine the Good-Turing

estimate with the L1-confidence region of Weissman et al. [73] to obtain tighter confidence

intervals (and hence, earlier termination) in sparse MDPs. Second, it showed how to use occu-

pancy measures to create better exploration heuristics. It introduced a new policy-independent

upper bound µ on the occupancy measure of the optimal policy and applied this to define the

DDV-UPPER algorithm. It also employed an occupancy measure µOUU based on the “optimism

under uncertainty” principle to define the DDV-OUU algorithm.

The µ measure is potentially of independent interest. Like the value function computed dur-

ing value iteration, it does not quantify the behavior of any particular policy. This means that

it can be computed without needing to have a specific policy to evaluate. However, the DDV-

UPPER exploration heuristic did not perform very well. We have two possible explanations for

this. First, µ can be a very loose upper bound on the optimal occupancy measure µ∗. Perhaps

this leads DDV-UPPER to place too much weight on unfruitful state-action pairs. Second, it

is possible that while DDV-UPPER is optimizing the one-step gain in ∆∆V (s0) (as it is de-

signed to do), DDV-OUU does a better job of optimizing gains over the longer term. Further

experimentation is needed to determine which of these explanations is correct.

Our DDV-OUU method gave the best performance in all of our experiments in Chapter 2.

This is yet another confirmation of the power of the “Optimism Principle” [6] in exploration.
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Hence, we recommend it for solving simulator-defined MDP planning problems. We are apply-

ing it to solve moderate-sized instances of our tamarisk MDPs. However, additional algorithm

innovations will be required to solve much larger tamarisk instances.

Chapter 3 has made three main contributions. First, it has developed optimal sampling strate-

gies for Monte Carlo policy evaluation using both local and trajectory-wise forms of the Hoeffd-

ing and empirical Bernstein bounds. Second, it provided experimental evidence that for policy

evaluation the trajectory-wise bounds generally out-perform the local bounds except in a few

special cases. Third, it introduced two new MDP planning algorithms, LGCV and LLGCV,

for simulator-defined MDPs. These algorithms combine trajectory-wise confidence intervals

with local confidence intervals to reduce the number of samples needed to achieve target levels

of accuracy. The LGCV algorithm combines a local upper bound with a global lower bound.

Although this performs well on some problems, it exhibits poor performance on others. The

LLGCV algorithm extends LGCV by intersecting both the local and global lower bounds. Al-

though this requires computing additional confidence intervals, it eliminates LGCV’s failure

cases. Hence, LLGCV provides a robust method that can obtain significant improvements over

previous methods.

Chapter 4 has studied limiting the probability of catastrophic outcomes by imposing a con-

straint on the MDP policy, which converts the MDP into a C-MDP. Many computational sus-

tainability problems must deal with catastrophic outcomes such as species extinction. Previous

published work on MDP planning for constrained MDPs has not provided formal guarantees.

This chapter is the first to provide an algorithm with formal guarantees by extending the notion

of PAC-RL algorithms to PAC-Safe-RL algorithms. We proved that this new algorithm, CON-

STRAINEDDDV, is PAC-Safe-RL. Our experiments demonstrated that CONSTRAINEDDDV is

also able to match or beat the sample complexity of very competitive baseline algorithms that

lack formal performance guarantees.

5.2 Future Work

Promising directions for future research are summarized as follows.

One natural direction is to explore the benefits of other confidence interval methods, such

as Kullback-Leibler divergence [24], extensions of empirical Bernstein bound using Anderson’s

inequality [68], Bernstein-like derivation bound for the missing mass [40], and improvements

on the Good-Turing estimate [50, 70]. Moreover, as shown in this thesis, Monte-Carlo policy
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evaluation based on empirical Bernstein bound outperformed the other studied bounds. However,

performing the policy improvement step wasn’t efficient. Another research direction is to apply

global confidence intervals for Monte-Carlo policy improvement in an efficient way.

The other direction is incorporating other exploration methods in RL and multi-armed bandit

literature. For example, in RL literature, posterior sampling [69] algorithm has been developed

to minimize regret (PSRL [52, 51]). In such settings, it has been shown experimentally to be

better than UCB methods. The open research question is whether posterior sampling might be

useful for PAC algorithms that must halt and output a policy. In multi-armed bandit literature,

LUCB [37] has been proposed for finding the best PAC m-arms, where m could be one. How

can one extend the similar algorithms from multi-armed bandits to MDPs?

In this thesis we studied algorithms to compute optimal solutions exactly for discrete MDPs.

One can expand the proposed exploration algorithms to continuous MDPs with linear function

approximation [54, 43]. Moreover, recent advances in deep reinforcement learning for (non-

linear) value function approximation and policy gradient suggest applying the proposed methods

in this thesis to find approximate optimal solutions using deep architectures. One approach is to

estimate the occupancy measure using a parameterized representation as a deep architecture [41]

and use the heuristic in this thesis for exploration. One trend in deep reinforcement learning is

using ensemble methods to support robustness and safety [56]. Osband et al. [53] proposed boot-

strapped DQN to adapt posterior sampling for deep exploration. The algorithm uses (bootstrap)

data to approximate a distribution over Q values, and samples accordingly. Could we apply our

algorithms to bootstrap confidence intervals using this architecture?

The constrained MDP algorithm presented in this thesis is an instance of multi-objective

sequential decision making, where a decision maker faces multiple conflicting objectives [58,

57]. The biggest challenge with CONSTRAINEDDDV is that it only considers policies that can

be produced by the Lagrangian. These are a subset of the complete Pareto set of non-dominated

policies. There are methods in the Operations Research (OR) literature for finding all points in

the Pareto set, and extending CONSTRAINEDDDV to do this is an important next step.
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Appendix A: Proofs of the Main Result

A.1 Proof of Theorem 8

Suppose the current optimistic policy at time t is πt = πUCB and the current maximum likeli-

hood transition estimates at time t are P̂ t. Following the same argument as [16] and the bounds

on V πt
(s0), we can bound Q∗(s0, a) − Q(s0, a) ≤ Q(s0, a) − Q(s0, a). This means that by

bounding Q(s0, a) − Q(s0, a) ≤ ε(1 − γ)/2 for a = πt(s0) we can guarantee |V πt(s0) −
V ∗(s0)| < ε. We therefore compute the sample size required to get ∆Q(s, a) ≤ ε(1− γ)/2 for

all (s, a).

We use the same style of proof as Proposition 1 in [62]. Let (s∗, a∗) = argmax(s,a) |Q(s, a)−
Q(s, a)|. For a given optimistic policy π, we use the largest value of variance as V arπ(s0, π(s0)) =

γ2V 2
max/4. Therefore,

max
(s,a)
|Q(s, a)−Q(s, a)|

= Q(s∗, a∗)−Q(s∗, a∗)

= R(s∗, a∗) +
∑
s′

P̂ (s′|s∗, a∗)γV (s′) +

√
2V ar(s∗, a∗) ln(3/δ0)

N(s∗, a∗)
+

3γVmax ln(3/δ0)

N(s∗, a∗)

− R(s∗, a∗)−
∑
s′

P̂ (s′|s∗, a∗)γV (s′) +

√
2V ar(s∗, a∗) ln(3/δ0)

N(s∗, a∗)
+

3γVmax ln(3/δ0)

N(s∗, a∗)

≤ γ
∑
s′

P̂ (s′|s∗, a∗)
(
V (s′)− V (s′)

)
+ γ

√
2V 2

max ln(3/δ0)

N(s∗, a∗)
+

6γVmax ln(3/δ0)

N(s∗, a∗)

≤ γmax
s
|V (s)− V (s)| + γ

√
2V 2

max ln(3/δ0)

N(s∗, a∗)
+

6γVmax ln(3/δ0)

N(s∗, a∗)

≤ γmax
(s,a)
|Q(s, a)−Q(s, a)| + γ

√
2V 2

max ln(3/δ0)

N(s∗, a∗)
+

6γVmax ln(3/δ0)

N(s∗, a∗)
.
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Now, we have

max
(s,a)
|Q(s, a)−Q(s, a)| ≤ 1

(1− γ)

(
γVmax

√
2 ln(3/δ0)

N(s, a)
+

6γVmax ln(3/δ0)

N(s, a)

)
.

To make ∆Q(s, a) ≤ ε(1−γ)/2 for all (s, a), we need to bound the right-hand side of the above

equations as follows:

γVmax

√
2 ln(3/δ0)
N(s,a) + 6γVmax ln(3/δ0)

N(s,a) ≤ ε(1−γ)
2√

2 ln(3/δ0)
N(s,a) + 6 ln(3/δ0)

N(s,a) ≤
ε(1−γ)
2Vmaxγ

.

We use δ0 = 6δ
2π2|S||A|t2 in the following derivation instead of the value δ0 = δ

2|S||A|t(t+1) to

make the derivation simpler:

√
2 ln(

π2|S||A|m2

δ
)

m +
6 ln(

π2|S||A|m2

δ
)

m = ε(1−γ)
2Vmaxγ

6

(√
ln(

π2|S||A|m2

δ
)

m +
√

2
12

)2

= 1
12 + ε(1−γ)

2γVmax

ln(
π2|S||A|m2

δ
)

m =

[√
1
6

(
1
12 + ε(1−γ)

2γVmax

)
−
√

2
12

]2

ln(π2|S||A|)+ln( 1
δ

)+2 ln(m)

m =

[√
1
6

(
1
12 + ε(1−γ)

2γVmax

)
−
√

2
12

]2

One can derive the above using simple algebra. We use the following substitutions to make the

equations easier to follow. Let c1 = ln(π2|S||A|) + ln(1
δ ), c2 =

[√
1
6

(
1
12 + ε(1−γ)

2γVmax

)
−
√

2
12

]2

,

and u = ln(m). Then, the last equation becomes:

(c1 + 2u)e−u = c2.



107

Define x = 0.5c1 + u and substitute:

xe−x = 0.5c2e
−0.5c1 .

Replacing x = −y gives

yey = −0.5c2e
−0.5c1 ⇒ y = W−1(−0.5c2e

−0.5c1),

where W is Lambert W function. By tracing back the substitutions, we end up with a sample

complexity of

m = e
−0.5(ln(π2|S||A|)+ln( 1

δ
))−W−1

(
−0.5∗

[√
1
6

(
1
12

+
ε(1−γ)
2γVmax

)
−
√
2

12

]2
e−0.5∗(ln(π2|S||A|)+ln( 1

δ
)))

)
.

We use an upper bound on Lambert W function to eliminate it:

m = e
−0.5(ln(π2|S||A|)+ln( 1

δ
))−2 ln(0.5∗

[√
1
6

(
1
12

+
ε(1−γ)
2γVmax

)
−
√
2

12

]2
e−0.5∗(ln(π2|S||A|)+ln( 1

δ
)))
.

Therefore, the sample complexity for the maximum variance is

m =

√
π2|S||A|

δ

 1√
1
6

(
1
12

+
ε(1−γ)
2γVmax

)
−
√
2

12

4

.
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Repeating the above steps with V ar = 0, we obtain

6γVmax ln(
π2|S||A|m2

δ
)

m = ε
2(1−γ)

ln(
π2|S||A|m2

δ
)

m = ε(1−γ)
12γVmax

ln(π2|S||A|)+ln( 1
δ

)+2 ln(m)

m = ε(1−γ)
12γVmax

m = e
−0.5(ln(π2|S||A|)+ln( 1

δ
))−W−1

(
−0.5∗ ε(1−γ)

12γVmax
e−0.5∗(ln(π2|S||A|)+ln( 1

δ
))
)

m = e
−0.5(ln(π2|S||A|)+ln( 1

δ
))−2 ln

(
0.5∗ ε(1−γ)

12γVmax
e−0.5∗(ln(π2|S||A|)+ln( 1

δ
))
)
.

Therefore, the sample complexity for this case is

m =

√
π2|S||A|

δ

(
1

ε(1−γ)
24γVmax

)2

.

Therefore, asymptotic sample complexity for both cases is

O

(
|S||A|

√
|S||A|
δ

R2
maxγ

2

ε2(1−γ)4

)
.
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