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AN INVESTIGATION OF BIVARIATE APPROXIMATIONS

I. INTRODUCTION

The generation of approximating functions forms an important topic in numerical analysis. Until recently, little work was devoted to multivariate approximations as compared to that expended on functions of one variable. In particular, very little is known about classes of functions and generating algorithms. Bivariate approximations are, in fact, a logical extension of the classical methods employed in univariate cases. The relationship is not, however, always self-evident, and many algorithms become difficult to use when multiple variables are introduced. The advent of high-speed computers has now rendered it possible to evaluate lengthy numerical expressions previously impractical due to time considerations. Therefore, the topic of bivariate approximations has now come within the realm of investigation and application.

The greatest single limiting factor encountered in bivariate approximations is the sheer mass of information required to adequately describe a function of two independent variables. If data were to be taken at intervals normally used in univariate cases, the resulting mass of resultant data would be prohibitive. As a result, bivariate data is normally taken at greater intervals, and much higher-order interpolation formulas must be used to obtain acceptable results.
Apparently then, care must be exercised to obtain series approximations that are easy to evaluate.

The most general representation of a bivariate series is:

\[ \sum_{i} A_{i} \phi_{i}(x, y), \]

where \( \phi_{i}(x, y) \) is a real function of real variables, \( x \) and \( y \), defined over some domain of \( x \) and \( y \). Many approximations, however, may be formed by considering only series of the form:

\[ \sum_{i,j} A_{ij} U_{i}(x)V_{j}(y). \]

This form permits many factoring schemes, and avoids recomputation of values, particularly in the generation of tables. Some functions can be satisfactorily approximated by a separation of variables, where the series takes the form:

\[
\left[ \sum_{i} A_{i} U_{i}(x) \right] \left[ \sum_{j} B_{j} V_{j}(y) \right]
\]

Evidently, this form is a factoring of the general expression into two univariate series. While an expression of this form is relatively easy to evaluate, it is rather limited in its applications.
The subject of bivariate approximations may be conveniently divided into three general topics according to the criterion of fit. These are the same criteria commonly used in univariate expansions:

1. Interpolation, in which the approximating function must equal the generating function at prescribed points.

2. Least-squares, in which the sum of the squares of the error of the approximating function is minimized.

3. Chebyshev, or minimax, in which the maximum error of the approximating function is minimized.

While other criteria are possible, these are the most commonly used, and the thesis will be limited to these.
II. INTERPOLATION

Interpolation forms an important topic in the study of approximations not only because the theory is easy to follow, but also because interpolation gives an adequate solution to many problems. Before discussing interpolation, a few terms must be defined. A bivariate sample consists of the finite set \( \{(x_i, y_i, z_i): i = 1, 2, \ldots, N\} \), and sample points consist of the set \( \{(x_i, y_i): i = 1, 2, \ldots, N\} \). An approximation, \( U(x, y) \), interpolates over the bivariate sample \( \{(x_i, y_i, z_i): i = 1, \ldots, N\} \) if it satisfies the relation

\[
U(x_i, y_i) = z_i \quad \text{for} \quad i = 1, 2, \ldots, N.
\]

A number of methods have been devised for developing bivariate interpolating approximations. In particular, references (5), (6), and (7) suggest several such methods. A topic that has not been adequately investigated, however, is a unique method of developing an interpolating approximation from a given bivariate sample. In particular, suppose that it is desired to develop a series of the form

\[
\sum_{i=1}^{N} a_i \phi_i(x, y)
\]

that interpolates the bivariate sample \( \{(x_i, y_i, z_i): i = 1, \ldots, N\} \).

There are many choices for the sequence \( \{\phi_i(x, y)\} \), but
polynomials are a logical choice, not only because they are very easy to evaluate, but also because a great deal is known about their behavior. A common method of taking data of two variables is in "lines" of constant $x$ or $y$. Specifically, a line of constant $x$ consists of the sample points

$$\{(x_i, y_{ij}): j = 1, 2, \ldots, n_i\}.$$ 

A line of constant $x$ may consist of a single point. A unique interpolating polynomial may be developed for a bivariate sample of this type.

**Theorem 2-1:** For some choice of $\{a_{ij}\}$ and $\{d_i\}$, the polynomial

$$ M-1 \sum_{i=0}^{M-1} \sum_{j=0}^{M-1} a_{ij} x^i y^j $$

interpolates the bivariate sample

$$ \{(x_i', y_{ij}', x_{ij}'): i = 1, 2, \ldots, M; j = 1, 2, \ldots, n_i\} $$

where the sample points $\{(x_i, y_{ij})\}$ are distinct.

**Proof:** The $\{d_i\}$ must be chosen in such a manner as to ensure the existence of a unique solution for $\{a_{ij}\}$. 
Let

\[ N_0 = \{ n_i : i = 1, 2, \ldots, M \}, \]

and

\[ N_{k+1} = N_k - \{ \max (n_i) \}, \quad \text{for } k = 0, 1, \ldots, M-1 \]

\[ n_i \in N_k \]

then define

\[ d_k = \max (n_i) - 1 \]

\[ n_i \in N_k \]

The resulting equations

\[
\sum_{i=0}^{M-1} \sum_{j=0}^{d_i} a_{ij} x^i y^j = z
\]

has a unique solution for \( \{a_{ij} \} \) if the corresponding homogeneous equation,

\[
\sum_{i=0}^{M-1} \sum_{j=0}^{d_i} b_{ij} x^i y^j = 0
\]

for \((x, y)\) contained in the set of sample points, does not have non-trivial solutions for \( \{b_{ij} \} \). The homogeneous equation may be re-written

\[
\sum_{i=0}^{M-1} \phi_i (y_j)^k x^i = 0 \quad \text{for } j = 1, 2, \ldots, M; \quad k = 1, 2, \ldots, n_j
\]
where \( \phi_i(y) \) is a polynomial. There are \( M \) distinct values of \( x \) for which

\[
\sum_{i=0}^{M-1} \phi_i(y)x^i = 0,
\]

therefore, \( \phi_i(y) = 0 \) for all \( \phi_i \), and all \( y_{jk} \) contained in the sample. But the degree of \( \phi_i(y) \) was chosen to be less than the number of sample points on at least one of the individual lines, therefore, the polynomial \( \phi_i(y) \) is identically zero, and the theorem if proven. Obviously the same development could be used to define and interpolate lines of constant \( y \).

This method may be applied to a wide variety of bivariate samples for, although the development is for a specific type of sample, the definition of this sample is so broad as to include all types of bivariate samples. Further, as soon as it is agreed upon whether a given sample is to be regarded as lines of constant \( x \), or lines of constant \( y \), the bivariate interpolating polynomial is uniquely determined.
III. LEAST-SQUARE APPROXIMATIONS AND FOURIER COEFFICIENTS

The principle of least-squares, in which the sum of the squares of the errors in the approximating series is minimized may be applied to bivariate approximations. In order to simplify notation, an inner-product may be developed for functions of two variables. Let $U(x, y)$ and $V(x, y)$ be two functions of $x$ and $y$ defined over some domain $z$. The inner product over $z$ is defined as:

$$(U, V)_z = \int \int_U U(x, y)V(x, y) dx dy .$$

If $z$ were a discrete set of sample points, $\{(x_i, y_i); \ i = 1, 2, \ldots, n\}$, then the definition would become

$$(U, V)_z = \sum_{i=1}^{n} U(x_i, y_i)V(x_i, y_i)$$

A bivariate approximation $U(x, y)$ is a least-square approximation to $f(x, y)$ over the set $\{(x, y)\} \in z$ if $(r, r)_z$ is minimized, where $r = U - f$.

The development of a bivariate least-square approximating series to fit a finite set of distinct points is very similar to the univariate development. If the function $U(x, y) = \sum_{i} a_i u_i (x, y)$ is to be a
least-square approximation to the function \( f(x, y) \) over some set, 
\[ z = \{(x_i, y_i)\}, \] then the expression \( (r, r)_z \) must be minimized. For any particular choice of data points and approximating sequence, the expression \( (r, r)_z \) may be regarded as a function of the coefficients, \( \{a_i\} \), in the series expansion of \( U(x, y) \). Therefore, as in calculus, to find the minimum of the expression, set

\[
\frac{\partial (r, r)_z}{\partial a_i} = 0
\]

\[
\frac{\partial (\sum a_j u_j - f, \sum a_k u_k - f)_z}{\partial a_i} = \sum_j \frac{\partial a_j u_j - f}{\partial a_i} + \sum_k \frac{\partial a_k u_k - f}{\partial a_i}
\]

From the definition of the inner product, it is a bilinear operator, therefore, the partial derivative operator may be distributed over the inner product.

\[
\frac{\partial (r, r)_z}{\partial a_i} = (u_i, U - f)_z + (U - f, u_i)_z
\]

\[
= 2(u_i, U - f)_z
\]

\[
= 2\left[(u_i, U)_z - (u_i, f)_z\right]
\]

Therefore:

\[
(u_i, U)_z = (u_i, f)_z
\]

Or, expressing the results explicitly:
\[
\sum_{j} a_j(u_j, u_i)_z = (f, u_i)_z
\]

The resulting set of equations defines the normal equations which may be solved for \( \{a_j\} \) if the corresponding homogeneous equations

\[
\sum_{j} b_j(u_j, u_i)_z = 0
\]

Do not have non-trivial solutions for \( \{b_j\} \).

Again making use of the bilinear property of the inner product,

\[
(\sum_{j} b_j u_j, u_i)_z = 0
\]

Now, multiply the \( i^{th} \) equation by \( b_i \), and sum over all the equations:

\[
\sum_{i} b_i (\sum_{j} b_j u_j, u_i)_z = 0
\]

and again distributing the sum over the inner product:

\[
(\sum_{j} b_j u_j, \sum_{i} b_i u_i)_z = 0
\]
This is true if and only if

$$\sum_{i} b_i u_i(x, y) = 0 \text{ for all } (x, y) \in z$$

Therefore, the homogeneous equations have non-trivial solutions for \(\{b_i\}\) if and only if \(\{u_i\}\) are linearly independent over the set \(z\).

The use of polynomials in least square approximations is of sufficient importance to require more investigation. In this case, \(u_i(x, y) = x^p y^q\), where \(\{p_i\}\) and \(\{q_i\}\) are nonnegative integers. The normal equations become:

$$\left(f(x, y), x^p y^q\right)_z = \sum_j a_j \left(x^j y^j, x^p y^q\right)_z$$

In section two, a method was introduced for finding a set \(\{p_i, q_i\}\) such that \(x^p, y^q\) would be linearly independent over the finite set \(z'\). This method may be used for developing least square polynomials by taking \(z' \subset z\).

The simultaneous solution of the normal equations becomes impractical in many instances. A more practical approach to the subject of least square approximation lies in the study of orthogonal series. The sequence of functions, \(\{u_i(x, y)\}\) are orthogonal over the set \(z\) if
\[(u_i, u_j)_z = c_i \delta_{ij} \quad c_i > 0\]

Where \(c_i\) is some constant and \(\delta_{ij}\) is the Kronecker delta.

This results in a diagonalization of the matrix

\[\left\{(u_i, u_j)_z\right\}\]

and the normal equations become

\[a_i (u_i, u_i)_z = (u_i, f)_z\]

A subject of particular interest is the generation of a bivariate orthogonal sequence from univariate orthogonal sequence. Univariate orthogonal sequences are defined in the usual manner, that is, the sequence \(\{u_i(x)\}\) is orthogonal over the set \(X\) if

\[< u_i, u_j>_X = c_i \delta_{ij}\]

where \(c_i\) is a constant, \(\delta_{ij}\) is the Kronecker delta, and the inner product, \(< u_i, u_j>_X\) is defined as:

\[< u_i, u_j>_X = \int_X u_i(x)u_j(x)dx\]

if \(X\) is real interval; or

\[= \sum_{x \in X} u_i(x)u_j(x)\]

if \(X\) is a finite set of points.
Since univariate orthogonal sequences form a familiar and well-developed topic, they provide an ideal basis for a practical approach to bivariate sequences.

**Theorem 3-1:** If \( \{v_i(x)\} \) is an orthogonal sequence over \( X \), \( \{w_j(y)\} \) is an orthogonal sequence over \( Y \), and \( u_{ij}(x, y) = v_i(x)w_j(y) \), then \( \{u_{ij}(x, y)\} \) is orthogonal over \( z = X \times Y \).

**Proof:** The proof follows directly from a property of the inner product:

\[
(v_i, w_k', v_j, w_l')_{X \times Y} = <v_i, v_j>_X <w_k', w_l'>_Y
\]

Since the univariate sequences \( \{v_i\} \) and \( \{w_j\} \) are orthogonal over the respective sets \( X \) and \( Y \),

\[
<v_i, v_j>_X = c_i \delta_{ij}
\]
\[
<w_k', w_l'>_Y = d_k \delta_{k\ell}
\]

\[
c_i d_k \delta_{ik} \delta_{\ell} = <v_i, v_j>_X <w_k, w_l>_Y
\]
\[
= (v_i, w_k', v_j, w_l')_{X \times Y}
\]
\[
= (u_{ij}, u_{ij})_z
\]

and therefore, \( \{u_{ij}\} \) is orthogonal over \( z = X \times Y \).

The root-mean-square error of a least square approximation
by orthogonal functions is easily obtained. \( e_{\text{rms}} = [(r, r)_z/(1, 1)_z]^{1/2} \)
is the root-mean-square error of the approximation where \( r \) is defined as above, since

\[
(r, r)_z = (f, f)_z - (U, U)_z
\]

\[
= (f, f)_z - \sum_i \sum_j a_i a_j (u_i, u_j)_z
\]

\[
= (f, f)_z - \sum_i a_i^2 (u_i, u_i)_z
\]

\[
e_{\text{rms}} = \left\{ \left[ (f, f)_z - \sum_i a_i^2 (u_i, u_i)_z \right]/(1, 1)_z \right\}^{1/2}
\]
IV. CHEBYSHEV POLYNOMIALS

While least-square series minimize the sum of the square of the error, isolated errors are allowed. Chebyshev polynomials do not necessarily minimize the square of the error, but rather the maximum error. The use of Chebyshev polynomials in univariate approximations is quite widespread, so it follows that a bivariate analogue could certainly find applications. The univariate Chebyshev polynomials consists of a sequence of polynomials, \( \{T_n(x)\} \), where \( T_n(x) = \cos (n \arccos (x)) \). The bivariate analogue consists of the sequence \( \{T_m(x) T_n(y)\} \), which has properties very similar to the classical Chebyshev polynomials.

**Theorem 4-1:** If \( T_n(\xi) = \cos (n \arccos (\xi)) \), \( P_{mn}(x, y) = \sum_{i=0}^{m} \sum_{j=0}^{n} a_{ij} x^i y^j \) with \( a_{mn} = 1 \), and

\[
U_k = \begin{cases} 
2^{k-1} & \text{if } k \neq 0 \\
1 & \text{if } k = 0 
\end{cases}
\]

then

\[
\max \left[ \frac{1}{U_m U_n} \left| \frac{T_m(x)T_n(y)}{U_m U_n} \right| \right] \leq \max \left[ |P_{mn}(x, y)| \right] \text{ on } -1 \leq x \leq 1; -1 \leq y \leq 1
\]

**Proof:** The function \( T_n(\xi) \) is an equal-ripple function. That is, it alternately assumes its maxima and minima which are all equal in absolute value. Therefore, the polynomial \( T_m(x)T_n(y) \) assumes
its extrema of $\pm 1$ at the points $(x_i, y_j)$, where $x_i = \cos(\pi i/m)$; $i = 0, 1, \ldots, m$ and $y_j = \cos(\pi j/n)$; $j = 0, i, \ldots, n$. To simplify notation, let $R_{im}$ be the line segment defined by $x = \cos(\pi i/m)$, $-1 < y < 1$. Similarly, let $S_{jn}$ by the line segment defined by $y = \cos(\pi j/n)$, $-1 < x < 1$.

Now, assume that

$$\max \left[ \frac{T_m(x)T_n(y)}{U_m U_n} \right] > \max \left[ |P_{mn}(x, y)| \right],$$

and consider the difference

$$\frac{T_m(x)T_n(y)}{U_m U_n} - P_{mn}(x, y).$$

Evidently, this difference may be written as a polynomial of degree $m$ in $x$, and $n$ in $y$. By proper grouping and factoring, the difference polynomial may be represented as

$$\sum_{i=0}^{m} \phi_i(y)x^i,$$

where $\phi_i(y)$ is a polynomial in $y$. For $0 \leq i \leq m-1$, $\phi_i(y)$ is of degree $n$ at most; $\phi_m(y)$, however, is of degree $n-1$ or less. This results from the requirement that the coefficient of
\(x^m y^n\) in the polynomial \(P_{mn}(x, y)\) be one. Since the coefficient of \(x^m y^n\) in \(T_m(x)T_n(y)/U_m U_n\) is also one, the corresponding coefficient in the different polynomial is zero, and hence, the difference polynomial does not include an \(x^m y^n\) term.

Now, consider the behavior of the difference polynomial along \(S_{kn}\). The polynomial \(T_m(x)T_n(y)/U_m U_n\) alternately assumes its maxima and minima along \(S_{kn}\) because \(T_n(y)\) is identically one or minus one, its extrema. Because \(P_{mn}(x, y)\) is less than \(T_m(x)T_n(y)/U_m U_n\) in absolute value, the difference polynomial must alternate in sign. Therefore, the difference polynomial must have \(m\) distinct zeros on \(S_{kn}\). These zeros can not occur at the extrema of \(T_m(x)T_n(y)\) which occur at the endpoints of \(S_{kn}\) and hence the zeros of the difference polynomial on \(S_{kn}\) may be represented as \(-1 < x_{k1} < x_{k2} < \ldots < x_{km} < 1\). The difference polynomial therefore is, except for an arbitrary constant, \(C_k\), uniquely determined on \(S_{kn}\) by

\[
\sum_{i=0}^{m} \phi_i(y_k) x_i = C_k \prod_{i=1}^{m} (x-x_{ki})
\]

By inspection, \(C_k = \phi_m(y_k)\). In a similar manner, \(T_m(x)T_n(y)\) alternately assumes its maxima and minima along \(R_{0m}(x=1, -1<y<1)\) at the intersections of \(R_{0m}\) with \(\{S_{kn}\}\). Therefore, the difference polynomial must alternate in sign, and \(\phi_m(y_k) \prod_{i=1}^{m} (1-x_{ki})\) must
alternate in sign as $k$ increases. The product $\prod_{i=1}^{m} (1-x_{ki})$ is positive which implies that $\phi_{m}(y_k)$ must alternate in sign. The polynomial $\phi_{m}(y_k)$ is of degree $n-1$, but has $n$ distinct zeros. Therefore, $\phi_{m}(y) = 0$. Contrary to the assumption

$$\max \left[ \frac{T_{m} (x) T_{n} (y)}{U_{m} U_{n}} \right] > \max |P_{mn} (x, y)|,$$

$P_{mn} (x, y) = T_{m} (x) T_{n} (y)/U_{m} U_{n}$ at its maximum, and the theorem is proven.

As a direct result of this theorem, it may be shown that the best uniform polynomial approximation of degree less than $m + n$ to $x^m y^n$ is a linear combination of bivariate Chebyshev polynomials.

**Theorem 4-2:** For some choice of coefficients $B_{ij}$, the sum

$$\sum_{(i,j) \in U} B_{ij} T_{i}(x)T_{j}(y) \quad U = \{(i,j): 0 \leq i \leq m; 0 \leq j \leq n; i+j \leq m+n-1\}$$

is the best polynomial approximation of degree $m + n - 1$ to the function $x^m y^n$ over the interval $-1 \leq x \leq 1, -1 \leq y \leq 1$, in the sense that it has the smallest maximum error.

**Proof:** Let
\[ \sum_{(i,j) \in U} C_{ij} P_{ij}(x, y) \]

be any other approximation to \( x^m y^n \), where

\[ P_{kl}(x, y) = \sum_{i=0}^{k} \sum_{j=0}^{l} a_{ij} x^i y^j; \quad a_{k1} = 1. \]

The function \( x^m y^n \) may be represented exactly by the polynomial

\[ \sum_{i=0}^{m} \sum_{j=0}^{n} B_{ij} T_i(x) T_j(y). \]

Now, consider the approximation obtained by removing the last term of the series

\[ x^m y^n = \sum_{(i,j) \in U} B_{ij} T_i(x) T_j(y) + E_{mn}(x, y). \]

Where \( E_{mn}(x, y) \) is the error term. Evidently,

\[ E_{mn}(x, y) = B_{mn} T_m(x) T_n(y) \]

To obtain the initial requirement
\[ x^m y^n = \sum_{i=0}^{m} \sum_{j=0}^{n} B_{ij} T_i(x) T_j(y), \]

\[ B_{mn} = \frac{1}{U m n}. \]

Therefore,

\[ E_{mn} = \frac{T_m(x)T_n(y)}{U m n}. \]

Now, consider the approximation

\[ x^m y^n = \sum_{(i, j) \in U} C_{ij} P_{ij}(x, y) + E'_{mn}(x, y). \]

The error term, \( E'_{mn} \), is evidently a polynomial:

\[ E'_{mn}(x, y) = x^m y^n - \sum_{(i, j) \in U} C_{ij} P_{ij}(x, y) \]

Theorem 4-1 may now be applied to obtain

\[ \max \left[ |E_{mn}(x, y)| \right] < \max \left[ |E'_{mn}(x, y)| \right] -1 \leq x \leq 1; \ -1 \leq y \leq 1 \]

This proves the theorem, a slightly more general theorem follows directly from Theorem 4-1.

**Theorem 4-3:** If some function can be expressed as a bivariate Chebyshev polynomial times some constant term, say \( c T_m(x) T_n(y), \)
then any other error expression of the form \( b P_{mn}(x, y) \),
\[ b \geq c U_m U_n P_{mn}(x, y), \]
and \( U_k \) defined as above) will have a greater maximum absolute value in the range \(-1 \leq x \leq 1; \ -1 \leq y \leq 1\).

The proof follows trivially from Theorem 4-1.
V. A PRACTICAL MEANS OF APPROXIMATING POWER SERIES

Derivation

Let $F(x, y)$ be defined over some domain $U$, a subset of the finite plane, by the power series

$$
\sum_{i=0}^{M} \sum_{j=0}^{N} A_{ij} x^i y^j
$$

It is desired to approximate $F(x, y)$ by the finite power series:

$$
\sum_{i=0}^{m} \sum_{j=0}^{n} C_{ij} x^i y^j \quad m \leq M; \quad n \leq N
$$

The coefficients $C_{ij}$ may be determined to yield specific results, such as a Chebyshev fit over some domain $U' \subseteq U$. Specifically, let the sequence of functions $\{P_{ij}(x, y)\}$ be given such that for some choice of $\{B_{ij}\}$:

1. $P_{kl}(x, y) = \sum_{i=0}^{k} \sum_{j=0}^{l} b_{ij} x^i y^j$ with $k! b_{kl} \neq 0$

2. $\sum_{i=0}^{M} \sum_{j=0}^{N} B_{ij} P_{ij}(x, y) = \sum_{i=0}^{M} \sum_{j=0}^{N} A_{ij} x^i y^j \quad (x, y) \in U$
Then the sum
\[
\sum_{i=0}^{M} \sum_{j=0}^{N} B_{ij} P_{ij}(x, y)
\]
may be truncated to yield
\[
\sum_{i=0}^{M} \sum_{j=0}^{K} B_{ij} P_{ij}(x, y).
\]

Finally, \(\{C_{ij}\}\) may be found such that
\[
\sum_{i=0}^{M} \sum_{j=0}^{K} C_{ij} x^i y^j = \sum_{i=0}^{M} \sum_{j=0}^{K} B_{ij} P_{ij}(x, y) \quad (x, y) \in U^1
\]

Examples of such sequences of polynomials are the Chebyshev polynomials discussed in section 3, and the orthogonal polynomials discussed in section 2.

Under the restriction \( i_a j_a \) does not equal zero, there exists a set \( \{k_{ij}\} \) such that
\[
x^k y^\ell = \sum_{i=0}^{k} \sum_{j=0}^{\ell} k_{ij} P_{ij}(x, y)
\]

Therefore, since
\[
\sum_{i=0}^{M} \sum_{j=0}^{N} B_{ij} P_{ij}(x, y) = \sum_{i=0}^{M} \sum_{j=0}^{N} A_{ij} x^i y^j,
\]

\[
\sum_{i=0}^{M} \sum_{j=0}^{N} B_{ij} P_{ij}(x, y) = \sum_{i=0}^{M} \sum_{j=0}^{N} \sum_{k=0}^{i} \sum_{\ell=0}^{j} i_{ij} b_{\ell k} P_{\ell k}(x, y)
\]

and therefore:

\[
B_{\ell k} = \sum_{i=k}^{M} \sum_{j=\ell}^{N} A_{ij} i_{ij} b_{\ell k}
\]

Now, if the resulting series is truncated, the approximation becomes:

\[
\sum_{k=0}^{\eta} \sum_{\ell=0}^{\eta} \sum_{i=k}^{M} \sum_{j=\ell}^{N} A_{ij} i_{ij} b_{\ell k} P_{\ell k}(x, y)
\]

From the definition of \( P_{\ell k}(x, y) \), this equals

\[
\sum_{k=0}^{\eta} \sum_{\ell=0}^{\eta} \sum_{i=k}^{M} \sum_{j=\ell}^{N} \sum_{s=0}^{k} \sum_{t=0}^{\ell} A_{ij} i_{ij} b_{\ell k} \sum_{i=s}^{k} \sum_{j=t}^{\ell} a_{s t} x^y
\]

Or, regrouping the summation:

\[
\sum_{s=0}^{\eta} \sum_{t=0}^{\eta} \left[ \sum_{i=s}^{M} \sum_{j=t}^{N} A_{ij} \left( \sum_{k=s}^{r} \sum_{l=t}^{r} i_{ij} b_{\ell k} a_{s t} \right) \right] x^y
\]
where \( q = \min (i, \mathcal{N}) \); \( r = \min (j, \mathcal{N}) \).

This is of the desired form:

\[
\sum_{s=0}^{\mathcal{M}} \sum_{t=0}^{\mathcal{N}} C_{st} x^s y^t
\]

\[
C_{st} = \sum_{i=s}^{M} \sum_{j=t}^{N} A_{ij} \sum_{k=s}^{q} \sum_{\ell=t}^{r} i_{b_{kl}} a_{st}
\]

More significantly, for a given sequence of functions \( \{P_{ij}(x, y)\} \), the weights

\[
W_{ij}^{st} = \sum_{k=s}^{q} \sum_{\ell=t}^{r} i_{b_{kl}} a_{st}
\]

may be compiled so that the problem may be reduced to one suitable for solving on an ordinary desk calculator.

With no loss of generality, attention may be restricted to sequences of functions of the general form:

\[
P_{kl}(x, y) = \left( \sum_{i=0}^{k} \hat{a}_{ki} x^i \right) \left( \sum_{j=0}^{l} \hat{a}_{lj}^* y^j \right)
\]

Referring back to the previous notation, evidently

\[
k_{i}^l a_{ij} = \hat{a}_{ki} \hat{a}_{lj}^* \quad \text{and}
\]

\[
i_{j}^l b_{kl} = \hat{b}_{ij} \hat{b}_{j\ell}^*
\]
where

\[ x^i = \sum_{k=0}^{i} \sum_{j=0}^{k} \hat{b}_{ij} a_{kj} x^j \]  

and

\[ y^i = \sum_{k=0}^{i} \sum_{j=0}^{k} \hat{a}_{ik} a_{kj} y^j \]

Therefore,

\[ s^t W_{ij} = \sum_{k=s}^{q} \sum_{l=t}^{r} \hat{a}_{ks} \hat{a}_{lt} b_{ik} b_{jl} \]

\[ = \sum_{k=s}^{q} \sum_{l=t}^{r} \hat{a}_{ks} b_{ik} \hat{a}_{lt} b_{jl} \]

\[ = w_{si} w_{tj} \]

where

\[ w_{si} = \sum_{k=s}^{q} \hat{a}_{ks} b_{ik} \]

\[ w_{tj} = \sum_{l=t}^{r} \hat{a}_{lt} b_{jl} \]

This simplifies the compilation of the weights, since, for many problems, only two columns of weights need be referenced for the computation of a coefficient, rather than an entire page. The next two theorems further simplify the matter. The requirement that
implies that
\[ \sum_{k=i}^{j} \hat{b}_{jk} \hat{a}_{ki} = \delta_{ij} \text{ for } 0 \leq i \leq j \]

Which in turn implies that \( w_{ii} = 1 \) for \( 0 \leq i \leq m \), and \( w_{ij} = 0 \) for \( i < j \leq m \).

Therefore the formula for the coefficients of the approximating series may be reduced to

\[ C_{kl} = A_{kl} + \sum_{i=\kappa+1}^{N} w_{kl} A_{kj} + \sum_{i=\kappa+1}^{m} w_{ki} A_{il} + \sum_{i=\kappa+1}^{m} w_{ki} \sum_{j=\kappa+1}^{N} w_{lj} A_{ij} \]

The truncation error of the approximating series can also be obtained. If the least-square sum of orthogonal polynomials is truncated to

\[ \sum_{i=0}^{M} \sum_{j=0}^{N} B_{ij} P_{ij}(x, y) \]

is truncated to

\[ \sum_{i=0}^{\kappa} \sum_{j=0}^{\kappa} B_{ij} P_{ij}(x, y) \]
then the RMS error over the domain, \( z \), of the polynomials given by

\[
\left[ \sum_{i=m+1}^{N} \sum_{j=0}^{N} B_{ij}^2 (P_{ij}^*, P_{ij}) z + \sum_{i=0}^{N} \sum_{j=+1}^{N} B_{ij}^2 (P_{ij}^*, P_{ij}) z \right]^{1/2}
\]

Substituting for \( B_{ij} \):

\[
e_{\text{rms}} = \left[ \sum_{i=m+1}^{N} \sum_{j=0}^{N} (P_{ij}^*, P_{ij}) z \sum_{k=i \ell = j}^{i \ell} b_{k \ell} A_{k \ell} \right]^{1/2} + \left[ \sum_{i=0}^{m} \sum_{j=m+1}^{N} (P_{ij}^*, P_{ij}) z \sum_{k=i \ell = j}^{i \ell} b_{k \ell} A_{k \ell} \right]^{1/2} \frac{1}{(1, 1) z^{1/2}}
\]

The maximum error of a Chebyshev approximation to a power series may be obtained in a similar manner:

\[
e_{\text{max}} = \sum_{i=0}^{m} \sum_{j=0}^{N} \sum_{k=i \ell = j}^{i \ell} b_{k \ell} A_{k \ell} \left| \sum_{i=0}^{m} \sum_{j=0}^{N} \sum_{k=i \ell = j}^{i \ell} b_{k \ell} A_{k \ell} \right|
\]

**Use of Tables**

Table number one is a compilation of the weight \( m_{wij} \) for the shifted Chebyshev polynomials, \( T_j^*(x) \), which are defined over the
interval $0 \leq x \leq 1$. Table number two is a similar compilation for the polynomials $P_j(x)$, which are orthogonal over the interval $0 \leq x \leq 1$, and frequently used for generating least-square polynomials over this interval.

To generate the Chebyshev or least square approximating polynomial of degree $m$ over the interval $0 \leq x \leq 1$, the weights may be directly used by applying the formulas of the previous section. If the interval under investigation is other than that for which the tables were designed, they may still be used, but some additional work is required. Specifically, let the function

$$f(x) = \sum_{i=0}^{N} A_i x^i$$

be defined over some domain of $x$ which contain the real interval $a \leq x \leq b$. To generate the least-square or Chebyshev approximation

$$f(x) = \sum_{i=0}^{M} C_i x^i \quad a \leq x \leq b,$$

two linear transformations are required. In the first transformation, the interval $[a, b]$ is mapped onto $[0, 1]$. Therefore, let

$$x^* = \frac{(x-a)}{(b-a)}$$
with
\[ b \neq a \]

Substituting this into the defining power series,

\[ f(x) = \sum_{i=0}^{N} A_i \left( x^* + \frac{a}{b-a} \right)^i (b-a)^i \]

This corresponds to a translation and a magnification. Depending upon the problem at hand and the equipment available, one of two methods commonly used to simplify the expression will be more advantageous. The most familiar method is probably the direct expansion by the binomial theorem:

\[ f(x, y) = \sum_{i=0}^{N} A_i (b-a)^i \sum_{j=0}^{i} \binom{i}{j} (x^*)^j \left( \frac{a}{b-a} \right)^{i-j} \]

\[ = \sum_{j=0}^{N} (b-a)^j \sum_{i=j}^{N} A_i a^{i-j} \binom{i}{j} (x^*)^j \]

\[ = A_j^* (x^*)^j \]

where

\[ A_j^* = \sum_{i=j}^{N} A_i a^{i-j} \left( \frac{b-a}{a} \right)^j \]

The approximating series
may now be developed using the relationship

\[
c_j^* = A_j^* + \sum_{i=M+1}^{N} M_{wj} A_i^*
\]

The final series may be left in the form

\[
\sum_{j=0}^{M} C_j^* \left( \frac{x-a}{b-a} \right)^j
\]

or the series may be rearranged in powers of \( x \) through the relationship

\[
\sum_{j=0}^{M} C_j^* \left( \frac{x-a}{b-a} \right)^j = \sum_{i=0}^{M} \left[ \sum_{j=1}^{M} C_j^* (b-a)^{-j} (-a)^{j-i} (i \ i \ x^i \right]
\]

\[
= \sum_{i=0}^{M} C_i x^i
\]

where

\[
C_i = \sum_{j=1}^{M} \binom{j}{i} C_j^* (b-a)^{-j} (-a)^{j-i}
\]
Horner's method is an alternate means of expanding the polynomial

\[ \sum_{i=0}^{N} A_i(x-a)^{n-i}. \]

Horner's method of expanding the polynomial consists of the algorithm

\[
\begin{align*}
R_{1,1} &= A_0 a \\
R_{n+1,1} &= R_{n,1} + A_0 a \quad \text{for } 1 \leq n \leq m \\
R_{n+1,j} &= R_{n,j} + (R_{n+1,j-1})a \quad \text{for } 1 \leq n \leq m+1-j, \quad 1 \leq j \leq m \\
\sum_{i=0}^{N} A_i(x-a) &= A_0 + \sum_{j=1}^{N} (R_{m+1-j,j})x^j
\end{align*}
\]

A careful examination will show that this method is really the binomial theorem. This algorithm, however, allows a very convenient computation scheme of the form
Returning to the bivariate case, the polynomial

\[ P = \sum_{i=0}^{M} \sum_{j=0}^{N} A_{ij} x^i y^j \]

may be approximated over the domain \( a \leq x \leq b; \ c \leq y \leq d \) in a similar manner. The first step is to establish the mapping

\[ x^* = \frac{(x-a)}{(b-a)} \]

\[ y^* = \frac{(y-c)}{(d-c)} \]

which maps the domain onto the unit square: \( 0 \leq x \leq 1; \ 0 \leq y \leq 1 \).

As in the univariate case, the polynomial is expressed in the form:
The series
\[
\sum_{k=0}^{M} \sum_{\ell=0}^{N} A_{k\ell}^* (x^*)^k (y^*)^\ell
\]
\[
= \sum_{i=k}^{M} \binom{i}{k} (b-a)^k a^{-i} \sum_{j=\ell}^{N} \binom{j}{\ell} (d-c)^\ell c^{-j} A_{ij}
\]

is now used to generate the approximating polynomial

\[
\sum_{k=0}^{M} \sum_{\ell=0}^{N} C_{k\ell}^*(x^*)^k (y^*)^\ell
\]
\[
= \sum_{i=k}^{M} \sum_{j=\ell}^{N} w_{ki} w_{\ell j} A_{ij}
\]

through the relationship

Again, the approximating series may be left in the form

\[
P = \sum_{i=0}^{\mathfrak{m}} \sum_{j=0}^{\mathfrak{n}} C_{ij}^* [(x-a)/(b-a)]^i [(y-c)/(d-c)]^j
\]
or expanded into a power series in \( x \) and \( y \):

\[
P = \sum_{i=0}^{m} \sum_{j=0}^{n} C_{ij} x^i y^j
\]

where

\[
C_{k\ell} = \sum_{i=k}^{m} \left\{ (b-a)^{-i} \binom{i}{k} (-a)^{i-k} \sum_{j=\ell}^{n} [(d-c)^{(j)}] (-c)^{j-1} C_{ij} \right\}
\]

**Examples**

The methods developed in this section may be further illustrated by a few examples:

Suppose that it is desired to approximate the function

\[ f(x, y) = e^{x-y} \]

by a polynomial of the form

\[
U(x, y) = A_{00} + A_{01} x + A_{02} x^2 + A_{10} y + A_{11} xy + A_{12} x^2 y
\]

\[ 0 \leq x \leq 1; \ 0 \leq y \leq 1 \]

Specifically, let \( U(x, y) \) be a Chebyshev approximation. Using the methods of section four, a bivariate Chebyshev approximation could be developed directly. Such an approximation would be:

\[
U(x, y) = B_{00} T_0^*(x) T_0^*(y) + B_{01} T_0^*(x) T_1^*(y) + B_{02} T_0^*(x) T_2^*(y) + B_{10} T_1^*(x) T_0^*(y) + B_{11} T_1^*(x) T_1^*(y) + B_{12} T_1^*(x) T_2^*(y)
\]
Where

\[ T_n(\xi) = \cos \left( n \arccos \frac{2\xi - 1}{1} \right) \]

\[ B_{ij} = C_{ij} \int_0^1 \int_0^1 \frac{T_i(x)T_j(y)e^{x-y}}{4(1-x^2)(1-y^2)} \, dx \, dy \]

\[
C = \begin{cases} 
2/\pi^2 & \text{if } i \neq 0 \neq j \\
4/\pi^2 & \text{if } i = j = 0 \\
2/\pi^2 & \text{if } i \text{ or } j = 0 \text{ but not both}
\end{cases}
\]

Such a method of evaluating \( B_{ij} \) is, at best, difficult. A much simpler method is to expand \( f(x, y) \) into a power series and use the methods of section five to develop an approximation to the power series.

\[
f(x, y) = \sum_{i=0}^{4} \sum_{j=0}^{4} (-1)^{i+j} x^i y^j / i! \, j!
\]

Now, the coefficients of the Chebyshev approximation may be determined through the relation:

\[
A_{kl} = a_{kl} + \sum_{i=\ell+1}^{4} 2w_{ki}a_{ki} + \sum_{i=k+1}^{4} 1w_{li}a_{il} + \sum_{i=k+1}^{4} \sum_{j=\ell+1}^{4} 2w_{ki}w_{lj}a_{ij}
\]

Where \( \{a_{ij}\} \) are the coefficients from the power series.
\[ a_{ij} = (-1)^j i! j! \]

and the weights are taken from the table:

\[
\begin{array}{c|cccc}
  & i = 2 & 3 & 4 \\
\hline
 0 & -0.125 & -0.150 & -0.164 \\
 1 & 1.000 & 0.938 & 0.547 \\
\end{array}
\]

\[
\begin{array}{c|cc}
  & i = 3 & 4 \\
\hline
 0 & 0.031 & 0.055 \\
 1 & -0.562 & -0.876 \\
 2 & 1.500 & 0.500 \\
\end{array}
\]

the resulting approximation is

\[ e^{x-y} = 1.000 + 0.838x + 0.700x^2 - 0.649y - 0.543xy - 0.506x^2y \]

Using the same method but substituting the weights for a least-square approximation, the resulting least-square approximation is

\[ e^{x-y} = 0.942 + 0.923x + 0.684x^2 - 0.630y - 0.617xy - 0.458x^2y \]

As a final example, the method of weights may be used to
approximate \( f(x, y) = 6 + 3xy - 2x^2y + .5y^2 - 4x^2 + x^3 \) for
\[
2 \leq x \leq 4 \\
1 \leq y \leq 2
\]

First the mapping
\[
x^* = \frac{x-2}{4-2} \\
y^* = \frac{y-1}{2-1}
\]

along with the inverse
\[
x = 2(x^* + 1) \\
y = y^* + 1
\]

is established which maps the domain of the approximation onto the unit square, \( 0 \leq x \leq 1, \ 0 \leq y \leq 1 \). Substituting the inverse function into \( f(x, y) \), and expanding the function as a polynomial in \( x^* \) and \( y^* \),
\[
f(x, y)^* - 3.5 - 18x^* + 8x^3 - y^* + 0.5y^2 - 10x^*y^* - 8x^2y^*
\]
The coefficients \( \{A_{ij}\} \) may be determined from the table for
\[
A_{00} = -3.5 + (-0.125)(0.5) + (-0.150)(8) \\
\quad = -4.81 \\
A_{01} = -1 + (1.000)(0.5) + (-0.125)(-8) \\
\quad = 0.5 \\
A_{10} = -18 + (8)(0.938) \\
\quad = -10.5 \\
A_{11} = -10 + (-8)(1.000) \\
\quad = -18
Therefore, the resulting Chebyshev approximation is

\[-4.71 - 10.5x^* + 0.5y^* - 18x^* y^*\]

Upon substituting \(x\) and \(y\) back into the polynomial, the approximation becomes

\[-12.8 - 3.8x + 18.5y - 9xy\]

The maximum error of the approximation is 1.31, 9.7\%. 
VI. CONCLUSION

Bivariate approximations form a logical extension of univariate approximations. Indeed, many of the concepts carry through to the bivariate case with only slight modification. In particular, the three general classes of approximations, interpolation, least-squares, and Chebyshev, have logical extensions into bivariate approximations.

While interpolation in two variables is more complex than univariate interpolation, it is never-the-less possible to develop polynomial approximations which interpolate any given set of sample points. There are, in general, more than one such polynomial approximation, but it is possible to define a process which will arrive at a unique interpolating approximation to any such set of sample points.

Similarly, least-square approximations of functions of two variables are very similar to the classical approach to least-square approximations of univariate functions. In particular, it is possible to develop a bivariate analogy of orthogonal functions that allow the development of Fourier coefficients, and hence, a convenient method of expanding functions in least square approximations.

Chebyshev or minimax approximations also have an analogue in bivariate approximations. As stated in Theorem 4-1, the sequence of functions \( \{T_m(x)T_n(y)\}, \ T_n(\xi)\cos(n\arccos \xi) \), has the same property on the square \(-1 \leq x \leq 1; -1 \leq y \leq 1\) that \( T_n(\xi) \) has over
the interval \(-1 \leq \xi \leq 1\). That is, for any polynomial of the form

\[
P_{mn}(x, y) = \sum_{i=0}^{1} \sum_{j=0}^{1} A_{ij} x^i y^j ;
\]

\[
A_{mn} = 1, \quad P_{mn} = T_m T_n / U_m U_n \quad \text{minimizes} \quad \max |P_{mn}(x, y)| \quad -1 \leq x \leq 1; \quad -1 \leq y \leq 1,
\]

where \(U_k = 2^{k-1}\) if \(k > 0\); \(U_0 = 1\). This allows a uniform polynomial approximation to \(x^m y^n\) that has minimum maximum error over the indicated square, and provides a sound basis for bivariate Chebyshev approximations.

Finally, the use of the table of weights affords a practical method of developing least-square or Chebyshev approximations to power series. By using the algorithms developed in section five, the compilation of extensive tables is avoided, and yet, the computations involved are suitable for the desk calculator.
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### $M_{W_{ij}}$ for Orthogonal Polynomials $M = 3$

<table>
<thead>
<tr>
<th>$I$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.014</td>
<td>.286</td>
<td>-1.286</td>
<td>2.000</td>
</tr>
<tr>
<td>5</td>
<td>-0.032</td>
<td>.595</td>
<td>-2.381</td>
<td>2.778</td>
</tr>
<tr>
<td>6</td>
<td>-0.048</td>
<td>.857</td>
<td>-3.214</td>
<td>3.333</td>
</tr>
<tr>
<td>7</td>
<td>-0.061</td>
<td>1.061</td>
<td>-3.818</td>
<td>3.712</td>
</tr>
<tr>
<td>8</td>
<td>-0.071</td>
<td>1.212</td>
<td>-4.242</td>
<td>3.960</td>
</tr>
<tr>
<td>9</td>
<td>-0.078</td>
<td>1.322</td>
<td>-4.531</td>
<td>4.112</td>
</tr>
<tr>
<td>10</td>
<td>-0.084</td>
<td>1.399</td>
<td>-4.720</td>
<td>4.196</td>
</tr>
<tr>
<td>11</td>
<td>-0.088</td>
<td>1.451</td>
<td>-4.835</td>
<td>4.231</td>
</tr>
<tr>
<td>12</td>
<td>-0.091</td>
<td>1.484</td>
<td>-4.896</td>
<td>4.231</td>
</tr>
<tr>
<td>13</td>
<td>-0.092</td>
<td>1.502</td>
<td>-4.916</td>
<td>4.206</td>
</tr>
<tr>
<td>14</td>
<td>-0.093</td>
<td>1.510</td>
<td>-4.906</td>
<td>4.163</td>
</tr>
<tr>
<td>15</td>
<td>-0.093</td>
<td>1.495</td>
<td>-4.828</td>
<td>4.064</td>
</tr>
</tbody>
</table>

### $M_{W_{ij}}$ for Orthogonal Polynomials $M = 4$

<table>
<thead>
<tr>
<th>$I$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.004</td>
<td>-0.119</td>
<td>.833</td>
<td>-2.222</td>
<td>2.500</td>
</tr>
<tr>
<td>6</td>
<td>.011</td>
<td>-0.312</td>
<td>2.045</td>
<td>-4.848</td>
<td>4.091</td>
</tr>
<tr>
<td>7</td>
<td>.019</td>
<td>-0.530</td>
<td>3.341</td>
<td>-7.424</td>
<td>5.568</td>
</tr>
<tr>
<td>8</td>
<td>.027</td>
<td>-0.746</td>
<td>4.569</td>
<td>-9.747</td>
<td>6.853</td>
</tr>
<tr>
<td>9</td>
<td>.035</td>
<td>-0.944</td>
<td>5.664</td>
<td>-11.748</td>
<td>7.930</td>
</tr>
<tr>
<td>11</td>
<td>.048</td>
<td>-1.269</td>
<td>7.404</td>
<td>-14.808</td>
<td>9.519</td>
</tr>
<tr>
<td>12</td>
<td>.053</td>
<td>-1.396</td>
<td>8.063</td>
<td>-15.928</td>
<td>10.079</td>
</tr>
<tr>
<td>14</td>
<td>.061</td>
<td>-1.589</td>
<td>9.037</td>
<td>-17.527</td>
<td>10.845</td>
</tr>
<tr>
<td>15</td>
<td>.064</td>
<td>-1.651</td>
<td>9.327</td>
<td>-17.955</td>
<td>11.010</td>
</tr>
</tbody>
</table>
\(M_{W_{ij}}\) For Orthogonal Polynomials M = 05

<table>
<thead>
<tr>
<th>I</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>-0.001</td>
<td>0.045</td>
<td>-0.455</td>
<td>1.818</td>
<td>-3.409</td>
<td>3.000</td>
</tr>
<tr>
<td>7</td>
<td>-0.003</td>
<td>0.143</td>
<td>-1.371</td>
<td>5.140</td>
<td>-8.566</td>
<td>5.654</td>
</tr>
<tr>
<td>8</td>
<td>-0.007</td>
<td>0.280</td>
<td>-2.611</td>
<td>9.399</td>
<td>-14.685</td>
<td>8.615</td>
</tr>
<tr>
<td>9</td>
<td>-0.011</td>
<td>0.441</td>
<td>-4.028</td>
<td>14.098</td>
<td>-21.147</td>
<td>11.631</td>
</tr>
<tr>
<td>10</td>
<td>-0.016</td>
<td>0.612</td>
<td>-5.507</td>
<td>18.881</td>
<td>-27.535</td>
<td>14.538</td>
</tr>
<tr>
<td>11</td>
<td>-0.020</td>
<td>0.784</td>
<td>-6.968</td>
<td>23.518</td>
<td>-33.597</td>
<td>17.247</td>
</tr>
<tr>
<td>12</td>
<td>-0.025</td>
<td>0.950</td>
<td>-8.362</td>
<td>27.873</td>
<td>-39.197</td>
<td>19.710</td>
</tr>
<tr>
<td>13</td>
<td>-0.029</td>
<td>1.107</td>
<td>-9.659</td>
<td>31.876</td>
<td>-44.272</td>
<td>21.915</td>
</tr>
<tr>
<td>14</td>
<td>-0.033</td>
<td>1.252</td>
<td>-10.848</td>
<td>35.500</td>
<td>-48.810</td>
<td>23.862</td>
</tr>
<tr>
<td>15</td>
<td>-0.037</td>
<td>1.382</td>
<td>-11.899</td>
<td>38.648</td>
<td>-52.669</td>
<td>25.472</td>
</tr>
</tbody>
</table>

\(M_{W_{ij}}\) For Orthogonal Polynomials M = 06

<table>
<thead>
<tr>
<th>I</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>.000</td>
<td>-0.016</td>
<td>.222</td>
<td>-1.224</td>
<td>3.365</td>
<td>-4.846</td>
<td>3.500</td>
</tr>
<tr>
<td>8</td>
<td>.001</td>
<td>-0.060</td>
<td>.783</td>
<td>-4.177</td>
<td>10.769</td>
<td>-13.785</td>
<td>7.467</td>
</tr>
<tr>
<td>10</td>
<td>.004</td>
<td>-0.230</td>
<td>2.915</td>
<td>-14.809</td>
<td>35.633</td>
<td>-41.050</td>
<td>18.529</td>
</tr>
<tr>
<td>11</td>
<td>.007</td>
<td>-0.348</td>
<td>4.355</td>
<td>-21.776</td>
<td>51.329</td>
<td>-57.489</td>
<td>24.912</td>
</tr>
<tr>
<td>12</td>
<td>.009</td>
<td>-0.480</td>
<td>5.941</td>
<td>-29.340</td>
<td>68.079</td>
<td>-74.692</td>
<td>31.467</td>
</tr>
<tr>
<td>13</td>
<td>.012</td>
<td>-0.620</td>
<td>7.607</td>
<td>-37.189</td>
<td>85.224</td>
<td>-92.042</td>
<td>37.986</td>
</tr>
<tr>
<td>14</td>
<td>.015</td>
<td>-0.763</td>
<td>9.299</td>
<td>-45.089</td>
<td>102.294</td>
<td>-109.109</td>
<td>44.324</td>
</tr>
<tr>
<td>15</td>
<td>.018</td>
<td>-0.906</td>
<td>10.981</td>
<td>-52.871</td>
<td>118.929</td>
<td>-125.535</td>
<td>50.335</td>
</tr>
</tbody>
</table>
### $M_{W_{ij}}$ for Orthogonal Polynomials $M = 07$

<table>
<thead>
<tr>
<th>$I$ =</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$ =</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.000</td>
<td>0.006</td>
<td>-0.098</td>
<td>0.718</td>
<td>-2.692</td>
<td>5.600</td>
<td>-6.533</td>
<td>4.000</td>
</tr>
<tr>
<td>9</td>
<td>-0.000</td>
<td>0.023</td>
<td>-0.400</td>
<td>2.851</td>
<td>-10.262</td>
<td>20.012</td>
<td>-20.753</td>
<td>9.529</td>
</tr>
<tr>
<td>10</td>
<td>-0.001</td>
<td>0.058</td>
<td>-0.972</td>
<td>6.787</td>
<td>-23.756</td>
<td>44.471</td>
<td>-43.235</td>
<td>17.647</td>
</tr>
<tr>
<td>11</td>
<td>-0.002</td>
<td>0.110</td>
<td>-1.834</td>
<td>12.607</td>
<td>-43.225</td>
<td>78.669</td>
<td>-73.424</td>
<td>28.096</td>
</tr>
<tr>
<td>12</td>
<td>-0.003</td>
<td>0.180</td>
<td>-2.971</td>
<td>20.171</td>
<td>-68.079</td>
<td>121.375</td>
<td>-110.136</td>
<td>40.458</td>
</tr>
<tr>
<td>13</td>
<td>-0.004</td>
<td>0.266</td>
<td>-4.347</td>
<td>29.220</td>
<td>-97.399</td>
<td>170.936</td>
<td>-151.943</td>
<td>54.265</td>
</tr>
<tr>
<td>14</td>
<td>-0.005</td>
<td>0.364</td>
<td>-5.914</td>
<td>39.431</td>
<td>-130.136</td>
<td>225.590</td>
<td>-197.403</td>
<td>69.065</td>
</tr>
<tr>
<td>15</td>
<td>-0.007</td>
<td>0.471</td>
<td>-7.616</td>
<td>50.447</td>
<td>-165.195</td>
<td>283.604</td>
<td>-245.154</td>
<td>84.425</td>
</tr>
</tbody>
</table>

### $M_{W_{ij}}$ for Orthogonal Polynomials $M = 08$

<table>
<thead>
<tr>
<th>$I$ =</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$ =</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.001</td>
<td>.001</td>
<td>.002</td>
<td>.002</td>
</tr>
<tr>
<td>1</td>
<td>-0.002</td>
<td>-0.009</td>
<td>-0.024</td>
<td>-0.049</td>
<td>-0.086</td>
<td>-0.136</td>
<td>-0.196</td>
</tr>
<tr>
<td>2</td>
<td>.041</td>
<td>.188</td>
<td>.504</td>
<td>1.037</td>
<td>1.811</td>
<td>2.828</td>
<td>4.065</td>
</tr>
<tr>
<td>3</td>
<td>-0.380</td>
<td>-1.715</td>
<td>-4.539</td>
<td>-9.221</td>
<td>-15.938</td>
<td>-24.676</td>
<td>-35.220</td>
</tr>
<tr>
<td>4</td>
<td>1.853</td>
<td>8.127</td>
<td>21.072</td>
<td>42.144</td>
<td>71.943</td>
<td>110.267</td>
<td>156.056</td>
</tr>
<tr>
<td>5</td>
<td>-5.188</td>
<td>-21.845</td>
<td>-55.068</td>
<td>-107.889</td>
<td>-181.296</td>
<td>-274.448</td>
<td>-384.598</td>
</tr>
<tr>
<td>6</td>
<td>8.647</td>
<td>34.133</td>
<td>82.602</td>
<td>157.337</td>
<td>258.994</td>
<td>385.975</td>
<td>534.415</td>
</tr>
<tr>
<td>8</td>
<td>4.500</td>
<td>11.842</td>
<td>23.882</td>
<td>40.940</td>
<td>62.898</td>
<td>89.293</td>
<td>119.322</td>
</tr>
</tbody>
</table>
$M_{ij}$ For Orthogonal Polynomials $M = 9$

<table>
<thead>
<tr>
<th></th>
<th>I = 0</th>
<th>I = 1</th>
<th>I = 2</th>
<th>I = 3</th>
<th>I = 4</th>
<th>I = 5</th>
<th>I = 6</th>
<th>I = 7</th>
<th>I = 8</th>
<th>I = 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>J = 10</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J = 11</td>
<td>-0.001</td>
<td>-0.003</td>
<td>-0.009</td>
<td>-0.021</td>
<td>-0.039</td>
<td>-0.065</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J = 12</td>
<td>-0.016</td>
<td>-0.082</td>
<td>-0.243</td>
<td>-0.540</td>
<td>-1.012</td>
<td>-1.691</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J = 13</td>
<td>0.186</td>
<td>0.937</td>
<td>2.724</td>
<td>6.006</td>
<td>11.165</td>
<td>18.509</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J = 14</td>
<td>-1.138</td>
<td>-5.619</td>
<td>-16.091</td>
<td>-35.033</td>
<td>-64.460</td>
<td>-105.873</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$M_{ij}$ For Orthogonal Polynomials $M = 10$

<table>
<thead>
<tr>
<th></th>
<th>I = 0</th>
<th>I = 1</th>
<th>I = 2</th>
<th>I = 3</th>
<th>I = 4</th>
<th>I = 5</th>
<th>I = 6</th>
<th>I = 7</th>
<th>I = 8</th>
<th>I = 9</th>
<th>I = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>J = 11</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J = 12</td>
<td>-0.000</td>
<td>-0.001</td>
<td>-0.003</td>
<td>-0.008</td>
<td>-0.017</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J = 13</td>
<td>0.006</td>
<td>0.034</td>
<td>0.110</td>
<td>0.263</td>
<td>0.532</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J = 14</td>
<td>-0.085</td>
<td>-0.474</td>
<td>-1.501</td>
<td>-3.578</td>
<td>-7.179</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J = 15</td>
<td>0.639</td>
<td>3.498</td>
<td>10.948</td>
<td>25.843</td>
<td>51.466</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| J = 16 |       |       |       |       |       |       |

| J = 17 |       |       |       |       |       |       |
### Chebyshev Polynomials

#### $M_{W_{ij}}$ for $M = 03$

<table>
<thead>
<tr>
<th>$I$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.008</td>
<td>0.250</td>
<td>-1.250</td>
<td>2.000</td>
</tr>
<tr>
<td>5</td>
<td>-0.018</td>
<td>0.527</td>
<td>-2.344</td>
<td>2.813</td>
</tr>
<tr>
<td>6</td>
<td>-0.027</td>
<td>0.773</td>
<td>-3.223</td>
<td>3.438</td>
</tr>
<tr>
<td>7</td>
<td>-0.035</td>
<td>0.978</td>
<td>-3.910</td>
<td>3.910</td>
</tr>
<tr>
<td>8</td>
<td>-0.042</td>
<td>1.143</td>
<td>-4.443</td>
<td>4.266</td>
</tr>
<tr>
<td>9</td>
<td>-0.047</td>
<td>1.275</td>
<td>-4.856</td>
<td>4.532</td>
</tr>
<tr>
<td>10</td>
<td>-0.052</td>
<td>1.380</td>
<td>-5.175</td>
<td>4.731</td>
</tr>
<tr>
<td>11</td>
<td>-0.055</td>
<td>1.464</td>
<td>-5.421</td>
<td>4.879</td>
</tr>
<tr>
<td>12</td>
<td>-0.058</td>
<td>1.530</td>
<td>-5.611</td>
<td>4.988</td>
</tr>
<tr>
<td>13</td>
<td>-0.061</td>
<td>1.583</td>
<td>-5.756</td>
<td>5.066</td>
</tr>
<tr>
<td>14</td>
<td>-0.063</td>
<td>1.625</td>
<td>-5.866</td>
<td>5.120</td>
</tr>
<tr>
<td>15</td>
<td>-0.064</td>
<td>1.657</td>
<td>-5.949</td>
<td>5.155</td>
</tr>
</tbody>
</table>

#### $M_{W_{ij}}$ for $M = 04$

<table>
<thead>
<tr>
<th>$I$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.002</td>
<td>-0.098</td>
<td>0.781</td>
<td>-2.188</td>
<td>2.500</td>
</tr>
<tr>
<td>6</td>
<td>0.005</td>
<td>-0.258</td>
<td>1.934</td>
<td>-4.813</td>
<td>4.125</td>
</tr>
<tr>
<td>7</td>
<td>0.010</td>
<td>-0.444</td>
<td>3.199</td>
<td>-7.465</td>
<td>5.688</td>
</tr>
<tr>
<td>8</td>
<td>0.014</td>
<td>-0.635</td>
<td>4.443</td>
<td>-9.953</td>
<td>7.109</td>
</tr>
<tr>
<td>9</td>
<td>0.018</td>
<td>-0.817</td>
<td>5.603</td>
<td>-12.202</td>
<td>8.367</td>
</tr>
<tr>
<td>10</td>
<td>0.022</td>
<td>-0.986</td>
<td>6.654</td>
<td>-14.194</td>
<td>9.463</td>
</tr>
<tr>
<td>11</td>
<td>0.026</td>
<td>-1.139</td>
<td>7.590</td>
<td>-15.939</td>
<td>10.409</td>
</tr>
<tr>
<td>12</td>
<td>0.029</td>
<td>-1.275</td>
<td>8.417</td>
<td>-17.457</td>
<td>11.222</td>
</tr>
<tr>
<td>13</td>
<td>0.032</td>
<td>-1.397</td>
<td>9.143</td>
<td>-18.773</td>
<td>11.919</td>
</tr>
<tr>
<td>14</td>
<td>0.035</td>
<td>-1.504</td>
<td>9.777</td>
<td>-19.911</td>
<td>12.515</td>
</tr>
<tr>
<td>15</td>
<td>0.037</td>
<td>-1.599</td>
<td>10.332</td>
<td>-20.893</td>
<td>13.024</td>
</tr>
</tbody>
</table>
### \( M_{W_{ij}} \) for Chebyshev Polynomials \( M = 05 \)

<table>
<thead>
<tr>
<th>( I = )</th>
<th>( 0 )</th>
<th>( 1 )</th>
<th>( 2 )</th>
<th>( 3 )</th>
<th>( 4 )</th>
<th>( 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J = )</td>
<td>( 6 )</td>
<td>( 0.000 )</td>
<td>(-0.012)</td>
<td>(0.191)</td>
<td>(-1.148)</td>
<td>(3.281)</td>
</tr>
<tr>
<td>( 7 )</td>
<td>(0.000)</td>
<td>(0.044)</td>
<td>(0.684)</td>
<td>(3.938)</td>
<td>(10.547)</td>
<td>(-13.750)</td>
</tr>
<tr>
<td>( 8 )</td>
<td>(0.001)</td>
<td>(0.098)</td>
<td>(1.494)</td>
<td>(8.367)</td>
<td>(21.516)</td>
<td>(-26.297)</td>
</tr>
<tr>
<td>( 9 )</td>
<td>(0.002)</td>
<td>(0.173)</td>
<td>(2.588)</td>
<td>(14.194)</td>
<td>(35.486)</td>
<td>(-41.637)</td>
</tr>
<tr>
<td>( 10 )</td>
<td>(0.003)</td>
<td>(0.264)</td>
<td>(3.907)</td>
<td>(21.096)</td>
<td>(51.663)</td>
<td>(-58.934)</td>
</tr>
<tr>
<td>( 11 )</td>
<td>(0.004)</td>
<td>(0.336)</td>
<td>(5.391)</td>
<td>(28.753)</td>
<td>(69.315)</td>
<td>(-77.457)</td>
</tr>
<tr>
<td>( 12 )</td>
<td>(0.005)</td>
<td>(0.480)</td>
<td>(6.986)</td>
<td>(36.887)</td>
<td>(87.826)</td>
<td>(-96.608)</td>
</tr>
<tr>
<td>( 13 )</td>
<td>(0.007)</td>
<td>(0.599)</td>
<td>(8.645)</td>
<td>(45.270)</td>
<td>(106.708)</td>
<td>(-115.930)</td>
</tr>
<tr>
<td>( 14 )</td>
<td>(0.008)</td>
<td>(0.720)</td>
<td>(10.332)</td>
<td>(53.725)</td>
<td>(125.590)</td>
<td>(-135.079)</td>
</tr>
</tbody>
</table>

### \( M_{W_{ij}} \) for Chebyshev Polynomials \( M = 06 \)

<table>
<thead>
<tr>
<th>( I = )</th>
<th>( 0 )</th>
<th>( 1 )</th>
<th>( 2 )</th>
<th>( 3 )</th>
<th>( 4 )</th>
<th>( 5 )</th>
<th>( 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J = )</td>
<td>( 7 )</td>
<td>(0.000)</td>
<td>(-0.012)</td>
<td>(0.191)</td>
<td>(-1.148)</td>
<td>(3.281)</td>
<td>(-4.813)</td>
</tr>
<tr>
<td>( 8 )</td>
<td>(0.000)</td>
<td>(-0.044)</td>
<td>(0.684)</td>
<td>(-3.938)</td>
<td>(10.547)</td>
<td>(-13.750)</td>
<td>(7.500)</td>
</tr>
<tr>
<td>( 9 )</td>
<td>(0.001)</td>
<td>(-0.098)</td>
<td>(1.494)</td>
<td>(-8.367)</td>
<td>(21.516)</td>
<td>(-26.297)</td>
<td>(12.750)</td>
</tr>
<tr>
<td>( 10 )</td>
<td>(0.002)</td>
<td>(-0.173)</td>
<td>(2.588)</td>
<td>(-14.194)</td>
<td>(35.486)</td>
<td>(-41.637)</td>
<td>(18.926)</td>
</tr>
<tr>
<td>( 11 )</td>
<td>(0.003)</td>
<td>(-0.264)</td>
<td>(3.907)</td>
<td>(-21.096)</td>
<td>(51.663)</td>
<td>(-58.934)</td>
<td>(25.717)</td>
</tr>
<tr>
<td>( 12 )</td>
<td>(0.004)</td>
<td>(-0.368)</td>
<td>(5.391)</td>
<td>(-28.753)</td>
<td>(69.315)</td>
<td>(-77.457)</td>
<td>(32.860)</td>
</tr>
<tr>
<td>( 13 )</td>
<td>(0.005)</td>
<td>(-0.480)</td>
<td>(6.986)</td>
<td>(-36.887)</td>
<td>(87.826)</td>
<td>(-96.608)</td>
<td>(40.149)</td>
</tr>
<tr>
<td>( 14 )</td>
<td>(0.007)</td>
<td>(-0.599)</td>
<td>(8.645)</td>
<td>(-45.270)</td>
<td>(106.708)</td>
<td>(-115.930)</td>
<td>(47.426)</td>
</tr>
<tr>
<td>( 15 )</td>
<td>(0.008)</td>
<td>(-0.720)</td>
<td>(10.332)</td>
<td>(-53.725)</td>
<td>(125.590)</td>
<td>(-135.079)</td>
<td>(54.577)</td>
</tr>
</tbody>
</table>
For Chebyshev Polynomials $M = 07$

<table>
<thead>
<tr>
<th>$i$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>-0.000</td>
<td>0.004</td>
<td>-0.082</td>
<td>0.656</td>
<td>-2.578</td>
<td>5.500</td>
<td>-6.500</td>
<td>4.000</td>
</tr>
<tr>
<td>9</td>
<td>-0.000</td>
<td>0.016</td>
<td>-0.336</td>
<td>2.615</td>
<td>-9.861</td>
<td>19.723</td>
<td>-20.719</td>
<td>9.563</td>
</tr>
<tr>
<td>10</td>
<td>-0.000</td>
<td>0.041</td>
<td>-0.822</td>
<td>6.262</td>
<td>-22.961</td>
<td>44.086</td>
<td>-43.418</td>
<td>17.813</td>
</tr>
<tr>
<td>11</td>
<td>-0.001</td>
<td>0.078</td>
<td>-1.563</td>
<td>11.720</td>
<td>-42.096</td>
<td>78.579</td>
<td>-74.293</td>
<td>28.574</td>
</tr>
<tr>
<td>12</td>
<td>-0.001</td>
<td>0.129</td>
<td>-2.554</td>
<td>18.916</td>
<td>-66.883</td>
<td>122.300</td>
<td>-112.417</td>
<td>41.508</td>
</tr>
<tr>
<td>13</td>
<td>-0.002</td>
<td>0.192</td>
<td>-3.773</td>
<td>27.665</td>
<td>-96.608</td>
<td>173.895</td>
<td>-156.581</td>
<td>56.208</td>
</tr>
<tr>
<td>14</td>
<td>-0.002</td>
<td>0.266</td>
<td>-5.187</td>
<td>37.725</td>
<td>-130.421</td>
<td>231.860</td>
<td>-205.512</td>
<td>72.268</td>
</tr>
<tr>
<td>15</td>
<td>-0.003</td>
<td>0.349</td>
<td>-6.763</td>
<td>48.841</td>
<td>-167.454</td>
<td>294.718</td>
<td>-258.002</td>
<td>89.309</td>
</tr>
</tbody>
</table>

For Chebyshev Polynomials $M = 08$

<table>
<thead>
<tr>
<th>$i$</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>1</td>
<td>-0.001</td>
<td>-0.006</td>
<td>-0.016</td>
<td>-0.033</td>
<td>-0.059</td>
<td>-0.093</td>
<td>-0.137</td>
</tr>
<tr>
<td>2</td>
<td>0.033</td>
<td>0.152</td>
<td>0.411</td>
<td>0.851</td>
<td>1.497</td>
<td>2.358</td>
<td>3.430</td>
</tr>
<tr>
<td>3</td>
<td>-0.338</td>
<td>-1.531</td>
<td>-4.071</td>
<td>-8.323</td>
<td>-14.491</td>
<td>-22.635</td>
<td>-32.702</td>
</tr>
<tr>
<td>4</td>
<td>1.740</td>
<td>7.654</td>
<td>19.940</td>
<td>40.130</td>
<td>69.006</td>
<td>106.708</td>
<td>152.892</td>
</tr>
<tr>
<td>6</td>
<td>8.531</td>
<td>33.770</td>
<td>82.113</td>
<td>157.384</td>
<td>260.968</td>
<td>392.342</td>
<td>549.657</td>
</tr>
<tr>
<td>8</td>
<td>4.500</td>
<td>11.875</td>
<td>24.063</td>
<td>41.508</td>
<td>64.238</td>
<td>91.978</td>
<td>124.255</td>
</tr>
</tbody>
</table>
\( M_{ij} \) for Chebyshev Polynomials \( M = 9 \)

<table>
<thead>
<tr>
<th>I =</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
</tr>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.002</td>
<td>0.006</td>
<td>0.013</td>
<td>0.025</td>
<td>0.043</td>
</tr>
<tr>
<td>2</td>
<td>-0.013</td>
<td>-0.065</td>
<td>-0.191</td>
<td>-0.428</td>
<td>-0.805</td>
<td>-1.348</td>
</tr>
<tr>
<td>3</td>
<td>0.161</td>
<td>0.814</td>
<td>2.378</td>
<td>5.270</td>
<td>9.841</td>
<td>16.351</td>
</tr>
<tr>
<td>4</td>
<td>-1.047</td>
<td>-5.184</td>
<td>-14.905</td>
<td>-32.621</td>
<td>-60.313</td>
<td>-99.380</td>
</tr>
<tr>
<td>5</td>
<td>3.910</td>
<td>18.518</td>
<td>52.997</td>
<td>114.174</td>
<td>208.491</td>
<td>340.101</td>
</tr>
<tr>
<td>6</td>
<td>-8.887</td>
<td>-41.057</td>
<td>-112.417</td>
<td>-237.244</td>
<td>-426.458</td>
<td>-687.072</td>
</tr>
<tr>
<td>7</td>
<td>12.500</td>
<td>54.141</td>
<td>142.313</td>
<td>291.992</td>
<td>514.160</td>
<td>815.426</td>
</tr>
<tr>
<td>8</td>
<td>-10.625</td>
<td>-40.906</td>
<td>-100.805</td>
<td>-198.555</td>
<td>-339.917</td>
<td>-528.085</td>
</tr>
<tr>
<td>9</td>
<td>5.000</td>
<td>14.438</td>
<td>31.625</td>
<td>58.398</td>
<td>95.977</td>
<td>144.965</td>
</tr>
</tbody>
</table>

\( M_{ij} \) for Chebyshev Polynomials \( M = 10 \)

<table>
<thead>
<tr>
<th>I =</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>1</td>
<td>-0.000</td>
<td>-0.001</td>
<td>-0.002</td>
<td>-0.005</td>
<td>-0.010</td>
</tr>
<tr>
<td>2</td>
<td>0.005</td>
<td>0.026</td>
<td>0.084</td>
<td>0.201</td>
<td>0.404</td>
</tr>
<tr>
<td>3</td>
<td>-0.072</td>
<td>-0.401</td>
<td>-1.276</td>
<td>-3.046</td>
<td>-6.073</td>
</tr>
<tr>
<td>4</td>
<td>0.576</td>
<td>3.162</td>
<td>9.928</td>
<td>23.455</td>
<td>46.377</td>
</tr>
<tr>
<td>5</td>
<td>-2.688</td>
<td>-14.454</td>
<td>-44.677</td>
<td>-104.245</td>
<td>-204.060</td>
</tr>
<tr>
<td>6</td>
<td>7.820</td>
<td>40.879</td>
<td>123.779</td>
<td>284.306</td>
<td>549.657</td>
</tr>
<tr>
<td>7</td>
<td>-14.609</td>
<td>-73.313</td>
<td>-215.820</td>
<td>-485.596</td>
<td>-924.149</td>
</tr>
<tr>
<td>8</td>
<td>17.531</td>
<td>82.477</td>
<td>233.086</td>
<td>509.875</td>
<td>950.554</td>
</tr>
<tr>
<td>10</td>
<td>5.500</td>
<td>17.250</td>
<td>40.625</td>
<td>79.980</td>
<td>139.166</td>
</tr>
</tbody>
</table>