Near-term acceleration of hydroclimatic change in the western U.S.
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[1] Given its large population, vigorous and water-intensive agricultural industry, and important ecological resources, the western United States presents a valuable case study for examining potential near-term changes in regional hydroclimate. Using a high-resolution, hierarchical, five-member ensemble modeling experiment that includes a global climate model (Community Climate System Model), a regional climate model (RegCM), and a hydrological model (Variable Infiltration Capacity model), we find that increases in greenhouse forcing over the next three decades result in an acceleration of decreases in spring snowpack and a transition to a substantially more liquid-dominated water resources regime. These hydroclimatic changes are associated with increases in cold-season days above freezing and decreases in the cold-season snow-to-precipitation ratio. The changes in the temperature and precipitation regime in turn result in shifts toward earlier snowmelt, base flow, and runoff dates throughout the region, as well as reduced annual and warm-season snowmelt and runoff. The simulated hydrologic response is dominated by changes in temperature, with the ensemble members exhibiting varying trends in cold-season precipitation over the next three decades but consistent negative trends in cold-season freeze days, cold-season snow-to-precipitation ratio, and 1 April snow water equivalent. Given the observed impacts of recent trends in snowpack and snowmelt runoff, the projected acceleration of hydroclimatic change in the western U.S. has important implications for the availability of water for agriculture, hydropower, and human consumption, as well as for the risk of wildfire, forest die-off, and loss of riparian habitat.


1. Introduction

[2] The 11 U.S. States that fall entirely west of 100°W are home to 23% of the U.S. population [USCB, 2011], 21% of the U.S. agricultural value [USDA, E. R. S., 2011], and a diverse array of ecosystems [Myers et al., 2000]. The availability of water in much of the western U.S. is highly dependent on snowmelt, in part because much of the western U.S. receives the majority of precipitation during the cold season [Mack, 1996] and in part because runoff from snowmelt is far more gradual than from rainfall. As a result, many of the management systems that provide water for agriculture, hydropower, and human consumption have been built around the “natural reservoir” provided by the snowpack [Hamlet and Lettenmaier, 1999]. Ecosystems are likewise reliant on this natural reservoir, including the critical moisture that it provides during the dry warm-season months [e.g., Hayhoe et al., 2004; Rood et al., 2008].

[3] While there is heterogeneity within the western U.S., hydroclimatic observations show trends toward decreasing spring snowpack at 75% of sites in mountainous areas [Mote et al., 2005] and earlier dates of snowmelt runoff [Aguado et al., 1992; Cayan et al., 2001; Dettinger and Cayan, 1995; McCabe and Clark, 2005; Rauscher et al., 2008; Stewart et al., 2004]. These changes have had important impacts on the western U.S., including increasing risk of pest infestation [Kurz et al., 2008], forest die-off [Kelly and Goulden, 2008] and wildfires [Westerling et al., 2006], and increasing stress on riparian ecosystems [Rood et al., 2005]. Previous work has quantitatively attributed observed trends in snowpack and river flow to anthropogenic global warming [Barnett et al., 2008; Pierce et al., 2008]. In addition, global warming that is projected for the middle to late 21st century is expected to cause decreases in snow
accumulation and shifts toward earlier snowmelt runoff [Adam et al., 2009; Casola et al., 2009; Gao et al., 2011; Hamlet et al., 2005; Leung and Ghan, 1999; Leung et al., 2004; Maurer, 2007; Mote et al., 2005; Rasmussen et al., 2011; Rauscher et al., 2008; Stewart et al., 2004; Wi et al., 2012].

Despite this large body of work, the pace and magnitude of hydroclimatic change over the near-term decades remains a key question for much of the western U.S. The fact that global warming is likely to continue even after stabilization of greenhouse gas concentrations [e.g., Matthews and Caldeira, 2008; Matthews and Weaver, 2010; Solomon et al., 2009; Wigley, 2005] and that substantial regional climate change is likely to occur in response to as little as 1°C of additional global warming [e.g., Clark et al., 2010; Diffenbaugh and Ashfaq, 2010; Diffenbaugh and Scherer, 2011] increases the likelihood that some climate change adaptation will be required over the near-term decades [Carter et al., 2007]. In addition, the near-term decades encompass the planning horizon for many water-resource-infrastructure design decisions [e.g., WAC, 2010]. However, the interacting effects of temperature and precipitation complicate near-term projections of hydroclimatic change in regions where water resources are strongly dependent on snowpack [Stewart, 2009], particularly given the substantial uncertainty in near-term changes in regional precipitation [Hawkins and Sutton, 2010].

In the present study, we employ a high-resolution ensemble experiment to quantify possible changes in snow-dominated water resources in the western U.S. over the 2000–2039 period. While there have been some studies over the western U.S. that provide a future snow outlook under increasing greenhouse forcing using statistical downscaling of general circulation models (GCMs) [e.g., Payne et al., 2004; Stewart et al., 2004], this is—to the best of our knowledge—the first time that a multimember process-based high-resolution climate modeling system has been used to provide future snow projections. Projections using statistical downscaling are limited in many respects. First, the relationships between the large-scale atmospheric variables (predictors) and the local climate characteristics (predictands) is assumed to be stationary under future climate change, meaning that future projections based on the statistical downscaling of the GCMs will fail to account for the changes in snow hydrology that are driven by the variations in the relationships between the large-scale predictors and local-scale predictands. Second, future projections are often sensitive to the choice of the predictors in the statistical model as well as to the ability of the GCMs to simulate those predictors. Third, statistical downscaling cannot accommodate many regional factors that may influence the fine-scale hydrological responses, particularly in the areas of complex terrain. These fine-scale processes—such as topographically controlled snow-albedo feedbacks—have been identified as a key regulator of the regional cold-season temperature response [e.g., Rauscher et al., 2008], and the effects of such sub-GCM-scale processes on the local temperature response to global warming will not be reflected in statistical downscaling approaches. However, we do note that our modeling strategy is a combination of process-based hydroclimate modeling and statistics-based bias correction and spatial disaggregation and is therefore not fully immune to the errors originating from the lack of the physical representation of fine-scale processes.

Our motivation for this near-term high-resolution ensemble experiment is threefold. First, the expected global warming over the next three decades falls within 2°C above the preindustrial baseline [Meehl et al., 2007b], motivating examination of potential climatic changes that require adaptation action on this near-term timescale [e.g., Carter et al., 2007]. Second, the topographic complexity of the western U.S. can influence the magnitude of warming-induced changes in winter temperature and timing of snowmelt-dominated runoff [Leung and Ghan, 1999; Rauscher et al., 2008], motivating application of a high-resolution climate modeling system to represent more accurately those fine-scale climate processes. Third, climate system variability can exert a strong influence on the temporal evolution of regional temperature and precipitation over the near-term decades [e.g., Hawkins and Sutton, 2010]. Because snow is sensitive to both temperature and precipitation, this variability can have a particularly strong imprint on decadal trends in snow accumulation and melt [e.g., Scherrer et al., 2004]. However, although multimember, single-model ensemble experiments are common in the GCM literature [e.g., Murphy et al., 2004], very few multimember, high-resolution ensemble experiments exist (e.g., the North American Regional Climate Change Assessment Program experiment is focused on multimodel, single-realization experiments; [Meurs et al., 2009]), motivating the application of our high-resolution ensemble to test the influence of internal climate system variability on the near-term evolution of hydroclimatic change in the western U.S.

2. Models and Methods

2.1. Climate Model Experiments

We generate a five-member, high-resolution, climate model ensemble by nesting one high-resolution realization of the International Centre for Theoretical Physics Regional Climate Model Version 3 (RegCM3) within each of five realizations of the Community Climate System Model Version 3 (CCSM3) [Diffenbaugh and Ashfaq, 2010; Diffenbaugh et al., 2011]. As described below, our nest covers the period from 1950 to 2039 in the Intergovernmental Panel on Climate Change Special Report on Emission Scenarios (SRES) A1B scenario, with RegCM3 run at 25 km horizontal resolution and 18 levels in the vertical, and CCSM3 run at T85 (1.4°) horizontal resolution and 26 levels in the vertical.

Details of the RegCM3 nested climate model are described in Pal et al. [2007]. RegCM3 is a hydrostatic, sigma coordinate, primitive equation, limited-area model. In our configuration, RegCM3 uses the hydrostatic dynamical core from Fifth-Generation Mesoscale Model (MM5) [Grell et al., 1994], the radiation package from Community Climate Model Version-3 (CCM3) [Kiehl et al., 1996], the Biosphere Atmosphere Transfer Scheme (BATS) 1e land model [Dickinson et al., 1993], and the Holtslag boundary layer package [Holtslag et al., 1990]. Precipitation processes are parameterized using the Subgrid Explicit Moisture Scheme (SUBEX) scheme of Pal et al. [2000] and the cumulus convection parameterization of Grell [1993] with the closure assumption of Fritsch and Chappell [1980]. RegCM3 has been evaluated over many areas of the globe, including extensive evaluation of the temperature, precipitation,
moisture, runoff, Convective Available Potential Energy (CAPE), and wind fields over the continental U.S. [Ashfaq et al., 2010b; Diffenbaugh and Ashfaq, 2007; Diffenbaugh and Ashfaq, 2010; Diffenbaugh et al., 2011; Diffenbaugh et al., 2006; Rauscher et al., 2008; Trapp et al., 2007; Walker and Diffenbaugh, 2009].

The CCSM3 realizations are described in Meehl et al. [2006]. The five realizations were generated using a standard atmosphere-ocean general circulation model ensemble method, with each realization initialized from a different point in the preindustrial control simulation, and all ensemble realizations prescribed identical atmospheric constituent concentrations over the historical and scenario periods. The five CCSM3 realizations therefore differ only in the atmosphere, land, and ocean conditions at the time of initial industrial-age forcing. The global warming in the CCSM3 A1B ensemble falls near the middle of the Coupled Model Intercomparison Project phase 3 (CMIP3) ensemble, with the CMIP3 ensemble showing warming of 1.0 to 1.7°C above the late 20th century baseline at the end of the 2030s [Meehl et al., 2007b] and the CCSM3 ensemble showing warming of 1.1 to 1.3°C [Meehl et al., 2006].

We generate the five-member high-resolution ensemble by nesting the RegCM3 grid in each of the five CCSM3 simulations identified by National Center for Atmospheric Research (NCAR) as c, e, bES.01, fES.01, and gES.01. Because the subdaily, three-dimensional atmospheric fields that are necessary for the high-resolution nesting were not saved by NCAR for the CCSM3 ensemble realizations, we rerun the atmospheric component of CCSM3 (CAM3) at the original resolution (T85 with 26 levels in the vertical), prescribing the original monthly CCSM3 sea surface temperatures (SSTs) and sea ice as a bottom boundary condition, as described in Trapp et al. [2009] and Diffenbaugh et al. [2006]. This “time-slice” approach, which is necessary for generating the high-resolution ensemble simulation, reproduces the original CCSM3 temperature and precipitation fields, with statistically significant seasonal errors primarily confined to the tropics [Ashfaq et al., 2010a].

The RegCM3 equal-area grid follows that of Diffenbaugh et al. [2005] and covers the full continental U.S. at 25 km horizontal resolution, with 18 levels in the vertical. All of the five RegCM3 realizations use identical model configurations and simulation time steps (75 s), meaning that only the large-scale CCSM3 boundary conditions vary between the RegCM3 members. In each RegCM3 realization, the large-scale atmospheric boundary conditions are updated from the respective CAM3 global atmosphere realization at the RegCM3 lateral boundaries every six simulated hours, and the SST and sea ice boundary conditions are updated from the respective CCSM3 global ocean realization at the RegCM3 lower boundary every simulated month.

The CAM3 integrations are initialized on 1 January 1948, using the respective instantaneous CCSM3 fields as initial conditions, and run continuously through 2039 in the SRES A1B scenario. The RegCM3 integrations are initialized on 1 January 1950, using the respective instantaneous CAM3 atmospheric fields and monthly CCSM3 SSTs as initial conditions, and run continuously through 2039 in the SRES A1B scenario. Both CAM3 and RegCM3 use the same annually varying greenhouse gas concentrations as were applied in the original CCSM3 realizations, with observational values applied over the 20th century period and scenario values applied over the 21st century period. Our analysis begins in 1960, allowing 10 years for RegCM3 equilibration and 12 years for CAM3 equilibration.

2.2. Hydrologic Model Experiments

We employ the Variable Infiltration Capacity (VIC) model [Cherkauer et al., 2003] to simulate the hydrologic response to near-term changes in global radiative forcing. We use VIC as opposed to the outputs from the RegCM3 land component (BATS) because VIC is much more sophisticated in its representation of processes that govern fine-scale snow hydrology. Similarly, most of the current generation of GCMs exhibit large discrepancies in the simulation of snow hydrology in regions of complex topography [Diffenbaugh et al., 2013]. The VIC model is a distributed macroscale surface water and energy balance model that has been applied over a range of scales, including for the continental U.S. [e.g., Christensen et al., 2004; Vicuna et al., 2007], and has been previously used to study both past and future hydroclimate change [e.g., Beyene et al., 2010; Christensen et al., 2004; Costa-Cabral et al., 2013; Hamlet and Lettenmaier, 1999]. In this study, we employ VIC model version 4.1.1 at one-eighth degree horizontal resolution and 3-hourly simulation time step in energy balance mode (land surface temperature solved by iteration), using daily minimum and maximum temperatures, precipitation, and wind fields. The one-eighth degree configuration is the standard Land Data Assimilation System (LDAS) version used for simulating large domains that allows us to use the input data sets that have been rigorously adjusted to calibrate VIC for larger domains such as the western U.S. [e.g., Fan et al., 2011]. We use the Liang et al. [1994] scheme for ground heat flux, the Sun et al. [1999] algorithm for snow albedo, and a one-dimensional temperature-dependent snow cover model (SNThRM) algorithm for snow density [Jordan, 1991]. Ten snow elevation bands represent subgrid variations in elevation. The elevation of each band is used to lapse the grid cell average temperature, pressure, and precipitation to a more accurate local estimate. The soil hydraulic and thermal parameters, and the depth of soil layers, are identical to those described in Ashfaq et al. [2010b].

We generate one VIC model simulation for each of the five RegCM3 simulations. We bias-correct the RegCM3 daily temperature and precipitation fields on the one-eighth degree VIC grid prior to using them as input for the VIC model, as described by Ashfaq et al. [2010b]. Using the simple inverse distance weighting technique, we first interpolate both the RegCM3 and observational fields to the VIC one-eighth degree geographical grid. Further, the bias correction is applied to each monthly quantile of precipitation and temperature in each calendar month of the baseline and future periods. In the baseline period, for a given ensemble member, the bias correction corrects each quantile of each calendar month in the simulated time series by mapping it to the corresponding observed quantile. For instance, the warmest January in the simulated data is corrected by the warmest January in the observed data, the warmest February in the simulated data is corrected by the warmest February in the observed data, and so on for all minimum and maximum temperature quantiles of all 12 calendar months. Similarly, the wettest January in the simulated data is corrected by the
wettest January in the observed data, the wettest February in the simulated data is corrected by the wettest February in the observed data, and so on for all precipitation quantiles of all 12 calendar months. In the future period, the change in the magnitude of each quantile (quantile shift) is first calculated in each calendar month as a difference (future minus baseline) for minimum and maximum temperature and as a ratio (future divided by baseline) for precipitation. The bias-corrected future period quantiles are then generated by adding the quantile shifts to the bias-corrected baseline quantiles in the case of minimum temperature and maximum temperature and by multiplying the quantile shift by the bias-corrected baseline quantiles in the case of precipitation. For instance, we add the temperature differences between the maximum January value in the future period and the maximum January value in the baseline period to the maximum January value in the bias-corrected baseline period. Similarly, we multiply the ratio between the wettest January in the future period and the wettest January in the baseline period by the wettest January value in the bias-corrected baseline period. We distribute the monthly correction from each bias-corrected month to the model-simulated daily time series so that the daily distribution is maintained but the aggregate is equal to the bias-corrected monthly mean. This bias correction methodology maintains the changes in temperature and precipitation simulated by the climate model but greatly improves the hydrologic simulation of the historical period relative to that derived using observational daily-scale climate inputs, both by correcting systematic errors in the absolute magnitude of the simulated temperature and precipitation inputs and by improving the spatial detail of the simulated inputs [Ashfaq et al., 2010b]. Because we simulate the 40-year period from 2000 to 2039 in the A1B scenario, we use the 40-year period from 1960 to 1999 as our baseline period for bias correction.

[15] For comparison, we also generate one VIC model simulation for each of the five CCSM3 simulations, using the bias-corrected CCSM3 daily temperature and precipitation and original wind fields. Bias correction and spatial disaggregation of the CCSM3 fields in the baseline and future periods is carried out in an identical way to that described above for the RegCM3 fields. We use these CCSM3-driven VIC simulations to understand the sources of errors in the RegCM3-driven VIC simulations in the baseline period and to test the robustness of the simulated hydrological response to increasing greenhouse forcing in the future period. Hereafter, we refer to the RegCM3-driven VIC simulations as the VIC ensemble and the CCSM3-driven VIC simulations as the GCM-VIC ensemble. Additionally, in order to probe the uncertainty in the temperature and precipitation projections of our high-resolution RegCM3 ensemble, we compare the RegCM3 monthly precipitation and temperature fields with those from the Coupled Model Intercomparison Project phase 3 (CMIP3) and phase 5 (CMIP5) multimodel GCM ensembles. We construct a CMIP3 ensemble by selecting “run1” from each of the GCMs archiving both temperature and precipitation data for the baseline and future periods in the A1B experiment (22 in total). Similarly, we construct a CMIP5 ensemble by selecting one run from each of the GCMs archiving temperature and precipitation data for the baseline and future periods in the Representative Concentration Pathway 8.5 (RCP8.5) experiment (33 in total for precipitation and 31 in total for temperature). Because the CMIP5 future period starts from 2006, we use 1960–1999 as the baseline period and 2006–2039 as the future period for these comparisons.

2.3. Observational Data

[16] We employ three observational data sets:
[17] 1. As described in Mote et al. [2005] and Mote [2006], snow course data corresponding to the period of the baseline simulation are obtained from the California Department of Water Resources (for California) and the Water and Climate Center of the U.S. Department of Agriculture’s Natural Resources Conservation Service (for the remaining states).
[18] 2. Monthly runoff observations are obtained from the United States Geological Survey WaterWatch program [Brakebill et al., 2011]. WaterWatch runoff is estimated by combining historical flow data collected at U.S. Geological Survey (USGS) streamflow gauges, the respective drainage basin boundaries of the streamflow gauges, and the boundaries of each six-digit hydrologic unit of Seaber et al. [1987] (referred to as “HUC06 accounting units”). WaterWatch runoff can therefore be considered a close surrogate to the natural runoff.
[19] 3. Observational monthly temperature and precipitation data are taken from the Parameter-Elevation Regressions on Independent Slopes Model (PRISM) at 4 km horizontal resolution [Daly et al., 2000]. An earlier study by Scully [2010] finds PRISM interpolated data to be a robust predictor of observed temperature records over the U.S.

2.4. Analyses

[20] We analyze three measures of snow-dominated water resources in the western U.S.:
[21] 1. Percent change in 1 April snow water equivalent (SWE), November-December-January-February-March (NDJFM) precipitation, NDJFM snow-to-precipitation ratio, and NDJFM days with minimum temperature less than 0°C (“freeze days”). For each variable, we first calculate the value in each year of the 1960–1999 and 2000–2039 periods. For each of these two 40-year time series, we then calculate the percentage departure from the baseline value (1960 for the 1960–1999 period, and the 1960–1999 mean for the 2000–2039 period) in each of the 40 years. We then fit a linear regression to each 40-year time series. Finally, we calculate the percent change as the percent difference between the last and first points on the regression line. (Note that this calculation of the percent change is insensitive to whether the time series of absolute magnitude or the time series of percent departure is used.)
[22] 2. Partial correlation coefficients between 1 April SWE and NDJFM surface temperature and precipitation. A partial correlation coefficient quantifies the correlation between the two variables when conditioning on other variables. In order to calculate the partial correlation between temperature and SWE, we first remove the effect of precipitation from temperature and SWE by linear regression, leaving two linear regression errors or residuals. We then calculate the partial correlation between temperature and SWE as the correlation between the two regression residuals [de la Fuente et al., 2004]. We repeat the same steps to calculate the partial correlation between precipitation and SWE by first removing the effect of temperature. At each grid point, we present partial correlations of precipitation and temperature with SWE in vector form, with precipitation as the x axis and temperature as the y axis. We calculate the orientation of each vector by taking the inverse tangent of the
tangent ratio, which provides a measure of the SWE correlation with precipitation and temperature. We calculate future changes in these correlations by calculating the difference in the orientation of each vector in the 2000–2039 period with respect to its orientation in the 1960–1999 period.

3. Changes in the date of the centroid of annual snowmelt, base flow, and runoff. We analyze those HUC02 regions in the western U.S. for which snow course observations are available. We first calculate the grid point centroid date as the Julian day when 50% of the annual total occurs in each water year (1 October to 30 September [Moore et al., 2007]). Using a kernel density function, we then calculate the probability density of centroid dates for the 1961–1999, 2000–2019, and 2020–2039 periods over the HUC02 regions. (For these water-year periods, the year designation corresponds with the year in which the water year ends; i.e., the 1961 water year begins 1 October 1960 and ends 30 September 1961.)

3. Results and Discussion
3.1. Ensemble Mean

We perform all analyses on the ensemble mean of the five VIC members by first calculating the mean time series at each grid point across the five VIC simulations. In addition, in order to probe the sensitivity of the results to internal climate system variability, we calculate the percent change in 1 April SWE and NDJFM precipitation, snow-to-precipitation ratio, and freeze days for each of the five VIC ensemble members. For all of the above measures, we consider only those grid points that exhibit 1 April SWE values of greater than or equal to 10 mm in the baseline period ensemble mean.

The VIC ensemble accurately represents the observed snow-dominated runoff across the western U.S., with a correlation of 0.96 (0.93) between simulated and observed annual
The VIC ensemble also captures the regional pattern of late 20th century changes in 1 April SWE. For example, both the observations and the VIC model ensemble exhibit a predominance of decreasing 1 April SWE over more than 60% of the western U.S., along with a high concentration of strongly negative changes (stronger than −48%/40 years) over the moderately high elevations of northern California, Oregon, and Idaho (Figures 1 and 2). In addition, the VIC ensemble captures the observed regional relationships of SWE change with elevation and latitude (Figures 2a, 2b, and 2d) as well as the observed pattern of relatively high SWE correlation with temperature at lower elevations and relatively high SWE correlation with precipitation at higher elevations that is shown in Mote [2006] (Figure 2d). The most prominent area of disagreement between the simulated and observed changes in 1 April SWE occurs in California over the southern Sierra Nevada, with the observations showing primarily increasing trends and the VIC ensemble showing primarily decreasing trends (Figures 1 and 2). Despite these
differences, the VIC ensemble shows greater agreement with observed historical 1 April SWE trends than the corresponding GCM-VIC ensemble, the latter of which shows greater mismatch with the observations over parts of the Rocky Mountains and exacerbated bias over Sierra Nevada region (Figures 1 and 4a). (It should also be noted that the observations represent only one realization of the coupled climate system, meaning that differences in local or regional trends between the ensemble and observations could be due to physical errors in the modeling system or to arbitrary differences in phasing of variability; see discussion of the individual realizations below.)

[26] In contrast to the 1960–1999 period, almost all points in the VIC ensemble exhibit a negative trend in 1 April SWE over the 2000–2039 period, with most points exhibiting a negative trend that is stronger than $-30\%$–$40\%$ years (Figures 2c and 3b). SWE changes are also substantially larger in magnitude over the 2000–2039 period than over the 1960–1999 period (Figures 2c and 3b), implying an acceleration of the decrease in spring snowpack over the near-term decades (Hereafter, the term acceleration is used to describe situations in which the rate of change over 40 years in the future period is greater than the rate of the change over 40 years in the baseline period). This near-term acceleration is consistent with the trends in regional cold-season temperature, with all five HUC02 regions exhibiting a rate of NDJFM warming that is at least three times as large over the 2000–2039 period as over the 1960–1999 period (Figure 5). SWE changes in the 2000–2039 period are generally more strongly negative at points corresponding to elevations

---

**Figure 3.** Changes in snow, precipitation, and temperature. (a, b) Partial correlation of cold-season averaged daily precipitation and mean daily temperature with 1 April snow water equivalent (SWE). Vectors represent the partial correlation of November-December-January-February-March (NDJFM) temperature and precipitation with 1 April SWE in 1960–1999 (Figure 3a) and 2000–2039 (Figure 3b). The vectors are oriented with precipitation as the x axis and temperature as the y axis, meaning that a vector oriented toward the southeast is correlated positively with precipitation and negatively with temperature. Magnitude of each vector represents the partial correlation with the dominant variable. The colors show the SWE percent change with respect to the baseline value (1960 for the 1960–1999 period, and the 1960–1999 mean for the 2000–2039 period). (c) The change in the relationship of 1 April SWE with NDJFM precipitation and temperature in the future period. We calculate future changes in these relationships by calculating the difference in the orientation of each vector in Figure 3b with respect to its orientation in Figure 3a. Blue colors represent increase in correlation with precipitation, and red colors represent increase in correlation with temperature. (d, e, f) Changes in NDJFM days with minimum temperature below 0°C, NDJFM precipitation, and NDJFM snow-to-precipitation ratio (respectively). All panels show every other grid point.

---
between the 0°C and −5°C isotherms than at points corresponding to elevations higher than the −5°C isotherm, meaning that for a given latitude, changes are generally more negative at low elevations than at high elevations (Figure 2c). (We calculate the isotherm elevation by multiple linear regression of NDJFM temperature on elevation and latitude, as described in Mote [2006].) However, while the majority of points that correspond to the elevations higher than the −5°C isotherm exhibit positive SWE changes in the 1960–1999 period, almost all points that correspond to the elevations higher than the −5°C isotherm exhibit negative SWE changes in the 2000–2039 period. Further, both the 0°C isotherm and the −5°C isotherm are found approximately 200 m higher in elevation in the future period than in the baseline period (Figure 2c).

[37] Declines in 1 April SWE could result from decreases in cold-season precipitation, decreases in the snow-to-precipitation ratio, increases in the snow sublimation prior to 1 April, and/or increases in the snowmelt prior to 1 April. Moreover, even with increases in cold-season precipitation, decreases in 1 April SWE can still occur if increasing cold-season temperatures lead to decreases in freeze days, thereby leading to (1) more precipitation falling as rain rather than snow and a decrease in snow-to-precipitation ratio, and/or (2) faster rate of snowmelt during the cold season and greater loss of accumulated snow prior to 1 April. In our analysis of the VIC ensemble simulations for the 2000–2039 period, the snow-to-precipitation ratio shows a decrease of up to >30%/40 years across the western U.S. (Figure 3f), favoring a decline in 1 April SWE. Further, many regions with negative changes in 1 April SWE (up to >60%/40 years) and snow-to-precipitation ratio (up to >30%/40 years) exhibit positive changes in precipitation (up to >10%/40 years), including parts of the Pacific Northwest, Rocky Mountains, and Sierra Nevada (Figure 3e). Moreover, even over the regions with negative precipitation change, the decline in snow-to-precipitation ratio and 1 April SWE is much stronger (up to >30%/40 years) than the decrease in the amount of precipitation (up to 6%/40 years).

[28] It should be noted that with no change in snow-to-precipitation ratio and no change in cold-season snowmelt, a 30% decrease in 1 April SWE accumulation requires a 30% decrease in precipitation. The fact that 1 April SWE and NDJFM snow-to-precipitation ratio both show substantially larger 2000–2039 trends than NDJFM precipitation suggests that precipitation change is not the dominant driver of the simulated near-term changes in snow hydrology over the western U.S. Rather, we find increased influence of temperature on SWE, with most areas showing a greater correlation of SWE with temperature in the 2000–2039 period than in the 1960–1999 period (Figure 3c), consistent with previous studies of the observed 20th century changes in snow hydrology [e.g., Hamlet et al., 2005; Bonfils et al., 2008] as well as modeling studies of the projected 21st century SWE responses to increase in radiative forcing [e.g., Christensen and Lettenmaier, 2007]. The largest increases in temperature influence are concentrated over the Sierra Nevada in California and the Cascades in the Pacific Northwest, as well as the northern Rocky Mountains in Idaho and Montana. The strongest increase in temperature influence is seen primarily at points corresponding to elevations between the 0°C and −5°C isotherms south of 40°N (which also have shown relatively high sensitivity to historical warming; Figure 2a [Das et al., 2009; Mote, 2006]), and at points corresponding to elevations higher than the baseline −5°C isotherm north of 45°N (Figure 2e and 2f).

[29] This shift toward increased temperature influence suggests that continued regional warming like that projected for the near-term period causes the variability of 1 April SWE to be driven less by variations in the amount of moisture that is delivered during the season and more by the amount of time spent above freezing during the season. In particular, the shift toward increased temperature influence is associated with negative changes in the number of NDJFM freeze days (Figure 3d), and the changes in NDJFM freeze days exhibit a correlation of −0.72 with changes in NDJFM snow-to-precipitation ratio. The decrease in NDJFM freeze days also helps to explain the strong changes in the snow hydrology over the elevations higher than the −5°C isotherm, where mean cold-season temperatures in the future period are still
below 0°C but where snow-to-precipitation ratio and accumulated 1 April SWE show a decline because of the fewer days with temperatures below freezing.

[30] Given previous results suggesting that fine-scale climate processes—such as topographically controlled snow-albedo feedbacks—amplify the magnitude of cold-season warming that occurs in response to high greenhouse gas concentrations [Rauscher et al., 2008], we test whether the low- and high-resolution climate models in our modeling system produce different changes in SWE over the near-term decades. Interestingly, while the GCM-VIC ensemble exhibits differences from the VIC ensemble in the simulation of the sign of baseline 1 April SWE trends, it simulates strong decreases in the projected 1 April SWE across the western U.S. consistent with the VIC ensemble trends. This agreement in the future responses between the VIC and GCM-VIC ensembles results primarily from the fact that increasing temperature in fluence accelerates 1 April SWE decline in both ensembles (Figures 3 and 4). Whether the magnitude of SWE trend remains similar between the VIC and GCM-VIC ensembles at higher levels of forcing (such as in the late 21st century of the A1B scenario) requires additional modeling experiments. Likewise, whether the magnitude of SWE trend is similar on smaller spatial scales (such as within an individual basin) requires further analysis, although we note that bias correction (such as employed in our experiments) can substantially reduce the spread in simulated climate change impact between low- and high-resolution climate models by reducing the intermodel spread in the proximity to critical impacts thresholds in the baseline period [Diffenbaugh and Scherer, 2013].

[31] In addition to decreasing the natural reservoir of water available in snowpack at the end of the cold season, near-term warming also alters the hydrologic timing throughout the western U.S. (Figure 6). The shift in hydrologic timing is more pronounced in the later half of the near-term period, with all regions exhibiting earlier central dates of snowmelt, runoff, and base flow in the 2020–2039 period than in the 2000–2019 period. This acceleration in hydrologic response in the 2020–2039 period can be traced to the fact that regional temperature changes are also relatively stronger in the 2020–2039 period (Figure 5). The changes in hydrologic timing in the 2020–2039 period

Figure 5. NDJFM average temperature calculated over the HUC02 regions. The VIC model ensemble mean is shown in blue, and the VIC model ensemble range is shown in grey. The observational PRISM values are shown in black. (left column) The mean values over all grid points in each HUC02 region. (right column) The mean values over the grid points with 1 April SWE greater than 10 mm in each HUC02 region. The slope (per 40 years) is also shown for each region.
include shifts as large as 4 weeks for snowmelt (Upper Colorado), 2 weeks for base flow (Paciﬁc Northwest), and 4 weeks for runoff (Paciﬁc Northwest). All HUC02 regions exhibit a greater shift in central snowmelt date than in central base ﬂow date or surface runoff date. In addition, the total annual snowmelt and base ﬂow are reduced in the 2020–2039 period (relative to the 1960–1999 period) in all regions. Further, while the total annual surface runoff is reduced in only the Great Basin and Paciﬁc Northwest regions, the total surface runoff after 1 May is reduced in all regions, while the total surface runoff prior to 1 February is increased in all regions. The projected changes in surface runoff in the western U.S. are consistent with the earlier ﬁndings that show a strong sensitivity of surface runoff to the increase in surface warming [Das et al., 2011; Vano et al., 2012].

[32] Taken together, these simulated changes in snow hydrology suggest a transition to a substantially more liquid-dominated water resources regime in the western U.S. over the near-term decades.
3.2. Uncertainty in Near-Term Climate Change

The fact that the changes in SWE are associated with increased correlations with temperature and decreased correlations with precipitation suggests that changes in snow-related water resources cannot be reliably projected over the near-term decades by simply applying the historical correlations to projected changes in temperature and precipitation. In addition, the fact that the projected hydrologic changes are strongly associated with changes in temperature should increase confidence in the results [Barnett et al., 2005], as projected near-term changes in regional temperature are far more robust than projected near-term changes in regional precipitation [Hawkins and Sutton, 2010]. However, the evolution of regional climate on decadal time scales presents a particularly difficult scientific challenge [e.g., Cane, 2010], creating substantial uncertainty in near-term regional climate change [e.g., Hawkins and Sutton, 2010], particularly in snow-dominated regions [e.g., Stewart, 2009].
In order to probe this uncertainty, we compare the individual realizations in the five-member ensemble. In doing so, we find that the five ensemble members exhibit substantial variation in the pattern of hydroclimatic trends over the 1960–1999 period (Figure 7). For example, the disagreement in 1 April SWE seen in the ensemble mean over the southern Sierra (including high elevations south of 39°N) and areas of the Rockies (including high elevations between 42°N and 45°N) is not seen uniformly across the individual ensemble members, with two of the five members showing increasing trends over the southern Sierra (Figures 7l and 7p) and two of the five ensemble members showing decreasing trend between 42 N and 45 N (Figures 7h and 7p), in agreement with observations. Additionally, one of the five VIC ensemble members closely captures the pattern of observed trend in 1 April SWE throughout the western U.S. (Figures 1b and 7p). Indeed, no subregion of the western U.S. exhibits a consistent sign of the 1960–1999 trends in NDJFM snow-to-precipitation ratio, NDJFM precipitation, or 1 April SWE across the five-member ensemble, highlighting the

Figure 8. Future (2000–2039) trends per 40 years in November-December-January-February-March (NDJFM) number of freeze days, snow-to-precipitation ratio, and precipitation, and 1 April SWE in individual ensemble members. (a–d) bES, (e–h) c, (i–l) e, (m–p) fES, (q–t) gES. Trends are calculated with respect to the 1960–1999 average value over the grid points where ensemble mean baseline 1 April SWE is greater than 10 mm. All panels show every other grid point.

[34] In order to probe this uncertainty, we compare the individual realizations in the five-member ensemble. In doing so, we find that the five ensemble members exhibit substantial variation in the pattern of hydroclimatic trends over the 1960–1999 period (Figure 7). For example, the disagreement in 1 April SWE seen in the ensemble mean over the southern Sierra (including high elevations south of 39°N) and areas of the Rockies (including high elevations between 42°N and 45°N) is not seen uniformly across the individual ensemble members, with two of the five members showing increasing
[35] In contrast, we find that the 2000–2039 changes seen in the ensemble mean are robust across all the individual ensemble members (Figure 8, rightmost column). For example, although the individual realizations exhibit varying signs in 1 April SWE trends over the 1960–1999 period (Figure 7, rightmost column), they exhibit consistently negative 1 April SWE trends over the 2000–2039 period (Figure 8, rightmost column), strengthening the conclusion of accelerating decrease in spring snowpack in the near-term decades. In addition, we find that, in most areas, the 2000–2039 trend in 1 April SWE in the individual ensemble members is not driven by the 2000–2039 trend in precipitation, with most members exhibiting negative 2000–2039 trends in 1 April SWE despite substantial variations in the sign of 2000–2039 trends in precipitation (Figure 8, right two columns). Further, the negative 2000–2039 trends in cold-season precipitation in the individual ensemble members are mostly weak compared to the corresponding 2000–2039 trends in 1 April SWE. That many areas in the individual ensemble members exhibit positive 2000–2039 trends in cold-season precipitation coupled with negative trends in 1 April SWE and that the negative trends in 1 April SWE are generally much stronger than the corresponding negative trends in cold-season precipitation strengthens the conclusion that the negative 2000–2039 trends in 1 April SWE are driven primarily by temperature.

[36] In addition, although the individual realizations exhibit varying signs in trends in cold-season freeze days and snow-to-precipitation ratio over the 1960–1999 period (Figure 7, left two columns), they exhibit consistently negative trends in cold-season freeze days and snow-to-precipitation ratio over the 2000–2039 period (Figure 8, left two columns). Therefore, as with SWE, the changes in cold-season freeze days and
snow-to-precipitation ratio that are seen in the ensemble mean (Figures 3d and 3f) are also robust across the individual ensemble members (Figure 8, left two columns). Further, the spatial correlation between the trends in cold-season freeze days and snow-to-precipitation ratio increases from 0.58 in the 1960–1999 period to 0.70 in the 2000–2039 period, with the strongest decreases in snow-to-precipitation ratio (~−30%) and number of freeze days (~−20 days) both occurring over the Pacific Northwest and California regions.

That the individual members exhibit a clear transition to consistent trends not only in 1 April SWE but also in cold-season freeze days and snow-to-precipitation ratio during the 2000–2039 period strengthens the conclusion of an accelerating transition to more liquid-dominated water resources.

The above comparisons of the individual realizations of our CCSM3-RegCM3-VIC single-model ensemble help to constrain the uncertainty arising from internal climate system variability. However, our modeling system represents just one of many different representations of the climate system, and it is impossible to know a priori which construction is correct. This uncertainty in climate model structure creates additional uncertainty beyond that arising from internal climate system variability [e.g., Hawkins and Sutton, 2010]. Ideally, we could compare these sources of uncertainty (and that arising from uncertainty in climate forcing pathway) through a suite of experiments consisting of multiple realizations of multiple GCM-RCM (Regional Climate Model) hydrologic model combinations. Unfortunately, the limited availability of

---

**Figure 10.** Comparison of RegCM3 ensemble with CMIP3 and CMIP5 ensembles. Ensemble mean NDJFM precipitation (mm/day) for the 1960–1999 period calculated in (a) RegCM3, (b) CMIP3, and (c) CMIP5. Ensemble mean percent change (2006–2039 divided by 1960–1999) in mean NDJFM precipitation (%) calculated in (d) RegCM3, (e) CMIP3, and (f) CMIP5. Number of the ensemble members that simulate an increase in precipitation (g) RegCM3, (h) CMIP3, and (i) CMIP5. Blue (brown) color represents the regions where more than two thirds of the GCMs simulate an increase (decrease) in precipitation. White regions are where simulated precipitation response is uncertain.
projections of daily-scale temperature and precipitation for the near-term period [Mearns et al., 2009; Meehl et al., 2007a] limits our analysis to one GCM-RCM configuration. However, we are able to probe the model uncertainty domain by comparing the seasonal-scale temperature and precipitation changes seen in our high-resolution ensemble with those seen in the CMIP3 and CMIP5 multi-GCM ensembles.

[38] We note that the ensemble means of cold-season precipitation and temperature in the baseline period (Figures 9b, 9c, 10b, and 10c) and the projected precipitation changes in the future period (Figures 10e and 10f) are quite similar between the CMIP3 and CMIP5 ensembles. However, the magnitude of cold-season temperature change is stronger in the CMIP5 RCP8.5 ensemble than in the CMIP3 SRES A1B ensemble (Figures 9e and 9f). This stronger temperature response in CMIP5 is partly attributable to the fact that the future CO₂ concentrations in RCP8.5 are higher than those in SRES A1B in the 2030s [Peters et al., 2013]. Further, in order to probe the characteristics of the temperature response in the individual ensemble members,
we also show the percent of the individual ensemble members that simulate a temperature increase of at least 1.5 K. As with the mean temperature changes, the percent of GCMs with a temperature increase of 1.5 K or more is twice as large in the CMIP5 RCP8.5 ensemble as in the CMIP3 SRES A1B ensemble (Figures 9h and 9i), meaning that the stronger temperature response is largely consistent across the GCMs in the CMIP5 RCP8.5 ensemble. Moreover, the GCMs in the CMIP3 and CMIP5 ensembles show little intermodel agreement in the sign of precipitation response along most of the West Coast, where precipitation changes are mostly less than 3% of the baseline mean (Figures 10h and 10i).

[39] Cold-season precipitation and temperature changes generally show stronger spatial variability in our high-resolution RegCM3 ensemble (Figures 9d and 10d). We note that the mean temperature changes in the RegCM3 ensemble are comparable to those in the CMIP3 ensemble (with the exception of the changes along the coast) and are less than those in the CMIP5 ensemble. However, the percent of the ensemble members showing warming of at least 1.5 K in the RegCM3 ensemble is comparable to that in the CMIP5 ensemble across most of the western U.S. (Figure 9g). Moreover, the mean precipitation changes in RegCM3 ensemble are generally slightly larger than the corresponding changes in the CMIP3 and CMIP5 ensembles. While stronger heterogeneity of the cold-season temperature and precipitation responses in our high-resolution RegCM3 ensemble can be attributed to the realistic representation of their spatial variability compared to the coarse resolution CMIP3 and CMIP5 ensembles (Figures 9a–9c and 10a–10c), stronger precipitation changes are also consistent with the precipitation response in the driving CCSM3 simulations (Figure 11).

[40] However, it is important to note that existing multimodel ensembles are likely too small to distinguish the effects of model structure from the effects of internal climate system variability. In particular, the recent 40-member single-model ensemble experiment of Deser et al. [2012] shows that the uncertainty in the cold-season precipitation trend arising from internal atmospheric variability can be as large as that seen in single-member multimodel ensembles such as we show in CMIP3 and CMIP5 (Figure 10). This pronounced single-model spread seen in Deser et al. [2012] suggests that the spread between the different CMIP models could largely be due to internal climate system variability rather than differences in model construction. At a minimum, the single-model spread suggests that considerably larger ensembles of each model are needed in order to distinguish uncertainty in model construction from uncertainty in internal variability.

[41] The single-model spread seen in the large ensemble of Deser et al. [2012] also highlights the fact that the real evolution of the climate system over recent decades has been only one realization of a noisy system. The fact that only one of the five realizations in our VIC ensemble closely matches the pattern of observed trend throughout the western U.S. (Figures 1b and 7p) suggests that in the recent forcing regime, internal climate system variability could create increasing trends in 1 April SWE in some areas, even within the context of global warming. Further, the fact that the VIC ensemble shows acceleration of decreasing 1 April SWE in the near-term decades in realizations with increasing near-term precipitation trends and realizations with decreasing near-term precipitation trends (Figure 8) suggests that near-term warming could overwhelm uncertainty in the sign of near-term precipitation trends over that region.

[42] It should also be noted that although 1 April SWE is an important indicator of snow accumulation and water availability in the region [Bohr and Aguado, 2001; Kapnick and Hall, 2012; Mote et al., 2005], different snow-related measures could show different responses to continued global warming [Pierce and Cayan, 2013].

4. Conclusions

[43] Our high-resolution ensemble experiment improves the quantification of future changes in snow-dominated water resources in the western U.S. over the 2000–2039 period. Simulations of the recent past are in general agreement with observations, except in places where winter precipitation varies substantially over the period of analysis.

[44] The projected near-term hydrologic changes are substantial, even though the simulated global warming is only approximately 1°C above the 20th century baseline [Meehl et al., 2006]. An important result of this research is that the trends in hydrologic variables in the 2000–2039 period are substantially larger and more robust than in the 1960–1999 period, suggesting an accelerating emergence of hydrologic change in the near-term decades as the response to global warming emerges more robustly from the noise of internal climate system variability.

[45] These projected hydrologic changes could have important impacts on natural and human systems. For example, increases in wildfire activity and vulnerability of riparian ecosystems in western North America have both been linked to observed trends toward earlier spring snowmelt [e.g., Rood et al., 2008; Westerling et al., 2006], suggesting that the near-term shifts in snowmelt projected by our high-resolution ensemble could further exacerbate these risks. Forest die-off in the western U.S. has likewise been linked to drought and associated pest infestation [e.g., Adams et al., 2009; Allen et al., 2010; Breshears et al., 2005; Park Williams et al., 2013], suggesting that the projected near-term decrease in warm-season runoff could also increase stress on terrestrial ecosystems. Further, given the dependence of the regional water management system on snowpack and snowmelt, the projected near-term increases in runoff in the winter and decreases in the spring and summer—which are associated with increasing winter snowmelt and decreasing snow-to-precipitation ratio—can be expected to increase the need for capacity to capture liquid water in the winter and store it through the summer. While specific management decisions should be taken with caution, our results suggest an accelerating need for systems to cope with liquid-dominated water resources over the near-term decades.
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