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Power and timing requirements are becoming more and more stringent as

applications move from less mobile devices to more mobile ones. As such, it is

important to optimize these applications as much as possible in order to provide the

best solution that is low power and low latency. Although there are many different

techniques to achieve a low power, low latency solution, this thesis focuses

specifically on low power scheduling at the behavioral level where resource-

constrained scheduling is the technique of choice since it directly considers the

resource limitations of mobile devices. Conventional resource-constrained

scheduling schemes are concerned with minimizing the latency or improving the

speed of an algorithmrepresented by a data flow graph (DFG)given a

limitation on resources. However, these conventional resource-constrained

scheduling schemes are no longer applicable since power has grown to be a major

issue, especially in mobile devices. Hence, the conventional resource-constrained

scheduling schemes gave way to current resource-constrained scheduling schemes

that utilize multiple voltages, which work to find a balance between speed and
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power. These current multiple voltage schemes use various techniques to balance

and meet the speed and power requirements. But while they do a good job of

meeting these requirements, they fail to address a new issue that is beginning to

surfacethe number of memory registers needed. Therefore, to address this new

arising issue, this paper presents a novel resource-constrained scheduling scheme

that balances the speed, power, and register requirements. This algorithm is

compared to both a conventional resource-constrained scheduling scheme and a

current resource-constrained scheduling scheme with multiple voltages to show that

it performs better in finding a scheduling solution. Benchmark results show that,

on average, our algorithm has a better power savings while keeping the maximum

number of registers needed and the latency low compared to conventional resource-

constrained scheduling schemes and current resource-constrained scheduling

schemes utilizing just multiple voltages.
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A Resource-Constrained Scheduling Scheme that Considers Resources
Operating at Multiple Voltages and Register Assignment

1. Introduction

The mobile devices market is expected to grow at approximately 20% each

year for the next few years with sales exceeding 60 million units in 2008 [1]. As

the market grows, more and more consumers are expected to use small, mobile

devices such as PDAs and cell phones to perform multimedia tasks like browsing

the Internet, taking and sharing pictures, and watching movies. However, the

extent of which these tasks can be performed is extremely limited due to strict

timing, area, and power requirements. Unlike larger devices such as desktop

computer systems, mobile devices cannot support the requirements of complex

applications. They are designed to be low power and have limited resources.

Therefore, complex applications need to be optimized before they can be

effectively used on mobile systems.

In particular, these complex applications need to be able to use less power

while still maintaining an acceptable performance. Low power usage is desirable

for the following reasons: 1) to increase battery lifetime; 2) to increase system

reliability; and 3) to reduce packaging and cooling costs [2,3]. The battery lifetime

is determined by the current consumption. If the power consumption is high, then

the current consumption is also high, which may reduce the battery lifetime. High

power consumption also translates to higher operating temperatures, which may

lead to system/circuit failures. Also, with higher temperatures, cooling costs



increase, as more resources are needed to cool the system/circuit. This also leads to

larger packaging and a larger overall size. In mobile devices, it is important to

have long battery lifetimes, good reliability, and a small size. Hence, it is

important to keep the power consumption low.

Power reduction can be achieved at many different levels, such as

architecture, algorithm, behavioral, and transistor levels [4J. This thesis focuses on

low power scheduling at the algorithm level. Although there are many different

low power scheduling schemes, this thesis discusses a practical resource-

constrained scheduling since it directly considers resource limitations making it

more suitable to mobile devices.

This thesis presents a novel resource-constrained scheduling scheme

utilizing multiple voltages and register assignment that performs better than current

resource-constrained scheduling schemes for multi-dimensional signal processing.

Unlike conventional resource-constrained scheduling schemes, which focus

primarily on reducing latency, and current resource-constrained scheduling

schemes with multiple voltages, which focus primarily on reducing power usage,

our resource-constrained scheduling scheme works to find a balance between the

latency and power usage by considering the register usage as well as multiple

supply voltages. Latency is kept low by reducing the emphasis on using resources

that operate at multiple voltages. These resources are still used, but they are used

sparingly. Power usage is kept low by considering the data dependence and the
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maximum number of registers needed. By exploiting data dependencies, the

maximum number of registers needed can be reduced, which, in turn, helps to

reduce the overall power usage. By balancing the latency and power, our resource-

constrained scheduling scheme ends up performing, on average, better than either

the conventional resource-constrained scheduling or current resource-constrained

scheduling schemes utilizing just multiple voltages.

The rest of the thesis is organized as follows. The following section defines

terms, equations, and constants used in our resource-constrained scheduling scheme

as well as in the conventional resource-constrained scheduling and current

resource-constrained scheduling with multiple voltages schemes. Section 3

discusses the background and related work in resource-constrained scheduling.

Section 4 illustrates the significance or role that registers have in achieving low

power. Section 5 discusses our resource constrained scheduling scheme. Section 6

presents the benchmark results. And section 7 concludes the thesis.
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2. Preliminaries

This section defines terms, equations, etc. that are used in the typical

resource-constrained scheduling scheme, our resource-constrained scheduling

scheme, and our simulations.

2.1 Resource-Constrained Scheduling Definitions

The input to a resource-constrained scheduling scheme is a data flow graph

(DFG) and a resource constraint. A resource constraint is a restriction or a limit

imposed on the number of each type of resource such as an adder, multiplier, or

shifter. A DFG is a directed acycic graph whose nodes represent operations and

edges represent dependencies between the operations. Each node also has

information linked to it in order to help determine its priority.

The mobility of a node is defined as the difference between its as-late-as-

possible (ALAP) schedule time and its as-soon-as-possible (ASAP) schedule time.

Mobility determines which nodes are given priority when assigning to a certain

resource. Nodes with high mobility are given priority when assigning to low-

voltage resources. Nodes with low mobility are given priority when assigning to

high-voltage resources. It is not used in the conventional resource-constrained

scheduling scheme and applies primarily to resource-constrained scheduling with

resources operating at multiple voltages.



The depth of a node is defined as the length of the path from the node to the

sink in the DFG. Depth is directly linked to latency. In order to reduce the number

of control cycles, nodes with higher depth are scheduled first. The conventional

resource-constrained scheduling scheme as well as the scheme with multiple

voltages makes use of the depth.

Resource-constrained scheduling schemes are primarily list-based.

Therefore, there is a ready set associated with every control cycle. The ready set is

defined as the set of nodes that could all be assigned at that particular control cycle

if there were no resource constraints.

In addition to the items mentioned above, our resource-constrained

scheduling scheme also takes a conflict flow graph (CFG) as an input. A CFG is

similar to a DFG except that the edges represent conflicts between nodes. The

CFG helps our algorithm address register concerns.

2.2 Delay and Power Models

The delay and power of the different functional units (adders, multipliers,

and registers) operating at various voltages have been obtained from simulations

using Mentor Graphic's Design Architect and Accusim in a Sun/Solaris unix

environment. Design Architect is a schematic tool that allows the user to create

circuits by placing components (resistors, capacitors, transistors, etc.) and wiring



them together. Accusim is a circuit simulation tool similar to spice except that it

operates through a graphical user interface (GUI).

We constructed and simulated a 32-bit cany-ripple adder, a 32-bit carry-

ripple multiplier, and a 32-bit register for three technologies (AMI 1.2,AIvil 0.5,

and TSMC 0.35) operating at 5V, 3.3V, 2.4V, 2.2V, 1.8V, 1.5V, 1.2V, and 1.OV.

Figure 1 illustrates the typical 1-bit full adder that is used to construct our 32-bit

carry-ripple adder in Figure 2 and our 32-bit carry-ripple multiplier in Figure 3.

Figure 4 illustrates our 32-bit register.



Figure 2. 32-bit Carry-Ripple Adder Schematic

Figure 3. 32-bit Carry-Ripple Multiplier Schematic
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Figure 4. 32-bit Register Schematic

There are different adder and multiplier architectures. However, we chose

the ones we did for simplicity and as a starting point. As our library grows, we will

include different adder and multiplier architectures as well as other functional units.

Only three technologies were used since we were only able to gain access to these

technologies. Simulations were done at the specified voltages in order to address

the national technology roadmap of semiconductor summarized in Table 1 from

[5].



Table 1. National Technolov Roadman of Semiconductor
Year 1997 1999 2001 2003 2006 2009 2012

L(nm) 250 180 150 130 100 70 50

Vdd (V) 2.2 1.8 1.5 1.2 1 0.8 0.6

The delay is a measure of the time it takes for the output to see a change in

the input. It is calculated based on the following equation from [6]: (TPLH + TPHL) /

2. TPLH and TPHL correspond to a low to high transition at the input and a high to

low transition at the input, respectively. The power is determined using a power

meter circuit similar to the one in [7] (see Figure 5).
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Table 3. Delay and Power Characteristics for a 32-bit Carry-Ripple Multiplier
mult32 AMI 1.2 urn AMI 0.5 urn TSMC 0.35 urn

Voltages (V) Delay (ns) Power (uW) Delay (ns) Power (uW) Delay (ns) Power (uW)
5 101.46 32,562.00 52.57 30,290.00 33.22 28,431.00

3.3 149.56 13,575.27 86.10 12,930.96 40.57 12,134.50
2.4 226.81 6,920.78 106.04 6,740.79 52.85 6,298.60
2.2 261.09 5,720.37 121.42 5,624.02 58.19 5,588.98
1.8 383.80 3,507.87 178.70 3,294.73 76.72 3,003.56
1.5 608.88 1,339.75 289.65 1,276.56 107.47 1,226.01
1.2 1,431.06 419.99 729.18 393.72 193.79 369.75

1 5,734.75 53.28 3,087.15 49.86 419.59 47.32

Table 4. Delay and Power Characteristics for a 32-bit Register
reg32 AMI 1.2 urn AMI 0.5 urn TSMC 0.35 urn

Voltages (V) Delay (ns) Power (uW) Delay (ns) Power (uW) Delay (ns) Power (uW)
5 7.12 8,559.50 5.20 8,473.50 3.67 8,390.60

3.3 10.49 3,741.63 7.21 3,618.20 4.50 3,558.90
2.4 15.95 2,045.27 10.38 1,909.70 5.63 1,897.33
2.2 18.44 887.88 11.85 794.04 6.44 778.81
1.8 27.01 662.23 16.86 545.39 8.12 526.89
1.5 42.80 389.39 27.20 368.18 11.27 358.80
1.2 102.85 78.09 66.71 75.53 20.01 73.19

1 428.55 14.61 80.05 12.76 43.95 11.41

Notice that, in general, the 32-bit register is approximately four times faster

than the 32-bit adder and that the 32-bit adder is approximately three times faster

than the 32-bit multiplier (see Figure 8).
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r= IX

Power= 4X

Figure 8. Functional Unit Latency Comparisons

This is an important factor in determining the latency of a DFG. A DFG with many

multiply nodes will usually have a longer latency compared to a DFG with fewer

multiply nodes. However, since a multiplier is approximately three times slower

than an adder, we can complete three add operations during one multiplier

operation, which will also impact the latency. As for the power, the register

consumes the least, followed by the adder, and then the multiplier (see Figure 8).

Thus, a DFG with many multiply nodes will also usually consume more power than

a DFG with fewer multiply nodes. Two other relationships to note are: 1) as the

voltage decreases, the delay increases but the power decreases; 2) as the technology

becomes smaller, both the power and delay decrease. These relationships can be

seen in more detail in Figure 9, 10, and 11.
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the lower voltages. Therefore, if a low voltage is being used, then it may be more

beneficial to use a bigger technology, which will cost less, over a smaller

technology, which will cost more. However, if a high voltage is being used, then

the technology is very important. At higher voltages, TSMC 0.35 urn has the

lowest power usage followed by AIvU 0.5 urn and then AIV1T 1.2 urn. Hence, if low

power and high voltage were the requirements, then TSMC 0.35 urn would meet

those requirements best considering the performance and cost. However, if low

power and low voltage were the requirements, then AIVH 1.2 urn would rneet those

requirements best considering the performance and cost. APvII 0.5 urn would give

the middle of the line solution.

Overall, our library provides information for designers so that they may

make a more informed choice about which technology to use. Then within each

technology, we provide information that allows the designer to decide on which

voltage. All this information allows the designer to make the best choice to meet

their latency and power requirements.

The power characteristics for level shifters, which are needed to transfer

data between resources operating at different voltages is derived from [8]. Table 5

summarizes the power characteristics. Delay characteristics are ignored because

they are significantly smaller than the other functional unit delays.
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Table 5. Power (uW) Characteristics for 32-bit Level Shifters
Vx to Vy 1.8 2.2 3.3 5

1.8 0 96 146 220

2.2 70 0 160 320

3.3 124 90 0 356

5 184 220 260 0

Although only the 32-bit adder was analyzed in detail in Figure 9, 10, and

11, the 32-bit multiplier and 32-bit register have the same relationships. The actual

numbers for delay and power are different. However, the general trend and the

relationships are similar to the 32-bit adder.

2.3 Simulation Environment

All our resource-constrained scheduling simulations are run on a Pentium 4,

1.7 GHz laptop with 512 MB of RAM running Microsoft Windows XP. Each of

the resource-constrained scheduling schemes discussed in this thesis have been

coded in Microsoft Visual C++ 6.0. AU inputs are entered in a table or list format

similar to the one shown in Figure 12b in section 3.1. For our resource-constrained

scheduling simulations, we chose the delay and power characteristics for AIvil 0.5

and the operating voltages of 5V, 3.3V, 2.2V, and 1.8V. This was an arbitrary

choice. We could have easily used different characteristics. Implementing the

resource-constrained scheduling schemes in C++ allows us to easily change the

delay and power characteristics should the need arise. Also, we have assumed that

a 32-bit shifter has the same characteristics as the 32-bit adder we built. Our
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benchmarks are digital signal processing (DSP) kernels. We chose these

benchmarks since they would be the most likely applications run on mobile devices

where resource-constrained scheduling is most valuable. DSP refers to various

techniques or algorithms for improving the accuracy and reliability of digital

communications and work by clarifying, or standardizing, the levels of or states of

a digital signal [9].
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3. Related Work

Resource-constrained scheduling has been around for many years and

simply refers to a scheduling scheme that tries to schedule an algorithm represented

with a DFG given a limitation on the number of resources available. An operation

in the DFG can only be scheduled if a resource exists and is unused, otherwise the

operation must wait. Each operation may be given priority based on a number of

different priority functions. The goal is to schedule the DFG, given resource

constraints, such that the number of control cycles is minimum. Resource-

constrained scheduling is a valuable technique for applications used on mobile

devices since resource-constrained scheduling directly deals with the resource

limitations of small, portable devices. Resource-constrained scheduling has the

advantage of finding the best solution in terms of speed and power given the

resource limitation. However, the best solution may have the disadvantage of not

meeting the speed requirement (i.e. the latency is too long for practical purposes

even though the power may be small and the resource requirements are met).

3.1 Conventional Resource-Constrained Scheduling

The conventional resource-constrained scheduling scheme, presented in

[10] and [11], used a list scheduling approach that scheduled operations one control

step at a time. For the cunent control step, a list of ready operations is constructed

and then sorted according to a priority function. The operation with the highest
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priority, usually the one on the longest path or with the highest depth, was

scheduled first. The conventional resource-constrained scheduling scheme is as

follows:

1) From the DFG, construct a table listing the nodes, the time
they are ready, and their depth.

2) For each cycle:
a. Construct the ready set (collect all the nodes that are

ready to be scheduled at this cycle into one set).
b. Prioritize the ready set according to highest depth first.
c. While resources are available, schedule nodes from the

prioritized ready set.

Figure 12 illustrates the conventional resource-constrained scheduling scheme for a

simple example with a resource constraint of three adders all at 5V.
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reduced number of resources to use. Instead of having five resources to use as in

the no resource constraints case (see Figure 12a), there were only three resources

available. Yet, the conventional scheme was able to schedule the nodes efficiently

to keep the latency and power low.

Overall, the conventional resource-constrained scheduling scheme worked

well in scheduling DFGs under resource limitations while keeping latency low.

However, it did not address the power concerns in mobile devices very well. In

Figure 12e, the total power was not reduced at all from what it was in the no

resource constraint case, Figure 12a. Conventional resource-constrained scheduling

schemes cannot deal with the technique of having resources operating at multiple

voltages, which was developed to help with power issues. Hence, the conventional

resource-constrained scheduling schemes gave way to current resource-constrained

scheduling schemes that are capable of dealing with multiple voltages.

3.2 Resource-Constrained Scheduling with Multiple Voltages

The need for resource-constrained scheduling schemes to address resources

operating at multiple voltages led to the development of current resource-

constrained scheduling schemes such as those in [11J, [12] and [13], which use

multiple voltages (5.OV, 3.3V, and 2.2V) and consider items such as switching and

level shifters to achieve a low power, low latency scheduling of a DFG. In these

newer schemes, the priority function is more complex allowing the resource-



constrained scheduling scheme to address both the power and latency issues

simultaneously. However, there is a trade-off to consider. A resource operating at

a lower voltage uses less power but takes longer to complete its operation (the

latency increases), while a resource operating at a higher voltage completes sooner

(the latency decrease) but uses more power. The scheduling schemes in [11], [12],

and [13] realize this relationship and do their best to balance the conflicting

requirements of reducing the latency and utilizing resources operating at reduced

voltages. The general resource-constrained scheduling scheme with multiple

voltages is as follows:

1) From the DFG, determine the ASAP, ALAP, & mobility of

each node.
2) For each cycle:

a. For nodes in the ready set with mobility > = 2
i. Compute priority.

ii. Assign high priority nodes to available 2.2V
resources.

b. For nodes in the ready set with mobility > = 1
i. Compute priority.

ii. Assign high priority nodes to available 3.3V
resources.

c. For nodes in the ready set with mobility > = 0
i. Compute priority.

ii. Assign high priority nodes to available 5V
resources.

d. If resources remain, then for the nodes that have not
been assigned:

i. Compute priority.
ii. Assign high priority nodes to available 2.2V

resources, then 3. 3V resources, and the 5V
resources.
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The priority of a node for the scheduling schemes in [1 1], [12], and [13] is a

function of its depth, mobility, switched capacitance, and level shifter. The depth

and mobility are discussed in section 2. The switched capacitance refers to the total

capacitance when the inputs of a functional unit are switching. Having a smaller

capacitance will result in less power usage. Therefore, nodes with lower switched

capacitance are given higher priority. The level shifters also consume power.

Therefore, it is beneficial to reduce the total number of up and down level shifters.

This is accomplished by assigning a voltage to the child that is the same voltage

that has been assigned to its parents whenever possible.

Figure 13 illustrates the resource-constrained scheduling scheme with

multiple voltages for a simple example with a resource constraint of three adders

one at 5V, one at 3.3V, and one at 2.2V.
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Figure 13. Resource-Constrained Scheduling with Multiple Voltages Example. (a)
Initial DFG. (b) ASAP, ALAP, depth, and mobility of each node. (c) Final
Scheduling showing ready sets and scheduling at each cycle. (d) CFG. (e) Final
DFG.
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Figure 13 shows that the current resource-constrained scheduling scheme

with multiple voltages was able to reduce the total power given a reduced number

of resources to use. Instead of having five resources to use as in the no resource

constraints case (see Figure 13a), there were only three resources available, each at

a different voltage. These resources at different voltages allowed the total power to

be reduced by 1.63%. The maximum number of registers needed also reduced

going from seven to five. However, these power and register reductions came at

the cost of latency. Instead of a latency of five like in the no resource-constraints

case, the latency is now three greater at eight. This increase in latency may not be

acceptable in some applications. Also, there is now an overhead associated with

this solution. Voltage level shifters need to be used when using multiple voltages.

In some cases, the added area and complexity that level shifters bring may out

weigh the gains from using a resource-constrained scheduling scheme with

multiple voltages. Figure 14 illustrates the overhead from voltage level shifters.

5.OV 5.OV

Overhead No Overhead

Figure 14. Multiple Voltages Level Shifter Overhead. (a) No
Overhead. (b) Overhead
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With more and more resources operating at different voltages, more and more

voltage level shifters will be needed. If the area requirements are already tight,

there may not be room for the level shifters. The power from the level shifters is

not too much of a concern since they usually make up less than 1% of the total

power.

Overall, resource-constrained scheduling schemes with multiple voltages

perform well in finding an optimal solution that addresses the power issues at the

slight cost of latency. Although they perform well in general, these schemes do not

take into consideration a new surfacing issuethe number of registers needed. As

the next section will illustrate, registers play an important role in power

consumption and, thus, must be dealt with as well.
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4. Register Significance

Memory systems are a vital part of any computer system and are needed by

applications so that they can be run faster and perform better. Therefore, it is

important to be aware of the contributions they make. In applications targeted for

mobile devices, it is even more important due to the stricter power and timing

requirements. Overall, there are many levels of memory. However, in this thesis,

we focus only on registers.

A single 32-bit register operating at 5V consumes approximately 8,474 uW

of power and has a delay of 5.2 ns. So as more and more memory is needed, the

power and delay will increase. Although the power and delay of a single 32-bit

register is small, they make up a large part of a circuit making the number of

registers an important part in reducing latency and power. Figure 15 illustrates the

contribution of registers in a circuit. We consider registers operating only at a

single voltage since it is not very feasible to have registers operating at multiple

voltages in a single device. The level shifter overhead would be larger than the

benefit obtained from operating registers at multiple voltages.
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FU Delay = 20 us
Reg Delay= 10.4 us

RegDelay = 35% of Total Delay

C
Figure 15. Register Contributions to Power and Delay

Even for a simple circuit with only one adder operating at 5V, the registers

contribute approximately 72% of the total power and approximately 35% of the

total delay. This can change drastically if the registers have a longer lifetime than

one cycle (the registers have to hold the data for more than one cycle). Referring to

Figure 15, if each of the registers has to hold its data for an extra cycle before it can

be used, the power contribution jumps to approximately 84% while the delay

remains unchanged. Hence, it is important to minimize the number of registers

needed in order to efficiently reduce the power consumption. The delay plays less

of a vital role. However, reducing the number of registers will also help reduce the

latency. The register significance is also emphasized in [14]. Although [14] deals

exclusively with latency and latency-constrained scheduling, the register principles

are also directly applicable to resource-constrained scheduling.
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5. Resource-Constrained Scheduling with Register Assignment

In addition to latency and power, the number of registers needed at each

control cycle also need to be considered as illustrated in the previous section.

While conventional and current resource-constrained scheduling schemes with

multiple voltages do a good job of addressing the latency and power, they fail to

address the registers needed at each cycle. Our resource-constrained scheduling

scheme was developed to address the number of registers while still maintaining an

acceptable balance between latency and power.

5.1 Our Scheduling Scheme and Example

We employ a simple technique to address the register problem.

Recognizing the data dependency in the DFG, we use a CFG to help determine

where to schedule nodes in order to reduce the number of registers needed. We

note that if we schedule all the nodes in the CFG that share a conflict in the same

cycle, then we can reduce the number of registers needed by the total number of

conflicts or clique minus one.
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Figure 16. Register Savings from a CFG. (a) CFG. (b) DFG
before utilizing CFG. (c) DFG after utilizing CFG.

For example, in Figure 16a, we see that node 1 and node 2 share an edge or have a

conflict. If node 1 has an input of A and B and node 2 has an input of A and C, the

CFG tells us that if we are able to schedule node 1 and node 2 in the same clock

cycle, then we would be able to reduce the number of registers by one. The reason

this is possible is because node 1 and node 2 can now use one register to store the

value A instead of two registers (see Figure 16b and 16c).

To maintain a balance between latency and power, our scheme also uses

multiple voltages (5V, 3.3V, 2.2V, and 1.8V) and a priority function that includes

the depth and mobility of a node. Our heuristic, list-based resource-constrained

scheduling scheme tries to balance the conflicting requirements of reducing the
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latency and utilizing resources operating at multiple voltages with the need to

reduce the number of registers needed at each cycle and operates as follows:

1) Determine the depth, mobility, ASAP, and ALAP of each
node in the DFG.

2) Construct the ready set.
3) For the current cycle:

a. For all nodes with a mobility ofzero or less,
i. Place all nodes with the same mobility into a

single group and prioritize the nodes in each
group according to highest depth first.

ii. Prioritize the groups according to the lowest
mobility first.

iii. Schedule the prioritized nodes starting with the
fastest available resource first and moving to
the slowest resource.

iv. Continue scheduling until all nodes with
mobility less than zero have been scheduled or
all resources have been used. If there are
resources remaining, go to Step 3b. Otherwise
go to Step 4.

b. For all remaining nodes with a mobility greater than
zero,

i. Calculate the number of conflicts with each
other.

ii. Place all nodes with the same number of

conflicts into a single group and prioritize the
nodes in each group according to highest depth
first.

iii. Prioritize the groups according to the highest
number of conflicts first.

iv. Schedule the prioritized nodes starting with the
fastest available resource first and moving to
the slowest resource.

v. Continue scheduling until all nodes with a
conflict greater than zero have been scheduled
or all resources have been used. If there are
resources remaining, go to Step 3c. Otherwise
go to Step 4.

c. For all remaining nodes with no conflicts,
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i. Place all nodes with the same mobility into a
single group and prioritize the nodes in each
group according to highest depth first.

ii. Prioritize the groups according to the lowest
mobility first.

iii. Schedule the prioritized nodes starting with the
fastest available resource first and moving to
the slowest resource.

iv. Continue scheduling until all nodes have been
scheduled or all resources have been used.
Then go to Step 4.

4) Recalculate the mobility of each node, go to the next cycle,
and repeat starting with Step 2.

Our resource-constrained scheduling scheme schedules a DFG according to the

following order of importance: latency, power determined by the number of

registers, power determined from the operating voltages. Conventional schemes

simply consider latency since power is determined by the resource constraint.

Current multiple voltage schemes consider power determined from the operating

voltages then latency. Figure 17 illustrates our resource-constrained scheduling

scheme with a resource constraint of three addersone at 5V, one at 3.3V, and one

at 2.2V.



B F B C B U A B A C

E
E

pu
t

= no re
so

ur
ce

co
ns

tm
t

FU Po
w

er
=

10
9,

40
6u

W

R
eg

Po
w

er

= 25
4,

22
0

uW

LS Po
w

er
=O

uW

To
ta

l

Po
w

er
=

36
3,

62
6u

W

La
te

nc
y

= 5 cy
cl

es

M
ax

R
eg = 7

(a
)

D F H C

Q B

35
-
-
-
-
-
-
-
-
-
-

1

_I
,_

__
--

.--
,

_I
__

_-
--

--

(b
)

t
I
i
i
T
t
I
S
i

i
Q
B
A
I

(c
)

'>
t5

E
:
i
i
I
E
1
1
;
I

C
, H

A C

on
e

2.
5V

ad
de

r

FU Po
w

er = 76
,1

08

uW

R
eg

Po
w

er
=2

1l
,8

50
uW

In
pu

t

=o
ne

5V
,

on
e

3.
3V

.

& E

LS
Po

w
er

=2
,tt

O
uW

To
ta

l

Po
w

er =

29
0,

06
8

uW

La
te

nc
y

= 6

cy
cl

es

M
ax

R
eg

=5

U

(d
)

(e
)

Fi
gu

re

17
.

R
es

ou
rc

e-
C

on
st

ra
in

ed

Sc
he

du
lin

g

w
ith

R
eg

is
te

r

A
ss

ig
nm

en
t

Ex
am

pl
e.

(a
)

In
iti

al

D
FG

.

(b
)

A
SA

P,

A
LA

P,

de
pt

h,

an
d

m
ob

ili
ty of ea

ch

no
de

.

(c
)

Fi
na

l

Sc
he

du
lin

g

sh
ow

in
g

re
ad

y

se
ts

an
d

sc
he

du
lin

g

at ea
ch

cy
cl

e.

(d
)

C
FG

.

(e
)

Fi
na

l

D
FG

.



36

Figure 17 shows that our resource-constrained scheduling scheme with

multiple voltages and register assignment was able to reduce the total power given

a reduced number of resources to use. Instead of having five resources to use as in

the no resource constraints case (see Figure 17a), there were only three resources

available, each at a different voltage. These resources at different voltages allowed

the total power to be reduced by approximately 20%. The maximum number of

registers needed also reduced going from seven to five. This is similar to the

example in Figure 13. However, the important item to note is that although the

maximum number of registers needed is the same in the resource-constrained

scheduling scheme with multiple voltages and our scheme, our scheme has a

smaller total register power allowing it to achieve a 18% power reduction over the

resource-constrained scheduling scheme with multiple voltages. This is possible

since our scheme takes advantage of the CFG while the other two schemes do not.

Again though, these power and register reductions came at the cost of

latency. Instead of a latency of five like in the no resource-constraints case, the

latency is now one greater at six. This is still less than the resource-constrained

scheduling scheme with multiple voltages case and is the lowest latency possible

for this case. However, this increase in latency may still not be acceptable in some

applications. And again, there is also a voltage level shifter overhead associated

with this solution.
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Overall, our resource-constrained scheduling scheme with multiple voltages

and register assignment perform well in finding an optimal solution that addresses

and balances the latency and power issues. Power is greatly reduced with only a

slight increase in latency. If this slight increase is acceptable, then our scheduling

scheme provides the best solution over the conventional resource-constrained

scheduling scheme and the current resource constrained scheduling scheme with

multiple voltages.

5.2. c++ Implementation

Our C++ implementation has three main parts: 1) the input file; 2) the

scheduling scheme; and 3) the output file. The flow of our C++ implementation is

shown in Figure 18.



Figure 18. C++ Program Flow

The input file (input.h) is a C++ header file that includes information about

the DFG, resource constraints, output file name, and delay and power of the

functional units. The DFG is entered as a list of nodes where the format of each

node is as follows: {Node Number, ASAP, ALAP, Depth, Mobility, Parent A,

Parent B, Child, Node A, Node B, Operation}. The node number is the number of

the current node. The ASAP, ALAP, depth, and mobility are defined in section 2.

Parent A and B and child refer to the name of the input data values and output data

value for the current node, respectively. Node A and B are the node numbers
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providing the input data values to the current node. And operation is the type of

operation of the current node. The output file name is simply the name the user

specifies for the output file. The resource constraint is the maximum number of

each type of resource that is available. The functional unit information is obtained

from the delay and power characteristics in section 2.

The scheduling scheme (rcs.cpp) is the main portion of our implementation

and performs the resource-constrained scheduling duties. It takes information from

the input file and constructs the initial ready set, calls the appropriate scheduling

functions, determines the power and register counts, and writes the results to the

output file. The functions find_addO, find_multQ, and find_shift() select the best

add, multiply, and shift node from the ready set and schedules them in the current

cycle. The functions ls_count() and reg_count() find the number of level shifters

and registers needed, respectively. The functions ls_TpowerQ, reg_TpowerO,

add_TpowerQ, mult_TpowerO, and shift_Tpower() find the power usage of the

level shifters, registers, adders, multipliers, and shifters, respectively. Total

functional unit power refers to the power usage of all resources except level shifters

and registers. The total power refers to the power usage of all resources: level

shifters, registers, adders, multipliers, and shifters.

The output file is a simple text file containing the results, which include the

ready set at each cycle, the scheduling at each cycle, the final scheduling, the

latency, the power usage, and the maximum number of registers needed.



6. Benchmarks

In this section, we compare our resource-constrained scheduling scheme that

utilizes multiple voltages and register assignment with conventional schemes and

current multiple voltage schemes. The goal is to determine which scheme performs

best in finding a scheduling solution that balances latency and power. We run only

one simulation using a simple example to compare all three of the schemes since it

has already been proven in [8], [11], [12], and [13] that multiple voltage schemes

perform better than conventional schemes. This single simulation is used to verify

that these results still remain true.

The remaining simulations compare only the current multiple voltage

scheduling scheme from [12] and [13] and our scheduling scheme. We use five

benchmarks: 1) a simple example; 2) a 2"' order lattice filter; 3) a 5th order elliptic

wave filter; 4) an 8-point fast fourier transform (FF1'); and 5) a fast discrete cosine

transform (FDCT). With the exception of the simple example, these benchmarks

are typical DSP kernels that could be used in mobile devices.

6.1 Simple Example

The initial DFG and final DFG for this benchmark for the three scheduling

schemes can be seen in Figure 12a, 13a, and 17a and Figure 12e, 13e, and 17e.

Table 6 summarizes the results for each of the three scheduling schemes. The

conventional scheduling scheme has a resource constraint of three adders all
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operating at 5V. The multiple voltages scheduling scheme and our scheduling

scheme both have a resource constraint of three addersone at 5V, one at 3.3V,

and one at 2.2V.

Table 6. SimDle Examnle Benchmark Comnarisons
No Constraints

(See Figure 12a)
Conventional Scheme

(See Figure 12e)
Multiple Voltage Scheme

(See Figure 13e)
Our Scheme

(See Figure 17e)
Power Reduction (%) 000% 163% 20.20%

Total Power (uW) 363,626 363,626 357,713 290,168
FU Power (uW) 109,406 109,406 76,108 76,108
Reg Power (uW) 254,220 254,220 279,642 211,950
LS Power(uW) 0 0 1,963 2,110

Latency (# cles) 5 5 8 6
Registers Needed 7 7 5 5

From the results, we notice that the conventional scheme achieves the best latency

followed by our scheme and then the multiple voltages scheme. However, the

conventional scheme does not reduce the overall power usage at all. Hence, the

conventional scheme does not do a good job in finding a scheduling solution that

balances the latency and power issues, which is the goal. The multiple voltages

scheme performs better than the conventional scheme since it is able to reduce the

power usage while keeping a relatively low latency. It does this by taking

advantage of functional units operating at multiple voltages.

Overall though, our scheduling scheme provides the best solution since it is

able to reduce power more and keep the latency lower than both the conventional

scheme and the multiple voltages scheme. We do this by not only taking advantage

of functional units operating at multiple voltages, but also by reducing the number

of registers needed at each cycle. Although both the multiple voltages scheme and
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our scheme have the same register need of five, it is important to note that this is

only the maximum register needed. Not all five registers are necessarily used at

each cycle. This explains the difference between the "Reg Power" categories in the

table. Notice that our scheme has the lowest total register power used since we

specifically take into account the register contribution while the other two schemes

do not. Remember, however, that our scheme and the scheme with multiple

voltages have a level shifter overhead while the conventional scheme does not.

Table 7 and Table 8 summarize the results for more simulations comparing

the multiple voltages scheme and our scheme, respectively. Optimization (Opt) 0

has no resource constraints. Opt 1 has five adders all operating at 5V. Opt 2 has

five adderstwo at 5V, one at 3.3V, one at 2.2V, and one at 1.8V. Opt 3 has three

addersone at 5V, one at 3.3V, and one at 2.2V. And Opt 4 has two addersone

at 5V and one at 3.3 V.

Table 7. Simple Example Results for Resource-
Constrained Scheduling with Multiple Voltaaes

OptO Opti Opt2 Opt3 Opt4 AVG
Power Reduction (%) -- 0.00% 19.79% 1.63% -3.54% 4.47%

Total Power(uW) 363,626 363626 291,660 357,713 376,490 347,372.17
FU Power (uW) 109,406 109,406 69,780 76,108 86,606 85,475.00
Reg Power (uW) 254,220 254,220 219,252 279,642 288,031 260,286.27
LS Power(uW) 0 0 2,628 1,963 1,853 1,610.90

Latency (# cycles) 5 5 8 8 8 7.25
Registers Needed 7 7 7 5 6 6.25

Opt 0: no resource constraints
Opt 1: five adders all at 5.OV
Opt 2: five adders - two at 5.OV, one at 3.3V, one at 2.2V, and one at 1 .8V
Opt 3: three adders - one at 5V, one at 3.3V, and one at 2.2V
Opt 4: two adders - one at 5V and one at 3.3V
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Table 8. Simple Example Results for Resource-
Constrained Scheduling with Multiple Voltages
cind Recrisfer Assitnment

OptO Opti Opt2 Opt3 Opt4 AVG
Power Reduction (%) -- 0.00% 15.08% 20.23% 10.62% 11.48%

Total Power (uW) 363,626 363,626 308,779 290,068 325,005 321,869.50
FU Power (uW) 109,406 109,406 86,743 76,108 86,606 89,715.75
Reg Power (uW) 254,220 254,220 220,311 211,850 237,258 230,909.75
LS Power(uW) 0 0 1,725 2,110 1,141 1,244.00

Latency (# cycles) 5 5 6 6 8 6.25
Registers Needed 7 7 7 5 5 6.00

Opt 0: no resource constraints
Opt 1: five adders all at 5.OV
Opt 2: five adders - two at 5.OV, one at 3.3V, one at 2.2V, and one at 1 .8V
Opt 3: three adders - one at 5V, one at 3.3V, and one at 2.2V
Opt 4: two adders - one at 5V and one at 3.3V

Opt 1 is identical for both the resource-constrained scheduling scheme with

multiple voltages and our scheduling scheme. The reason is due to the fact that we

are not using multiple voltages, only limiting the number of resources available,

which does not allow enough room for any reductions to occur.

In Opt 2, the resource-constrained scheduling scheme with multiple voltages

performs almost 5% better than our scheduling scheme having a power reduction of

19.79% while ours has a power reduction of 15.08%. This occurs due to the

differences in the total EU power. Our scheduling scheme has a higher total EU

power at 86,743 uW compared to the multiple voltages scheme at 69,780 uW. The

reason this occurs is because our scheme schedules the nodes according to the

following priority: latency, power determined by the number of registers, and

power determined from the operating/supply voltages. Our scheme utilizes the

higher voltage functional units first in order to meet the latency goals causing it to



have a higher total PU power. The multiple voltages scheme starts with the lower

functional units first allowing it to reduce more of the total PU power. This along

with not being able to minimize the total register powerthere is not much room

for reductioncauses our scheme to have a total lower power reduction. On the

other hand, our scheme has less level shifter overhead (1,725 uW compared to

2,628) and a lower latency (six compared to eight). Again, the reason is because

our scheme puts less emphasis on the multiple voltages and balances the power and

latency more than the multiple voltages scheme.

In Opt 3 and Opt 4, our scheme is able to reduce the power by 20.23% and

10.62%, respectively, compared to the multiple voltages scheme at 1.63% and

negative 3.54%. The primary reason this occurs is due to the fact that our

scheduling scheme is able to significantly reduce the total register power while the

multiple voltages scheme is not. The latency is also less in our scheduling scheme.

In Opt 4, the multiple voltages scheme actually uses more power than the no

resource constraints case, Opt 0, because it is unable to reduce the total register

power and because it has power contributions from the level shifters.

On average, our scheduling scheme performs better than the resource-

constrained scheduling scheme with only multiple voltages. Our scheduling

scheme has an average power reduction of 11.48% while the multiple voltages

scheme has only an average power reduction of 4.47%. The latency in our scheme

is also slightly better at seven compared to eight. In the cases where latency is a



higher priority than power, the solutions from our scheduling scheme would be the

better choices. However, in the cases where power is a higher priority, for Opt 2,

the resource-constrained scheduling scheme with multiple voltages solution would

be the better choice while for the other optimizations, our scheduling scheme

solutions would be the better choice. And finally, in the case where a balance is

needed, our scheduling solutions would be the better choice since they are low

power and low latency while the resource-constrained scheduling scheme with

multiple voltages solutions are low power but not necessarily low latency.

6.2 Lattice Filter

Filters are typically used in sampling data. A lattice filter is only one of the

many different types of filters used in sampling. The DFG of a 2nd order lattice

filter obtained from [15] and used for simulation is show in Figure 19.
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Table 9 and Table 10 summarize the lattice filter simulations comparing the

multiple voltages scheme and our scheme, respectively. Optimization (Opt) 0 has

no resource constraints. Opt 1 has a four adders and four multipliers all operating at

5V. Opt 2 has four addersone at 5V, one at 3.3V, one at 2.2V, and one at 1.8V

and four multipliersone at 5V, one at 3.3V, one at 2.2V, and one at 1.8V. Opt 3
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has two adders-one at 5V and one at 3.3 V-and two multipliers-one at 5V and

one at 3.3V. And Opt 4 has one adder and one multiplier both at 3.3V.

Table 9. Lattice Filter Results for Resource-
Constrained Scheduling with Multiole Voltages

OptO Optl Opt2 Opt3 Opt4 AVG
Power Reduction (%) -- 0.00% 6.18% 6.59% 18.24% 7.75%

Total Power (uW) 442,856 442,856 415,493 413,673 362,076 408,524.51
FU Power(uW) 231,018 231,018 186,295 184,898 98,618 175,207.25
Reg Power(uW) 211,838 211,838 228,022 228,022 263,102 232,745.86
LSPower(uW) 0 0 1,176 754 356 571.40

Latency (# cycles) 15 15 21 20 40 24.00
Registers Needed 4 4 3 3 4 3.50

Opt 0: no resource constraints
Opt 1: four adders and four multipliers all at 5.OV
Opt 2: four adders and four multipliers one of each at 5V, 3.3V, 2.2V, and 1 .8V
Opt 3: two adders and two multipliers - one of each at 5V and 3.3V
Opt 4: one adder and one multiplier both at 3.3V

Table 10. Lattice Filter Results for Resource-
Constrained Scheduling with Multiple Voltages
and Register Assignment

OptO Optl Opt2 Opt3 Opt4 AVG
Power Reduction (%) -- 0.00% 8.25% 8.25% 20.22% 9.18%

Total Power (uW) 442,856 442,856 406,329 406,329 353,293 402,201.73
FU Power(uW) 231,018 231,018 184,898 184,898 98,618 174,858.00
Reg Power (uW) 211,838 211,838 220,311 220,311 254,205 226,666.13
LSPower(uW) 0 0 1,120 1,120 470 677.60

Latency (# cycles) 15 15 23 23 40 25.25
Registers Needed 4 4 3 3 4 3.50

Opt 0: no resource constraints
Opt 1: four adders and four multipliers all at 5.OV
Opt 2: four adders and four multipliers - one of each at 5V, 3.3V, 2.2V, and 1 .8V
Opt 3: two adders and two multipliers - one of each at 5V and 3.3V
Opt 4: one adder and one multiplier both at 3.3V

In all the optimizations, our scheduling scheme provides the best low power

solution at approximately a 2% power reduction over the resource-constrained



scheduling scheme with multiple voltages. Our scheduling scheme is able to

achieve this by effectively reducing the total register power. However, the latency

is slightly larger than the resource-constrained scheduling scheme with multiple

voltages. This occurs due to the scheduling of node 5. In the multiple voltages

scheme, node 5 and node 7 are ready to be scheduled at the same time. Therefore,

node 5 is assigned to the lower voltage multiplier unit, allowing node 7 to be

assigned to the higher voltage multiplier unit, which allows the latency to be lower

than in our scheme. In our scheme, node 5 is ready to be scheduled before node 7.

Therefore, node 5 is assigned to the higher voltage multiplier unit and node 7 has to

be assigned to the lower voltage multiplier unit since the higher voltage multiplier

unit is not free when node 7 is ready to be scheduled. This causes the latency in our

scheme to be slightly higher than the latency in the multiple voltages scheme.

Overall, in this example, both schemes equally balance the latency and

power issues. Our scheduling scheme provides solutions with lower power at

9.18% compared to 7.75% while the multiple voltages scheme provides solutions

with lower latency at 24 cycles compared to 26 cycles. The scheme to choose in

this case would depend on whether latency is more important or whether power is

more important. If power is more important, our scheme is the better choice. If

latency is more important, then the multiple voltages scheme is the better choice.
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Optimization (Opt) 0 has no resource constraints. Opt 1 has a four adders and two

multipliers all operating at 5V. Opt 2 has four addersone at 5V, one at 3.3V, one

at 2.2V, and one at 1.8Vand two multipliersone at SV and one at 3.3V. Opt 3

has two addersone at 5V and one at 3.3 Vand one multiplier at 5V. And Opt 4

has one adder and one multiplier both at 3.3V.

Table 11. Elliptic Wave Filter Results for Resource-Constrained
Scheduling with Multiple Voltages

OptO Opti Opt2 Opt3 Opt4 AVG
Power Reduction (%) -- 0.00% 12.84% 3.12% 5.13% 5.27%

Total Power(uW) 1,077,114 1,077,114 938,781 1,043,484 1,021,806 1,020,296.45
FU Power(uW) 500,916 500,916 389,711 461,016 352,716 426,089.75
Reg Power(uW) 576,198 576,198 543,744 578,825 666,526 591,323.20
LS Power (uW) 0 0 5,326 3,643 2,565 2,883.50

Latency (# cycles) 20 20 30 29 57 34.00
Registers Needed 7 7 5 4 4 5.00

Opt 0: no resource constraints
Opt 1: tour adders and two multipliers all at 5V
Opt 2: four adders and two multipliers one of each at 5V and 33V, then one adder at 22V and one at 1 .8V
Opt 3: two adders - one at 5V, one at 3.3V; one multiplier at 5V
Opt 4: one adder and one multiplier both at 3.3V

Table 12. Elliptic Wave Filter Results for Resource-Constrained
Scheduling with Multiple Voltages and Register Assignment

OptO Opti Opt2 Opt3 Opt4 AVG
Power Reduction (%) -- 0.00% 10.12% 3.26% 5.57% 4.74%

Total Power(uW) 1,077,114 1,077,114 968,077 1,042,014 1,017,071 1,026,069.10
FU Power (uW) 500,916 500,916 431,996 472,416 352,716 439,511.00
Reg Power(uW) 576,198 576,198 533,831 567,725 660,933 584,671.50
LS Power (uW) 0 0 2,250 1,874 3,422 1886.60

Latency (# cycles) 20 20 26 29 55 32.50
Registers Needed 7 7 5 4 4 5.00

Opt 0: no resource constraints
Opt 1: four adders and two multipliers all at 5V
Opt 2: four adders and two multipliers one of each at 5V and 3.3V, then one adder at 2.2V and one at 1 .8V
Opt 3: two adders - one at 5V, one at 3.3V; one multiplier at 5V
Opt 4: one adder and one multiplier both at 3.3V
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The results for the elliptic wave filter provide the same insight as the results

for the simple example. In all optiniizations, the latency and total register power for

our scheduling scheme are lower than for the resource-constrained scheduling

scheme with multiple voltages. The only case where latency is not lower is in Opt 3

where both latency values are the same at 29 cycles. Our scheme also has a higher

power reduction, but only in two of the four cases. In Opt 1, both scheduling

schemes could achieve no power reduction for the same reasons as in Opt 1 for the

simple example. In Opt 2, the multiple voltages scheme has a higher power

reduction at 12.84% compared to our scheme at 10.12%. This occurs for the same

reason as it does in the simple example. The savings from minimizing the total

register power is not enough to offset the fact that our scheme has a higher total FU

power since it utilizes FUs at higher voltages first. Our scheduling scheme

performs better on two out of the three optimizations with power reductions.

However, the multiple voltages scheme has a better average power reduction. This

occurs since our scheme has a lower power reduction in Opt 2.

6.4 Fast Fourier Transform (FFT)

A fast fourier transform (FFT) is typically used in audio sampling or digital

audio. The DFG of an 8-point FF'T obtained from [17] and used for simulation is

show in Figure 21.



52

1004.5) )N0d.6)

Node 13 Node 14)

-i

)
j

'10.4.7) çNOdee)

x,
Nod°e1(' '(Nol6)

T

HJ
Node 3

Nod. 9,! Node 10)

Nodel7;' Node18)

cc bb

z_
)NolI ),Nodel2,)

y
(Node 19K \od. 20)

T

04

mrnm nnn 000 ppp q .1 see UI

Figure 21. 8-point FF1' DFG

Table 13 and Table 14 summarize the FF1' simulations comparing the

multiple voltages scheme and our scheme, respectively. Optimization (Opt) 0 has

no resource constraints. Opt 1 has eight adders and four multipliers all operating at

5V. Opt 2 has eight adderstwo at 5V, two at 3.3V, two at 2.2V, and two at

1.8Vand four multipliersone at 5V, one at 3.3V, one at 2.2V, and one at 1.8V.
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Opt 3 has four addersone at 5V, one at 3.3V, one at 2.2V, and one at 1.8Vand

two multipliersone at 5V and one at 3.3V. And Opt 4 has two addersone at 5V

and one at 3.3 Vand one multiplier at 3.3V.

Table 13. FF1 Results for Resource-Constrained Scheduling with
Multiple Voltages

OptO Opti Opt2 Opt3 Opt4 AVG
Power Reduction (%) -- 0.00% 13.42% 2.76% -11.42% 1.19%

Total Power (uW) 1544,189 1544,189 1,336,906 1,501,644 1,720,583 1,525,830.48
FU Power (uW) 840,888 840,888 557,224 587,608 749,688 683,852.00
Reg Power (uW) 703,301 703,301 771,766 903,317 964,708 835,773.08
LS Power (uW) 0 0 7,916 10,718 6,187 6,205.40

Latency (# cycles) 15 15 35 30 39 29.75
Registers Needed 12 12 9 9 6 9.00

Opt 0: no resource constraints
Opt 1: eight adders and four multipliers all at 5V
Opt 2: eight adders two of at 5V, two at 3.3V, two at 2.2V, and two at 1 .8V;

tour multipliers one at 5V, one at 3.3V, one at 2.2V, and one at 1 .8V

Opt 3: tour adders - one at 5V, one at 3.3V, one at 2.2V, one at 1 8V; two multipliers - one at 5V and one at 3.3v

Opt 4: two adders one at 5V and one at 3.3V; one multiplier at 33V

Table 14. FF1' Results for Resource-Constrained Scheduling with
Multiple Voltages and Register Assignment

OptO Optl Opt2 Opt3 Opt4 AVG
Power Reduction (%) -- 0.00% 12.19% 4.92% -7.67% 2.36%

Total Power(uW) 1,544,189 1,544,189 1,356,008 1,468,209 1,662,660 1,507,766.23
FU Power (uW) 840,888 840,888 592,789 602,035 761,088 699,200.00
Reg Power (uW) 703,301 703,301 754,142 855,824 898,191 802,864.13
LS Power (uW) 0 0 9,077 10,350 3,381 5,702.10

Latency (# cycles) 15 15 27 28 39 27.25
Registers Needed 12 12 9 9 5 8.75

Opt 0: no resource constraints
Opt 1: eight adders and four multipliers all at 5V
Opt 2: eight adders two of at 5V, two at 3.3V, two at 22V, and two at 1 .8V;

four multipliers - one at 5V, one at 3.3V, one at 2.2V, and one at 1 By
Opt 3: four adders one at 5V, one at 3.3V, one at 2.2V, one at 1 .8V; two multipliers - one at 5V and one at 3.3v

Opt 4: two adders - one at 5V and one at 3.3V; one multiplier at 3.3V
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Again, our scheduling scheme solutions have a lower latency and a lower

total register power for all the optimizations. However, it is only able to have a

better power reduction in Opt 3 and Opt 4. Our scheduling scheme performs

slightly worse in Opt 2, again, for the same reasons as in the elliptic wave filter and

simple example simulations. The lower total register power was not enough to

compensate for the higher total functional unit power. The negative values for Opt

4 tell us that neither of the two scheduling algorithms could find a scheduling

solution that minimizes latency and reduces power for the resource constraint given.

The multiple voltages scheme has a larger negative number in Opt 4 than our

scheme stating that the multiple voltages scheme performed worse. In Opt 4, more

power is used than in the no constraints case. The reason is due primarily to the

increase in the total register power needed caused by having limited resources

available. Overall, on average, our scheduling scheme performs better than the

multiple voltages scheme in this simulation having a power reduction of 2.36%

compared to 1.19% and a latency of 28 cycles compared to 30 cycles.

6.5 Discrete Cosine Transform (DCT)

The DCT is used to decompose an image into a set of waveforms by

removing spatial redundancies. It is widely used in most image and motion

compression. Although there are many different versions of the DCT, we focus on

the fast DCT described in {18J. This fast DCT uses a fast transform in order to
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reduce the overall number of calculations and improve performance over the

conventional DCT. The fast DCT DFG is shown in Figure 22.
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Figure 22. Fast DCT DFG

Table 15 and Table 16 summarize the fast DCT simulations comparing the

multiple voltages scheme and our scheme, respectively. Optimization (Opt) 0 has

no resource constraints. Opt 1 has eight adders, nine multipliers, and six shifters

(assumed to have the same delay and power characteristics as adders) all operating

at 5V. Opt 2 has eight adderstwo at 5V, two at 3.3V, two at 2.2V, and two at

1.8Vnine multipliersthree at 5V, two at 3.3V, two at 2.2V, and two at 1.8V
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and six shifterstwo at 5V, two at 3.3V, one at 2.2V, and one at 1.8V. Opt 3 has

four addersone at 5V, one at 3.3V, one at 2.2V, and one at 1.8Vfive

multiplierstwo at 5V, one at 3.3V, one at 2.2V, and one at 1.8Vand three

shiftersone at 5V, one at 3.3V, and one at 2.2V. And Opt 4 has two addersone

at 5V and one at 3.3Vthree multipliersone at 5V, one at 3.3V, and one at

2.2Vand two shiftersone at 5V and one at 3.3V.

Table 15. Fast DCT Results for Resource-Constrained Scheduling
with Multiple Voltages

OptO Opti Opt2 Opt3 Opt4 AVG
Power Reduction (%) 0.00% 16.08% 6.25% -2.78% 4.89%

Total Power(uW) 1,396,019 1,396,019 1,171,520 1,308,745 1,434,877 1,327,790.30
FU Power (uW) 701,192 701,192 487,560 484,396 525,680 549,707.00
Reg Power (uW) 694,827 694,827 675,296 815,617 903,317 772,264.20
LS Power (uW) 0 0 8,665 8,732 5,880 5,819.10

Latency (# cycles) 13 13 36 38 33 30.00
Registers Needed 10 10 8 8 8 8.50

Opt 0: no resource constraints
Opt 1: eight adders, nine multipliers, six shifters all at 5V
Opt 2: eight adders - two at 5V, two at 3.3V, two at 2.2V, and two at 1 .8V;

nine multipliers - three at 5V, two at 3.3V, two at 2.2V, and two at 1 .8V;
six shifters - two at 5V, two at 3.3V, one at 2.2V, and one at 1 .8V

Opt 3: four adders - one at 5V, one at 3.3V, one at 2.2V, and one at 1 .8V;
five multipliers two at 5V, one at 3.3V, one at 2.2V, and one at 1 .8V;
three shifters - one at 5V, one at 3.3V, and one at 2.2V

Opt 4: two adders - one at 5V and one at 3.3V;
three multipliers one at 5V, one at 3.3V, and one at 2.2V;
two shifters - one at 5V and one at 3.3V
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Table 16. Fast DCT Results for Resource-Constrained Scheduling
with Multiple Voltages and Register Assignment

OptO Opti Opt2 Opt3 Opt4 AVG
Power Reduction (%) -- 0.00% 14.44% 5.80% -0.53% 4.93%

Total Power(uW) 1,396,019 1,396,019 1,194,502 1,315,068 1,403,400 1,327,247.13
FU Power(uW) 701,192 701,192 531,654 518,115 542,780 573,435.25
Reg Power (uW) 694,827 694,827 652,460 788,036 855,824 747,786.38
LS Power(uW) 0 0 10,388 8,918 4,796 6,025.50

Latency (# cycles) 13 13 22 28 29 23.00
Registers Needed 10 10 8 9 10 9.25

Opt 0: no resource constraints
Opt 1: eight adders, nine multipliers, six shifters all at 5V
Opt 2: eight adders two at 5V, two at 3.3V, two at 2.2V, and two at 1 .8V;

nine multipliers - three at 5V, two at 3.3V, two at 2.2V, and two at 1 .8V;
six shifters - two at 5V, two at 3.3V, one at 2.2V, and one at 1 .8V

Opt 3: four adders - one at 5V, one at 3.3V, one at 2.2V, and one at 1 .8V;
five multipliers two at 5V, one at 3.3V, one at 2.2V, and one at 1 .8V;
three shifters - one at 5V, one at 3.3V, and one at 2.2V

opt 4: two adders - one at 5V and one at 3.3V;
three multipliers one at 5V, one at 3.3V, and one at 2.2V;
two shifters - one at 5V and one at 3.3V

With the exception of Opt 4 where both schemes fail to find a good

scheduling solution, the resource-constrained scheduling scheme with multiple

voltages performs slightly better than our scheme in reducing power. For Opt 2 and

Opt 3, the multiple voltages scheme is able to achieve power reductions of 16.08%

and 6.25%, respectively, compared to our scheduling scheme, which was only

capable of obtaining power reductions of 14.44% and 5,80%. Again, the reason for

this is the same as in the FFT simulation for Opt 2, the effiptic wave filter

simulation for Opt 2, and the simple example simulation for Opt 2. The total

register power for our scheme is less than for the multiple voltages scheme.

However, the gain from having a lower total register power was not enough to

offset the higher total FU power in our scheduling scheme. Our scheme, however,



was able to achieve significantly lower latencies for all optimizations than the

multiple voltages scheme.

On average, our scheme performed slightly better on reducing power at

4.93% compared to the multiple voltages scheme at 4.89%. Our scheme also

performed significantly better on reducing latency with an average of 23 cycles

compared to the multiple voltages scheme with an average of 30 cycles. The only

drawback is that our scheme requires one more register than the multiple voltages

scheme at ten registers needed compared to nine. If ten registers were not available,

then our scheduling scheme solution would not be an option.

6.6 Optimal Scheduling Scheme

Table 17 and 18 summarizes the average performance of the resource-

constrained scheduling scheme with multiple voltages and our resource-constrained

scheduling scheme with multiple voltages and register assignment for all the

simulations.

Table 17. Average Performance of Resource-Constrained
Scheduling with Multiple Voltages

Simple Lattice Filter Elliptic Wave Filter FFT Fast DCI AVG
Power Reduction (%) 4.47% 7.75% 5.27% 1.19% 4.89% 4.71%

Total Power (uW) 347,372 408,525 1,020,296 1,525,830 1,327,790 925,963
FU Power (uW) 85,475 175,207 426,090 683,852 549,707 384,066
Reg Power (uW) 260,286 232,746 591,323 835,773 772,264 538,479
LS Power (uW) 1,611 571 2,884 6,205 5,819 3,418

Latency (# cycles) 7 24 34 30 30 25
Registers Needed 6 4 5 9 9 7
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Table 18. Average Performance of Resource-Constrained
Scheduling with Multiple Voltaes and Register Assignment

Simple Lattice Filter Elliptic Wave Filter FFT Fast DCT AVG
Power Reduction (%) 11.48% 9.18% 4.74% 2.36% 4.93% 6.54%

Total Power (uW) 321,870 402,202 1,026,069 1,507,766 1327,247 917,031
FU Power(uW) 89,716 174,858 439,511 699,200 573,435 395,344
Reg Power (uW) 230,910 226,666 584,672 802,864 747,786 518,580
LS Power (uW) 1,244 678 1,887 5,702 6,026 3,107

Latency (# cycles) 6 25 33 27 23 23
Registers Needed 6 4 5 9 9 7

From the results, we see that our scheduling scheme, on average, performs

better in reducing power and latency than the resource-constrained scheduling

scheme using just multiple voltages. Our scheme has an average power reduction

of 6.54% while the multiple voltages scheme has an average power reduction of

4.71%. Our scheduling scheme latency is also better with an average of 23 cycles

compared to 25 cycles. Our scheme achieves a scheduling solution that optimally

balances the latency and power allowing it to perform better than the multiple

voltages scheme. Looking at each of the simulations separately, this is also

generally true. With the exception of the elliptic wave filter simulation, our

scheduling scheme provides solutions that are better than the solutions provided by

the multiple voltages scheme.

The only time our scheduling scheme performs slightly worse than the

multiple voltages scheme is when the gains from reducing power from the registers

is too small to negate the power used by the functional units. During this case, our

scheme still has a lower latency. But the power reduction is less than with the

multiple voltages scheme. When this case occurs, the best choice depends on the
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actual latency and power requirements. For example, in the elliptic wave filter

simulation, if the power reduction requirement is 5.0% and the latency is 34 cycles,

then the solution from the multiple voltages scheme is the better choice since our

scheme is only capable of a 4.74% power reduction even though our scheme only

has a latency of 33 cycles while the multiple voltage has a latency of 34. However,

if the power reduction requirement is only 4% and the latency is 35 cycles, then the

choice depends on the users preference between power and latency. If power were

more important, then the multiple voltages scheme would be the better choice.

However, if latency were more important, then our scheduling scheme solution

would be the better choice. Generally, though, a faster device that is still low power

is preferred over a slow, low power device.

It is important to note that since our scheduling scheme focuses on

minimizing latency first, then the power from the registers, and finally the power

from the functional units, our scheme will always have a slightly larger functional

unit power usage than the multiple voltages scheme. Also, as the latency increases

(which occurs from using functional units at multiple voltages or decreasing the

number of available functional units), the power from the registers increase, and the

power from the functional units decrease. Hence, in order to obtain a good

scheduling solution, it is important to balance the latency with the power from the

registers and the power from the functional units. From the benchmark results, our

scheduling scheme balances these relationships best.



61

7. Conclusion

From our simulations, we show that, when performing resource-constrained

scheduling, it is important not only to consider the functional units or the number of

resources, but it is also important to consider the memory as well. We also

illustrate the relationships and trade-offs between the number of available resources,

the latency, the power from registers, and the power from functional units. In order

to find an optimal solution, these relationships and trade-offs need to be delicately

balanced. Our resource-constrained scheduling scheme that utilizes multiple

voltages and register assignment is capable of finding the most optimal solution by

balancing the latency, power from registers, and power from functional units. On

average, it performs better than conventional resource-constrained scheduling

schemes and current resource-constrained scheduling schemes that utilize only

multiple voltages. Our benchmark results show that our resource-constrained

scheduling scheme is capable of a 6.5% power reduction improvement over

conventional resource-constrained scheduling algorithms and a 1.83% power

reduction improvement over resource-constrained scheduling schemes utilizing

only multiple voltages while still maintaining a low latency and a lower latency

than with resource-constrained scheduling schemes utilizing only multiple voltages.

Hence, our scheduling scheme would be a viable and valuable technique used to

optimize applications or algorithms intended for mobile devices or other low power,

low latency devices.
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Our future plan is to continue building our cell libraries to include more than

just a 32-bit carry-ripple adder, a 32-bit carry-ripple multiplier, and a 32-bit register.

We would also like to include more technologies than the three that we currently

have access to. This would make our scheduling algorithm even more valuable

since modern technology uses a vast array of functional units and a number of

different process technologies. We are also looking at applying our resource-

constrained techniques to other scheduling algorithms such as latency-constrained

scheduling in order to develop more optimal schemes in those areas as well.

Currently, a complete latency-constrained scheduling solution that deals with

latency, power from registers, and power from functional units does not exist.

Latency-constrained schemes, like the ones in [14J, [19], and [20], either deal with

the latency, power from registers, and power from functional units separately or fail

to address one of them at all. Hence, a solution that deals with all three

simultaneously would be useful.
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