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We present the results of our experiments designed to extend the clinical applications 

of commercially available Optically Stimulated Luminescence (OSL) Dosimeters. Our 

initial experiments demonstrate the linear response of the OSL dosimeters for doses 

under 200 cGy and the non-linear response of the device after 200 cGy. Our experi

ments show the signal depletion due to the reading out of commercial OSL dosimeters 

is 0.05%. Extending a calibration curve beyond the range of dose measurements used to 

derive the curve can lead to an error in measurements greater than 10%. Our method of 

optically bleaching the dosimeters with a light box housing 15 W compact fluorescence 

lamps reduces the accumulative dose on the dosimeters by 38% of the initial dose every 

time the bleaching time is doubled after 10 minutes. 

The plausibility of the repeated use of OSL dosimeters with and without optically 

bleaching the devices is called into question based on the precision and accuracy seen 



in our next experiments. The reliability of dose measurements varies depending on 

whether 6 MV, 10 MV, or 18 MV photons were used to repeatedly irradiate the OSL 

dosimeters. However, the uncertainty in all measurements where the devices were op

tically bleached remains less than 2% throughout our experiment. In contrast, the un

certainty in repeated measurements for commercial OSL dosimeters when the devices 

were not optically bleached display an increasing uncertainty quickly surpassing 5% as 

increasing amounts of dose accumulates on the device. 

Through integration of the OSL dosimeter with the INTRABEAMTM system, we 

have developed a quality assurance procedure that tests deviation of the soft x-ray ioniza

tion chamber used with the system. The test can detect a deviation in an ionization cham

ber reading of 3.5% for the 50 kVp setting and 4.5% at the 40 kVp INTRABEAMTM 

setting. The OSL dosimeters are also used to determine the dose fall off of the output 

attenuated by a solid water phantom of varying thickness. An exponentially decreasing 

curve fits the dose measurements. 
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Extending the Clinical Applications of Commercially Available
 

Optically Stimulated Luminescence (OSL) Dosimeters
 

1 Introduction 

1.1 Statement of the Problem 

Delivery systems for radiation therapy treatments continue to improve demanding greater 

precision for devices that test the quality of treatments. In the past, the choice for a pas

sive dosimeter has fallen on the thermoluminescence (TL) dosimeter which can be used 

for in vivo dosimetry and quality assurance of radiation therapy delivery systems (Kirby 

et al., 1986). Even though TL dosimeters have been shown to have low relative error 

(Kirby et al., 1992) and are well characterized, interest in new types of dosimeters is 

on the rise because of the shortcomings of TL dosimeters usage namely, careful heating 

techniques, energy dependence, and the loss of all information after the read out process. 

Optically stimulated luminescence (OSL) dosimeters are an example of an advance

ment in passive dosimeter devices which addresses some of the TL dosimeter issues. 

The problem with OSL dosimeters is their relative recent introduction in the medical 

field. Where TL dosimeters have many years of laboratory and clinic characterization, 

OSL dosimeters have quite a few less years devoted to their characterization. And, the 

literature has not been so forthcoming with methods beyond pure observation that pro

vide action toward proper clinical techniques. 

The aim of this study is to bring to light techniques that can be incorporated in a 
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clinical setting to provide better use of the commercially available OSL dosimeter. In 

order to understand the behavior of the OSL dosimeter, this study begins by looking 

at the dose response of the devices and the effect of the reading out procedure. The 

main focus of this study centers on the repeatability of dose measurement for optically 

bleached dosimeters and comparing the output to non-bleached OSL dosimeters with the 

goal of creating techniques necessary to accomplish accurate measurements. Finally, the 

OSL dosimeters are used with a new type of radiation delivery system as an application 

to show the versatility and potential of the dosimeters. 

1.2 Organization of this Thesis 

This thesis contains six distinct chapters. The introduction being the first of the chapters 

incorporates basic ideas of how radiation interacts with matter, how certain materials 

will change due to radiation interactions, then how certain materials are reverted back 

to their initial state through luminescence. The future considerations, which is the final 

chapter, outlines the direction that could be considered for future experiments. Future 

considerations consist of improvements on existing experiments and new applications 

for the optically stimulated luminescence dosimeters. 

Each of our experiments is outlined in the theory and background, methods, results, 

and conclusion chapters. Each chapter, like the theory and background chapter, contains 

all the theory and background information for all the experiments. Likewise, the method 

chapter contains all the methods for each of our experiments. 
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2 Theoretical and Material Background 

Chapter 2 outlines the basic ideas for how radiation and solid state detectors interact. It 

begins with an introduction to the types of interactions of radiation and the luminescence 

process of materials. Next, the material properties of Aluminum Oxide (Al2O3) are 

included along with changes due to introducing a carbon doping material to the crystal. 

Finally, chapter 2 contains the clinical relevance of the behavior of Aluminum Oxide 

doped with Carbon. 

2.1 Introduction to Basic Radiation Interactions 

Before a meaningful discussion of measuring dose or how devices interact with radiation 

can begin, it is necessary to introduce the ideas of how matter and radiation interact. So, 

to begin, a basic introduction to radiation and its interaction with mater is included 

below. 

As a general classification, radiation interactions with matter can be divided into 

either ionizing or non-ionizing. Even though non-ionizing radiation offers a plethora of 

matter interaction phenomena to study, this study focuses on the interaction of matter 

with ionizing radiation. 

Ionizing radiation consists of electromagnetic waves and subatomic particles that 

have enough energy to excite or ionize atoms and molecules. Energy necessary to ion
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ize an atom or molecule varies but typical values are between 4 and 25 eV (Attics, 1986). 

The types of particles that can deliver ionizing radiation can vary amongst charged par

ticles and uncharged particles; however, this study is only concerned with photon and 

electron particle interactions. 

The photon interaction is considered an indirect ionizing radiation because the pho

ton imparts its energy to the material medium producing charged particles. And, these 

newly liberated charged particles then continue to ionize the material through Coulomb 

interactions. The three types of photon interactions that are important to radiation detec

tion are the photoelectric effect, Compton Scattering, and pair production (Tsoulfanidis, 

1995, Knoll 2010, Kahn 2010). 

The photoelectric effect occurs when a photon is absorbed by an electron bounded by 

an atom within the medium of the photons propagation. The energy of the photon, Eγ , 

is given in EQ.(2.1), where ν is the frequency of the photon and h is Plank’s constant. If 

the energy of the interacting photon is greater than the binding energy, Be, the electron in 

ionized from the atom with kinetic energy, Ke, given in EQ.(2.2). As an approximation, 

the energy of the photon is considered much greater than the binding energy of the 

electron. Thus, the kinetic energy of the ionized electron is approximately the energy of 

the interacting photon. 

Eγ = hν (2.1) 

Ke = Eγ − Be (2.2) 
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The microscopic cross section can be thought of as the interaction probability per 

unit differential path length, normalized to one target atom per unit volume (Shultis and 

Faw, 2002). The microscopic cross section is directly proportional to the attenuation 

coefficient, which is the probability of interaction for a given path length. The linear 

attenuation coefficient for the photoelectric effect, µpe, is proportional to the photon 

energy, Eγ , and the density of the material, Z, shown in EQ.(2.3) (Turner, 2010). It 

should be noted that the Z dependence of µpe is a rough approximation and has values of 

about 4 for photon energies of 100 keV and 4.6 for 3 MeV (Shultis and Faw, 2002). The 

proportionality of the attenuation coefficient illustrates that the photoelectric interactions 

have a high probability of occurring when photons of low energy interact with high 

density materials. 

Z4 

µpe ∝ σpe ∝ 
E3 

(2.3) 
γ 

Compton Scattering occurs at greater incident photon energies. When this method 

of interaction occurs, the photon does not impart its entire energy to the electron. Thus, 

after the interaction, the resulting products are a liberated electron, a photon with less 

energy than the incident photon, and an ionized atom. The exiting photon energy, which 

is shown in EQ.(2.4), can be derived from the conservation of momentum and energy 

comparing the before and after states of the system given the incident photon energy, 

Eγ , the scattering angle of the exiting photon, θsc, and the mass of the electron, mec
2 = 

0.511MeV (Tsoulfanidis, 1995, Knoll 2010, Kahn 2010). The kinetic energy of the 

electron, ke can be determined with EQ.(2.5) given the incident photon energy, Eγ , the 
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exiting photon energy, E ' , and the binding energy, Be.γ 

Eγ 
' = 

Eγ 

Eγ (2.4)
1 + 

mec2 (1 − cos θsc) 

Ke = Eγ − Be − Eγ 
' (2.5) 

Compton Scattering can be investigated in the two extreme scattering angles equat

ing to a head on collision between the photon and electron and at the grazing angle 

where the photon and electron have a minimal interaction. These two case studies show 

the energy detected from Compton Scattering is dependent on the scattering angle. 

A head on collision between the photon and electron translates to a scattering angle 

of 180◦ meaning the exiting photon is propagated in the opposite direction as its incident 

direction. When the scattering angle is 180◦, the exiting photon is given by EQ.(2.6). 

The corresponding electron kinetic energy is given in EQ.(2.7) using EQ.(2.5) and as

suming the binding energy is negligible compared to the total incident photon energy. 

Eγ 
' = 

Eγ

Eγ 
(2.6)

1 + 2 2mec

Eγ
Ke = 2 (2.7)

1 + mec
2Eγ 

At the grazing angle, the scattering angle is equal to 0◦ . In this case, the exiting 

photon energy is equivalent to the incident photon energy and the kinetic energy of the 

exiting electron is approximately zero. 



7 

The Compton Scattering attenuation coefficient, µcs has a different proportionality 

dependence compared to the photoelectric effect. For Compton Scattering, µcs is given 

in EQ(2.8), where N is the atomic density given by EQ(2.9) and NA is Avogadro’s 

number and A is the atomic mass number. 

µcs ∝ NEZ (2.8) 

NA
N = ρ (2.9)

A 

As an approximation, the atomic mass number A can considered equivalent to 2Z, 

two times the atomic number. This approximation allows EQ.(2.8) to be rewritten as 

EQ.(2.10) showing the only dependence of µcs is on the density of the material and the 

energy of the incident photon. 

NA 
µcs ∝ ρ Eγ (2.10)

2 

Pair production is the final photon interaction process discussed in this introduction. 

The interaction process occurs in the presence of the strong nuclear field surrounding the 

nucleus and has a threshold energy of 2mec
2 which is 1.022 MeV (Shultis, 2002). Upon 

the process occurrence, the incident photon is absorbed and an electron-positron pair ap

pears. The kinetic energy of the final particles is determined with EQ(2.11) where Ke− 

and Ke+ are the final kinetic energy of the electron and position, respectively (Shultis, 

2002). 

http:EQ.(2.10
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Ke− + Ke+ = Eγ − 2mec 
2 (2.11) 

Once created, the electron and positron continue to interact with the surrounding 

medium. The positron faces annihilation once its kinetic energy approaches zero through 

its numerous interaction and then easily recombines with an electron. Two photons of 

energy mec
2 are then created upon annihilation (Tsoulfanidis, 1995, Shultis and Faw, 

2002, Knoll 2010, Kahn 2010). 

As a final note, the total probability of a photon interacting with a given material is 

the summation of each of the probabilities from the individual contributing interactions. 

This summation is known as the total attenuation coefficient (Shultis, 2002). Often 

reported is the total mass interaction coefficient, which is the total attenuation coefficient 

divided by the density of the material. 

2.2 Introduction to Luminescence Models 

To begin the discussion about luminescent models, we should start with the general clas

sification of materials, namely conductors, semiconductors, and insulators. The categor

ical difference between these types of materials depends on their ability to conduct an 

electric field. Looking at the energy bands of the materials, conductors have overlapping 

conduction and valance energy bands while bands in insulators and semi-conductors are 

separated(S.L. Kakani and A. Kakani, 2004),which produces a band gap. Insulators are 

marked by a large band gap while semi-conductors are not as large and their ability to 

conduct changes with temperature (S.L. Kakani and A. Kakani, 2004). 
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For an electron in the valance band of an insulator, an external source can supply 

the electron enough energy to excite it through the band gap to the conduction band 

leaving a “hole” in its place (Ashcroft and Mermin, 1979). The “hole” is an abstraction 

representing the absence of an electron in the sea of electrons in the valance band and 

can be thought of as having a positive charge. Once in the conduction band, the electron 

is free to return to the ground state and recombine with the “hole” by either radiative 

or non-radiative means (Attix, 1986). For this study, the external source for exciting 

electrons will consist of ionizing radiation and the radiative process is only interesting 

form of de-excitation, since this process produces luminescence. 

The introduction of impurities during the crystal formation process creates energy 

levels within the band gap of a pure crystal and the new energy levels become trapping 

centers for charge carriers in the crystal. The defects within the crystal as a results of 

the impurities are regions of the pure crystal where there are an excess or a deficit of 

ions. These local regions of charge excess or deficit locally attract charge carriers. Once 

a charge carrier is bound to one of these defect regions the charge carrier is considered 

trapped because additional energy is required to release the electron from its bondage. 

The transition of charge carriers between energy levels in the conduction band and 

valence band as well as defective energy levels and the eventual recombination is the 

essential behavior producing luminescence. Upon the absorption of ionizing radiation, 

the electron is excited to the conduction band leaving a “hole” in the valence band. 

Both charge carriers then migrate to local defective charge regions in the band gap 

the electron to ion deficient regions and the “hole” to ion surplus regions. Once in a 

defective region, the electron is considered trapped. External stimulation can excite the 
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electron out of the trap and back to the conduction band. At this point, the electron 

can de-excite to one of the deficit “hole” sites and recombine which releases photons 

detected as luminescences (McKeever, 1985, Jursinic, 2007). 

2.2.1 One Trap Model 

The simplest model for luminescence within in a crystal models one electron trap and 

one “hole” trap (Botter-Jensen et al., 2003). This single trap and center model assumes 

emission occurs when the excited electron recombines with a hole and that there is only 

one pathway for the electron which results in recombination with the hole. 

The charge concentration in each of the traps changes as the electrons receive stim

ulation that frees them from their traps. If n is the concentration of trapped electrons, nc 

the concentration of electrons in the conduction band, and m the concentration of hole 

traps, the rate of change for the charge concentrations is shown by EQ.(2.12). 

dnc dn dm 
= − + (2.12)

dt dt dt 

The rate of change for the trapped electrons and holes can individually be expressed 

with EQ.(2.13) and EQ.(2.14), respectively. The rate of stimulation is represented with 

p; the number of electron traps is N ; the trapping probability is A; the recombination 

probability is Am; and finally τ is the electron recombination time. 

dn 
= np − ncA(N − n) (2.13)

dt 

http:EQ.(2.14
http:EQ.(2.13
http:EQ.(2.12
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dm 
= ncAmm = 

nc (2.14)
dt τ 

If the material is assumed to be in a quasi-equilibrium state meaning the concen

tration of electrons in the conduction band does not change very much compared to 

the concentration change of the electron traps and hole traps then EQ.(2.12) reduces to 

EQ.(2.15) (Vij, 1998). 

dn dm 
= (2.15)

dt dt 

If the assumption that the re-trapping of electrons is minute compared to the stimu

lation process applies (i.e. ncA(N − n) « np), the intensity of the luminescence signal 

is expressed with EQ.(2.16) (Vij, 1998). In this simplified model, the intensity of the 

luminescence signal is directly proportional to the rate of stimulation. 

dn 
I = − = np (2.16)

dt 

Solving EQ.(2.16) for the concentration of trapped electrons, n, and then multiplying 

by the stimulation rate, p, the intensity of the luminescence in terms of the stimulation 

time is obtained, which is shown in EQ.(2.17), where the lifetime of the luminescences 

is τ = 1/p. Therefore, under stimulation conditions, the single trap model says the 

luminescences is expected to decrease at an exponential rate. 

I = I0 exp(−t/τ ) (2.17) 

http:EQ.(2.17
http:EQ.(2.16
http:EQ.(2.16
http:EQ.(2.15
http:EQ.(2.12
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2.2.2 Complex Model 

The simple model with its assumptions demonstrates how the intensity of luminescence 

is directly proportional to the intensity of stimulating radiation. However, a more com

plex model is necessary to accurately model the true behavior for actual materials. The 

most complex model needs to introduce multiple types of levels along with including 

the many different pathways that exists for electrons after the absorption of ionizing 

radiation. 

If the simple model is considered to describe the behavior of the main dosimetric 

traps, two other types of general traps are present in a more complicated model, namely 

the deep and shallow traps. Both of these traps are named because of the energy require

ment necessary to return trapped electrons in these local defect regions to the conduction 

band. 

The energy required to free electrons in shallow traps can be supplied by by thermal 

fluctuations at room temperature (Bøtter-Jensen et al., 2003). Therefore, these traps are 

cleared soon after the initial electron occupation. Of course, luminescence can occur as 

recombination is a result of the stimulation of these traps, which results in a phospho

rescence signal after irradiation (Yukihara and McKeever, 2008). The phosphorescence 

occurs for approximately 10 minutes after irradiation (Jursinic, 2007). 

Once the shallow traps are cleared after 10 minute period of phosphorescence, they 

can then present themselves as a pathway for stimulated electrons from the dosimetric 

traps during read out. The charge competition then causes initial reading of dosimetric 

traps to be lower than expected (Yukihara and McKeever, 2008). 
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Deep traps also pose a possible pathway for excited electrons upon the absorption of 

ionizing radiation as the electrons settle into local deficit sites. And, upon stimulation 

of dosimetric trapped electrons to the conduction band, deep traps present a pathway 

for electrons to deep traps other than to recombination sites (Yukihara and McKeever, 

2008). However, the deep traps are not directly stimulated, the occupancy of deep traps 

does not decrease making recombination for dosimetric electron stimulation more prob

able with the increase in dose history (Yukihara et al., 2003, Yukihara and McKeever, 

2008). 

2.3 Material Properties 

2.3.1 Aluminum Oxide 

For this study, Aluminum Oxide is the crystal material of interest and is studied in 

its single crystal form (α-Al2O3). The physical properties include a density of 3.96 

g/cm3 and an effective atomic number of Zeff = 11.3 (Johns and Cunningham, 1983). 

The crystal form of Aluminum Oxide, also known as Corundum, has a closed pack 

octahedral shape placing the metal ion at the corners surrounded by six oxygen atoms 

(Pauling and Hendricks, 1925). 

The thermoluminescence properties of aluminum oxide were first explored by Rieke 

and Daniels, but the use of the material dosimetrically for its thermoluminescence prop

erties was later shown not to be productive. However, adding carbon to the crystal 

enhances its optical luminescence properties for dosimetric use. 
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2.3.2 Aluminum Oxide Doped with Carbon 

Aluminum Oxide doped with carbon (Al2O3:C) is manufactured by growing α-Al2O3 in 

a reducing atmosphere in the presence of carbon (Akselrod and Kortov, 1990; Akselrod 

et al., 1990; Akselrod et al., 1993). The addition of carbon impurities in the crystal 

structure increases the formation of oxygen vacancy centers which are the luminescence 

centers. The important luminescence centers can either accomedate one or two elec

trons and are referred to as F-centers or F+-centers, respectively (Bøtter-Jensen et al., 

2003.) The number of F+-centers is directly proportional to the sensitivity of the crystal 

(McKeever et al., 1999). 

The luminescence process is believed to occur in Al2O3:C when an electron that 

has been excited to the conduction band is freed from a trapping center and recombines 

with a “hole” at an F+-center. The F+-center remains in an excited state for a lifetime 

of approximately 35 ms until it radiatively relaxes to an F-center (Akselrod et al., 1998, 

Jursinic, 2007). 

The recombination process results in an two emission bands centered at 420 nm and 

330 nm (Akselrod et al., 1990; Markey et al., 1995). Where the 420 nm emission is 

associated with a recombination lifetime of 35 nm, the ultraviolet emission band has a 

lifetime of approximately 5 nm. 

2.4 Determining Dose 

For studies conducted with clinical relevance, it is necessary to relate a measure of 

irradiation to a measure of absorbed dose. In its most general definition, absorbed dose 
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is the mean energy imparted by ionizing radiation to a material of a certain mass (Kahn, 

2010). The units for absorbed dose varies in usage across disciplines and the rad is the 

traditionally older unit relating 100 ergs of energy per gram of absorbing material. The 

common SI unit is the gray which is 1 J/kg, thus making 1 centigray (cGy) equal to 1 

rad. 

The dose to a medium can be determined from the dose to air which in turn can be 

related to the exposure to air. The exposure in air is given by EQ.(2.18), where Ψair 

is the photon energy flux, (µ̄en/ρ) is the mass energy absorption coefficient, and W is 

the the mean energy necessary to produce an ion pair in air, and e is the charge of the 

electron. 

    
µ̄en e 

X = Ψair (2.18) 
ρ W

The dose to air is the energy imparted to air per unit of mass and can be written 

as the photon energy flux, Ψair, times the mass energy attenuation,(µ̄en/ρ) shown in 

EQ.(2.19). With EQ.(2.18) and EQ.(2.19), the dose in air is related to the exposure by 

¯EQ.(2.20), where W has the typical and almost constant value of 33.97 eV/ion pair in 

dry air. 

  
dEen µ̄en

Dair = = Ψair (2.19) 
dm ρ

W 
Dair = X (2.20) 

e 

The dose in any medium then becomes a ratio of the dose in the medium to the dose
 

http:�air(2.19
http:EQ.(2.20
http:EQ.(2.19
http:EQ.(2.18
http:EQ.(2.19
http:�air(2.18
http:EQ.(2.18
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in air as EQ.(2.21) shows. The exposure can be determined with a correctly calibrated 

ion chamber, with a calibration factor of Nx, and with M as the ion chamber measure

ment. Then, the dose in a medium can be written as in EQ.(2.22) with the assumption 

that the ion chamber is placed in the medium where electron charge equilibrium exists. 

med
Dmed Ψmed (µ̄en/ρ)med µ̄en 

Ψmed = = air (2.21)
Dair Ψair (µ̄en/ρ) ρair air 

med
W µ̄en 

ΨmedDmed = MNx air (2.22) 
e ρ air 

2.4.1 Bragg-Gray Cavity Theory 

Any method that relies on determining the exposure at the point of measurement to cal

culate the dose to a medium has limitations of only being useful for x-ray and γ-rays 

below 3 MeV. Also, electronic equilibrium must be established at the point of measure

ment (Kahn, 2010). The Bragg-Gray cavity theory is an alternative to calculating the 

dose to a medium that does not rely on the determinism of the exposure at the point of 

measurement. 

The Bragg-Gray theory purposes a cavity at the point of measurement. This cavity 

is small enough that its introduction to the medium does not disturb the number of 

electrons exiting the cavity when the cavity is not present. If these conditions hold, 

the Bragg-Gray relationship for dose to a medium shown in EQ.(2.23) is satisfied. In 

EQ.(2.23), Jg is the ionization charge of a single sign ion per unit mass of the cavity and 
¯

 med 
S/ρ

air 
is the mean ratio of stopping powers for electrons crossing the gas cavity to 

http:EQ.(2.23
http:EQ.(2.23
http:EQ.(2.22
http:EQ.(2.21
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the medium.
 

W med¯Dmed = Jg S/ρ 
g 

(2.23) 
e 

The stopping power is the energy loss by electrons per unit path length of the mate

rial (Kahn, 2010). The stopping power has been the focus of many studies and its usage 

in Bragg-Gray theory is the focus for accuracy improvements. One such improvement of 

on the theory is the Spencer-Attix cavity theory, which uses the restrictive mass collision 

stopping power in place of the mean stopping power. 

The support of higher accuracy with the use of the restrictive mass collision stopping 

power is found in the assumption of the Bragg-Gray theory stating the cavity should not 

perturb the electron flux. As primary electrons and photons interact with the medium, 

secondary or δ-rays are created. Some of the δ-rays are low energy and are assumed to 

deposit their energy very close to their creation site. Therefore, upon entering the cavity, 

these low energy δ-rays will not transverse the cavity. These low energy δ-rays should 

not be considered in the calculation of dose to the medium. Thus, the restrictive mass 

collision stopping power excludes these low energy δ-rays by considering only electrons 

of a minimum energy (Attix, 1986). 

2.4.2 Ion Chamber Measurements 

Absorbed dose measurements can be determined from ion chamber measurements using 

the formalism of TG-51. The formalism of protocol TG-51 uses EQ.(2.24) to determine 
60Co the absorbed dose in water from a beam of quality Q, where ND,w is the absorbed 

http:EQ.(2.24
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dose to water calibration factor for the ion chamber for a 60Co beam under reference 

conditions and kQ is the quality conversion factor for the chamber. 

DQ = MkQN 
60Co (2.24)w D,w 

The M term takes the raw reading from the ion chamber measurement, Mraw and 

corrects it with four different factors, as shown in EQ.(2.25). The four ion chamber cor

rection factors correct for a discrepancies in ion recombination, Pion, temperature and 

pressure differences from calibration conditions, PT,P , any corrections necessary due 

electrometer, and ion chamber interactions, Pelec, and any correction needed for polarity. 

M = MrawPionPT,P PelecPpol (2.25) 

Ion Recombination Factor, Pion 

The ion recombination factor corrects for two effects - saturation and collection effi

ciency (Kahn, 2010). The saturation effect is due to the functional behavior of the ion 

chamber where the response of the ion current is linear for low chamber voltages but 

then it becomes less responsive at higher voltages. Ideally, the ion chamber should be 

operated in the linear response region so small voltage variations do not result in large 

current changes. 

The ion recombination correction factor is derived with EQ.(2.26), where two mea

surements are taken at a high and low voltage. For the high voltage measurement, MH 
raw 

is the electrometer reading in Coulombs and VH is the voltage setting of the electrometer 

http:EQ.(2.26
http:EQ.(2.25
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and for the low voltage reading, ML is the measurement and VL is the voltage setting. raw 

1 − (VH /VL)
2 

Pion(VH ) = (2.26)
MH /ML − (VH /VL)2 

raw raw 

Temperature and Pressure Correction, PT,P 

According to the gas law relationship, in a fixed volume the amount of moles of a gas is 

directly proportional to the pressure and indirectly proportional to the temperature. So, 

a correction factor needs to be applied to a measurement to adjust for the any change in 

temperature and pressure at the time of measurement compared to the standard temper

ature and pressure, which is 22◦ Celsius and 1 atmosphere (101.33 kPa or 760 mmHg). 

The temperature and pressure correction factor can be calculated with EQ.(2.27), 

where the temperature is in Celsius and the pressure is in kPa. A simple set of calcu

lations reveals that a 3◦ increase in temperature increases PT,P by 1% and an 8 mmHg 

increase in pressure decreases the correction factor by 1%. 

273.2 + T 101.33 
PTP = × (2.27)

273.2 + 22 P 

Polarity Effect, Ppol 

A correction factor is necessary when measuring the charge from an ion chamber if there 

is a difference in magnitude in charge when collecting charges of different polarity. This 

http:EQ.(2.27
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effect can be the result of current collected outside of the sensitive region of the ion 

chamber for example by irradiation of electronic equipment. 

The polarity effect correction can be determined by collecting the different charges 

over the course of two irradiations of the same magnitude. The correction factor is 

determined with EQ.(2.28), where the M+ is the charge collected from positive ions, raw 

M− is the charge from the collection of negative ions, and Mraw is the charge collected raw 

from the same charge as used when the ion chamber is calibrated. 

Ppol =

    
M+ − M− 
raw raw 

2Mraw

    
 (2.28)
 

Electrometer Correction Factor, Pion 

The electrometer correction factor is dependent on whether the ion chamber and elec

trometer are calibrated as a single unit of operation or considered separate. If they are 

considered separate, there needs to be a calibration factor to ensure the reading from the 

ion chamber accurately represents the amount of Coulombs collected. If they are one 

unit, the correction factor is simply 1.00. 

2.5 Clinical Relevance 

Commercially available aluminum oxide doped with carbon, Al2O3:C, has found a use 

in oncology departments in the United States for its dosimetric abilities. Their use has 

primarily been as a single use device where after some irradiation and a read out, the 

http:EQ.(2.28


21 

devices have been discarded. However, the possibility for reuse exists because the de

vices are not destroyed during the irradiation process and may continue to function in a 

predictable manner. 

In this section, we introduce the experimental methods for reducing accumulative 

dose on a commercial Al2O3:C device through optical bleaching. Also, we introduce 

the idea of reliability through reproducibility for the devices upon optical bleaching. 

Then, we discuss the idea of sensitivity changes that could occur as a result of optical 

bleaching. Finally, an application is discussed which illustrates the potential use of these 

devices. 

2.5.1 Initial Experiments 

The initial experiments comprise of a few experiments that are necessary to quantify 

the effects of reading out the dosimeters and establishing a calibration curve. Although 

these experiments are not considered novel, they state the current status of our devices 

and provide the foundation for future experiments. 

Read Out Signal Depletion 

The dosimeters require optical stimulation from the reader to induce luminescence. The 

photons from the luminescence are collected by a photomultipler tube and the current 

is reported as counts. As the dosimeter is readout intermediate traps are being cleared, 

thus the dose on the dosimeter is being reduced. Therefore, it is necessary to understand 

the depletion of signal that can be expected after a reading. 
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Dose Response 

The nanoDotTM dosimeters have been shown to have two different regions of dose re

sponse (Yukihara et al., 2004; Jursinic, 2007; Mrc̆ela et al., 2011). These two regions 

are marked by a linear region below 200 cGy and a non-linear response above 200 cGy. 

Authors have tried to model the two regions with a single curve (Jursinic, 2010). A 

piecewise model may provide the highest accuracy, but introduces a complexity of how 

to handle the cross over point. 

Regardless of the complication of the cross over point, it is important to produce the 

dose response behavior reported in publications. An experiment designed to reproduce 

the dose response will give insight into the experimental set up and our handling of the 

dosimeters. This is a necessary set in establishing control over the dosimeter before 

moving forward. 

Calibration Curve 

A calibration curve provides the link between reading out the number of counts from 

an irradiated OSL dosimeter and the actual dose the dosimeter received. The generation 

of a calibration curve requires the irradiation of the OSL dosimeters over known dose 

amounts and then reading out the device to determine the number of counts for that 

dose point. The calibration curve in a general sense is the dose response for the material 

and the conversion of counts to dose is at the heart of all clinical measurements. The 

existence of the linear and non-linear dose response regions creates the necessity of two 

calibration curves, one for each of the respective response region. 
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2.5.2 Optical Bleaching within the Clinic 

The optical bleaching of the commercially available optical stimulated luminescence 

(OSL) dosimeter is a method of reducing accumulative dose on the device. Different 

studies have compared the efficiency of reduction with the use of 14 W compact fluores

cent lamps (CFL), 150 W tungsten-halogen lamps, and different wavelengths (Jursinic, 

2007, Omotayo et al., 2012). 

The bleaching process is similar to the read out process where the active crystal re

gion of the OSL dosimeter is exposed to optical light. However, where the read out 

process only lasts for a short duration of time and does not completely reduce the dosi

metric traps, optical bleaching attempts to remove all the filled dosimetric traps. The 

read out process also uses a dedicated reader, which opens the dosimeter to expose the 

crystal region. The OSL dosimeter needs to be manually opened during the optical 

bleaching process. 

The optical bleaching process does not clear out all trapped electrons within the 

material. The shallow traps, which are unstable at room temperature, receive enough 

stimulation from thermal fluctuations to free their trapped electrons. The exposure to 

optical light supplies enough stimulation only for dosimetic/intermediate trapped elec

trons. The deep traps remain filled during the optical bleaching process. Heating the 

material is necessary to supply stimulation to free deep trapped electrons (Yukihara et 

al., 2003, Yukihara et al., 2004). In general, the temperatures that are required would 

damage the housing of the commercial OSL dosimeters. 

Although the ability to reduce the dose on an OSL dosimeter with optical light has 
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been shown by other authors, their methods are not easily reproduced within a clinical 

setting. We present a method that uses equipment found in a clinic without requiring 

specialized bleaching equipment. 

2.5.3 Repeatability 

In the clinical setting, nanoDotTM dosimeters are primarily a single use device, but there 

is interest in using these devices more than once as the applications continue to increase. 

One such application could be to measure skin dose for an external beam patient who 

receives radiation once a day for 5 to 7 weeks. If three to five nanoDotTM dosimeters 

are used for each fraction, the total number of dosimeters used is 15 to 35. The number 

of dosimeters increases for procedures like total body irradiations or total skin electron 

treatments. 

The easiest way to reuse a nanoDotTM dosimeter is to know the initial dose before an 

irradiation and then determine the total dose after irradiation. The differences between 

the two doses would then constitute the dose for the irradiation. In this case, the dosime

ter continues to accumulate dose during its entire usage. This method of use is actually 

how the dosimeter is used when it is only used once where the initial dose is assumed to 

be negligible. 

The ability to optically bleach the nanoDotTM dosimeters provides another method 

for the reuse of the dosimeters. After the initial irradiation and readout, the dosimeters 

can be bleached until the accumulative dose is once again zero. This method allows the 

irradiation of dosimeters that always have a relatively small initial dose. 
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The goal of this experiment is to illustrate the precision and accuracy of repeated 

use of commercially available OSLDs within the clinical environment. Then using 

our bleaching technique, we compare the repeated use measurements of the nanoDotTM 

dosimeters between bleached dosimeters and non-bleached dosimeters. Finally, we look 

at the dose response in the linear region for nanoDotTM dosimeters with accumulative 

dose that have been optically bleached. 

2.5.4 Sensitivity Changes 

Sensitivity changes are expected for the nanoDotTM dosimeters with accumulative dose 

because of the subsequent filling of traps and the underlying statistical nature of charge 

trapping competition. A sensitivity change is also anticipated for a dosimeter after op

tical bleaching due to the fact that optical bleaching only stimulated and frees electrons 

in intermediate traps. Thus, less charge competition exists between deep and interme

diate traps for a dosimeter after bleaching with partially filled deep traps than for a new 

dosimeter. 

The necessity of understanding the sensitivity changes of nanoDotTM dosimeters 

stems from the desire to optically bleach the dosimeters for reuse in a clinical setting. 

If a proper calibration curve can be established based on the parameters that effect sen

sitivity, the calibration curve can be used for accurately determining the dose from the 

dosimeters. 

The sensitivity (counts/Gy) has been reported as decreasing and the supra-linearity 

of the dosimeters as increasing for accumulative doses below 60 Gy (Jursinic, 2010). To 
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reiterate, dosimeters with an accumulative dose history below 60 Gy report more counts 

for a given amount of dose when read out. 

The purpose of this experiment is to determine how the linear response region of the 

nanoDotTM dosimeters changes with accumulative dose. Specifically, this experiment 

attempts to determine new calibration curves for dosimeters with accumulative dose 

that have been optically bleached and are reused in a low dose irradiation situation. 

2.5.5 INTRABEAM
TM 

System 

In previous decades, diagnosis of breast cancer usually resulted in a total mastectomy 

of the diseased breast. However, breast conserving surgery (BCS) has become a more 

prominent treatment due to its equivalent overall survival rates compared to mastectomy 

(van Dongen et al.,2000; Veronesi et al., 2002; Fisher et al., 2010). Coupling whole 

breast radiation therapy with BCS decreases the first reoccurrence by an absolute 15.7% 

compared to patients not receiving radiation therapy(E.B.C.T.C. Group, 2011). An ad

ditional dose of 10 to 16 Gy to the tumor bed after initial radiation therapy, known as a 

boost treatment, has been shown through randomized trials to further decrease the reoc

currence rate (Romestaing et al., 1997; Bartelink et al., 2001; Polgár et al., 2002). Based 

upon these results, a modern external beam radiation treatment for breast cancer con

sists of BSC to remove the tumor followed by a five to six week external beam radiation 

therapy followed by a one to two week external beam boost treatment. Some patients 

may also receive chemotherapy because of their risk of systematic disease, which can 

add weeks of treatment that is usually administered prior to external radiation therapy. 
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Even though it is highly beneficial in reducing local relapse, whole breast irradiation 

with external beam radiation therapy (EBRT) has treatment disadvantages. With EBRT, 

the patient receives radiation to the whole breast which subjects them to side effects 

including desquamation, fibrosis, rib fragility, fibrosis of the lung, and fatigue. EBRT 

also has the disadvantage of requiring additional weeks to administer the prescribed dose 

causing some patients to refuse or not to complete the radiation portion of their treatment 

plan. Overcoming these disadvantages without compromising quality of care would 

increase the satisfaction and likelihood of completing the recommended treatment. 

The Radiation Medicine department at OHSU has put itself in a very unique po

sition to address the issues of EBRT as only one of 125 clinics in the world to offer 

radiation therapy to early stage breast cancer patients using the INTRABEAMTM system 

(Carl Zeiss, Oberkochen, Germany), which is shown in Fig. 2.1. The INTRABEAMTM 

system is a low energy x-ray source that administers a prescribed radiation dose in 20 

to 50 minutes following the primary tumor lumpectomy in a procedure known as in

traoperative radiation therapy (IORT) (Kraus-Tiefenbacher, 2005). This technique has 

been compared in a randomized controlled trial to whole breast irradiation given over 

5 weeks, the TARGIT A trial. In this trial, 2232 patients were randomized to the two 

treatment arms and at 4 year follow up, there was no significant difference in the lo

cal recurrences of the two arms (1.2% for INTRABEAMTM and 0.95% whole breast). 

The conclusion of the study was that for selected patients with early breast cancer, a 

single dose of radiotherapy delivered at the time of surgery by use of targeted intraoper

ative radiotherapy should be considered as an alternative to external beam radiotherapy 

delivered over several weeks. (Vaidya et al., 2010) 
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Figure 2.1: The INTRABEAM
TM 

device allows positioning of the applicator into the BSC site of the 
patient after the primary tumor has been removed. The patient then receives a 20 to 30 minute radiation 
treatment delivered to the tumor bed. www.meditec.zeiss.com/intrabeam 

Therefore, selection criteria for using this technique are critical to the success of the 

treatment. At OHSU, the patients who are eligible for treatment with INTRABEAMTM 

should meet the criteria set forth by the American Society for Radiation Oncology 

(ASTRO) for accelerated partial breast irradiation (APBI) (Smith et al., 2010). The 

INTRABEAMTM as a treatment is considered by the ASTRO community to be an APBI 

treatment. Table(2.1) shows the ASTRO patient criteria. 

The INTRABEAMTM device has the potential for treatment of cancer in other sites 

such as brain tumors, spine tumors, sarvomas, and potentially gastrointestinal tumors. 

As an example, for the first time in 2010, IORT with INTRABEAMTM was combined 

with kyphoplasty to provide stability, pain relief, and sterilization of metastasis in pa

tients along the vertebral column (Wenz et al., 2010). 

The future use of IORT looks very promising, but the new procedures are not stan

dard treatments and the few places that have the INTRABEAMTM system use it beyond 

www.meditec.zeiss.com/intrabeam
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treatment for a small number of early stage breast cancer cases. As an example, OHSU 

only uses INTRABEAMTM for early stage breast cancers for patients within the crite

ria listed above, which amounts to 15 to 25 patients a year. We feel by researching 

the performance and side effects associated with dose from this device, we can provide 

evidence based research that ensures patient safety while expanding the use of IORT. 

The low energy x-rays that INTRABEAMTM uses to deliver radiation is known to 

have a sharp drop off of dose in tissue with distance from the INTRABEAMTM appli

cator, shown in Fig. 2.2. This sharp drop off is an advantage over EBRT because it 

reduces side effects primarily to effects from skin radiation exposure. Thus, measuring 

the skin toxicity with IORT is a high priority in order to anticipate, manage, and reduce 

dose effects that can range from skin irritation to dry or moist desquamation as well as 

subcutaneous fibrosis also seen from EBRT. 

2.5.6 X-Ray Source Probe 

The x-ray source(XRS) probe for the INTRABEAMTM device produces 50 kV x-rays 

(50kVp/40µA) or 40 kV x-rays (40kVp/40µA) at the end of 10 cm long tube that elec

trons travel down and strike a gold target. The tip of the unit is surrounded by a beryllium 

window allowing x-rays to pass and is covered with a thin film of nickel. 

The isodose lines for the XRS probe are concentric spheres centered at the tip of 

the x-ray source (Biggs, 2006). The spherical isodose lines are achieved with a dithered 

beam allowing electrons to scatter uniformly around the tip. 

The spectrum of x-rays from the 50 kVp output of the INTRABEAMTM is a typical 
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Figure 2.2: The spherical applicator attached to the INTRABEAM
TM 

XRS probe which is attached to 
the base unit. The applicators come in a range of sized based on the tumor size and oncologist discretion. 
www.meditec.zeiss.com/intrabeam. 

x-ray distribution with a maximum value of 50 keV and four overlying peaks (Biggs, 

2006). The peaks at the low end of the spectrum are characteristic L lines from gold at 

14.353 keV, 13.739 keV, and 11.925 keV, and the K line from the nickel coating at 8.339 

keV (Kaye & Laby Table of Physical & Chemical Constants, 2012). The overall broad 

spectrum is due to bremsstrahlung radiation from the target. The 40 kVp output distri

bution also has the four characteristic peaks from Gold and Nickel but with a maximum 

value at 40 keV. 

Published results on the constancy of the output from the XRS probe show a de

creases in output by 10% in a five year study where 9% of the output drop occurs in the 

first 200 days (Biggs, 2006). Even though the XRS unit is serviced every year, a large 

www.meditec.zeiss.com/intrabeam
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portion of the decline in output occurs within the time frame of a service year. Even 

though the decrease in output is large during the first 200 days, the change in output is 

accounted for during treatment by adjusting the time the device delivers x-rays. 

2.5.7 Preparing for INTRABEAM
TM 

Treatment 

If a patient falls within the patient criteria and their oncologist feels they will benefit 

from an INTRABEAMTM treatment, a medical physicist must perform pre-treatment 

quality assurance and output measurements to ensure the correct dose is delivered to the 

patient. 

The INTRABEAMTM comes with a host of specific tools to aid the medical physi

cist. Four tools are available from the vendor to ensure the quality of the x-ray beam, 

namely a water phantom, a probe ionization/adjuster chamber holder (PAICH) system, 

a photodiode array(PDA) unit, and an ion chamber. All the tools are included with the 

INTRABEAMTM system except for the water phantom. 

Water Phantom 

The water phantom allows the determination of the depth dose curve for an XRS. The 

water phantom is made specifically for the XRS unit and allows tip of the unit to move 

in three directions and can be turned 360◦ along the Z axis. Most clinics do not have the 

water phantom and rely on the depth dose curve produced by the manufacturer. 

The water phantom houses a solid water construction that holds an ion chamber. 

During measurements for the depth dose curve, the manufacturer collects current read



32 

ings from the ion chamber as the XRS unit is moved from 3 mm to a depth of 45 mm 

along the Z axis. Equation(2.29) corrects the raw ion chamber measurements in amps 

for changes in temperature and pressure from the conditions it was calibrated. The man

ufacturer than uses equation(2.30) to determine the dose rate in Gy/min at the specific 

depth of the ion chamber. The constants Ns[R/C], kQ, and f [R/Gy] are the exposure 

calibration factor, the quality conversion factor, and the roentgen to gray conversion 

factor. 

T 760torr 
IT,p(z) = I(z) (2.29)

295.2K p 

ḊW (z) = IT,p(z)[A]Ns[R/C]kQf [Gy/R]60[s/min] (2.30) 

Probe Ionization/Adjuster Chamber Holder 

The probe ionization/adjuster chamber holder(PAICH) measures and adjusts the 

probe manually. This apparatus also contains an internal thermometer for temperature 

correction. The PAICH system also allows the mount of an included PTW soft x-ray 

ionization chamber(model 23342) within a manufacturer fabricated stage. 

Photodiode Array 

The photodiode array that comes with the system contains five photodiodes which 

measures the isotropy of the beam from the tip. When the XRS is emitting radiation, 

http:equation(2.30
http:Equation(2.29
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the photodiodes collect current readings at different locations within the cylinder to de

termine the dose at the diode positions. The isotropy of the dose distribution is then 

determined from the diode readings. 

Ion Chamber 

The PTW soft x-ray ion chamber is a parallel plate ion chamber design and has a 

collection volume of 0.02 cm3. The calibration for the device is performed at energies of 

15 kV to 70 kV. It has been noted that this model of ion chamber has a flat dose response 

between 10 kV and 100 kV. 

The ion chamber does not provide the absolute dose rate in water or tissue at any 

depth. The ion chamber collects charge in air measurements from the XRS while held 

in place with the PAICH system. These measurements are then compared to the readings 

from an identical measurement done with the XRS unit at the manufacturer’s site, thus 

determining a correction factor. 

2.5.8 Ion Chamber Quality Assurance 

The heavy reliance on the functionality of the dedicated soft x-ray ion chamber leaves 

the INTRABEAMTM susceptible to errors in treatment if the performance of the ion 

chamber diminishes. If the ion chamber were to malfunction and report a current read 

too low, then the time of treatment would increase causing an over dose to the patient. 

As an application for the nanoDotTM dosimeter, we examine a method that can used 

to verify the correct operation of the low energy x-ray ion chamber. A cross calibration 
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between a nanoDotTM dosimeter and the x-ray ion chamber based on the output of the 

XRS probe could easily provide a constancy check for the ion chamber that could be 

performed at the time the rest of the system is tested adding only a minimal amount of 

time. 

The output check during the quality assurance tests uses the XRS probe for a spec

ified duration of the time, approximately 2 minutes. Although the exact time is not 

known, the test is software controlled and is constant every time this procedure is per

formed. During this test, the soft x-ray ion chamber is collecting current information to 

determine the dose rate for the XRS probe. Replacing the ion chamber with a nanoDotTM 

dosimeter and performing the test again, the dose will be collected and can be read out 

from the dosimeter. Even though the exact time the XRS probe is in use during this test 

is not known, one could divide the dose rate obtained from the ion chamber measure

ment by the counts from the dosimeter measurement that would give a constant number 

over the course of multiple tests and be independent of the output changes of the XRS 

probe. 

2.5.9 Distance Measurements 

The INTRABEAMTM applicator is placed within the patient during treatment instead 

of going through the skin with conventional external radiation treatments. The surface 

skin dose may be lower for INTRABEAMTM treatments compared to external beam 

treatments because radiation from INTRABEAMTM may not even reach the surface 

skin. Of course, the potential hazards of exposure to vital organs exist for both treat
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ments. And, the high prescribed dose and long beam on time during treatments for 

the INTRABEAMTM could be considered a greater possibility of serious repercussions 

in the event of miscalculation or alignment compared to a single fraction mishap for 

external beam irradiation. 

Measurements of the amount of dose is administered at different distances from the 

applicator of the INTRABEAMTM system leads to a better understanding of the dose 

distribution during treatment in particular the dose fall off gradient. With a better under

standing of the dose gradient, the ability to predict the surface dose given the depth of 

a tumor bed will lead to a better prediction of the skin toxicity. The criteria for suitable 

patients based on tumor placement may be extended when the surface dose is correctly 

determined. At the very least, nanoDotTM dosimeters that measure the skin dose during 

treatment can help determine patient follow up care based on side effects predicted by 

the surface dose. 
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Table 2.1: ASTRO Criteria for INTRABEAM
TM 

Patient Eligibility 

Factors Criterion 
Patient Factors 

Age ≥ 60y 
BRCA1/2 Mutation Not Present 
Pathologic Factors 

Tumor Size ≤ 2 cm 
T Stage T1 
Margins Negative by 

at least 2 mm 
Grade Any 
LVSI No 

ER Status Positive 
Multicentricity Unicentric Only 
Multifocality Clinically Unifocal with 

Total Size ≤ 2 cm 
Histology Invasive ductal or other favorable subtypes 
Pure DCIS Not Allowed 

EIC Not Allowed 
Associated LCIS Allowed 
Nodal Factors 

N Stage pN0(i-,i+) 
Nodal Surgery SN Bx or 

ALND 
Treatment Factors 

Neoadjuvant Therapy Not Allowed 
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3 Methods 

3.1 Angular Dependence 

A major concern throughout all of the experiments is the angular dependence for dose 

measurements the commercial OSL dosimeters display. Although our experiments are 

not designed to determine the dose response angular dependence, it is taken into account 

when we designed our experiments. As the face of the dosimeter is through 360◦ rotated 

relative to the central irradiation beam axis, the dose response will at most be lessened 

by 4% with 6 MV and 18 MV photons.[Kerns et al., 2011] The maximum decrease in 

signal is found at angles 90◦ and 270◦.However, it must be stated that earlier work has 

shown that for 6 MV angular dependence does not exist.[Jursinic, 2007] At 80 kVp and 

120 kVp energy irradiations, the decrease in dose response at 90◦ is 40% and 20% re

spectively. Needless to say, there is a higher angular dependence on dose measurements 

as irradiation energies decrease. 

In our experiments, we carefully and consistently make sure the normal to the face 

of the dosimeter is parallel to the central irradiation beam access. Our experimental 

design is developed with the easiest way to ensure repeatability in setup. In cases the 

case where dosimeters are placed with an offset, but the normal of the dosimeter is still 

parallel to the central axis, the offset is at most 5cm. Considering the 5 cm offset and 

the greatest source to dosimeter distance being 103.5 cm, the angle of irradiation is at 



38 

most is 2.77◦. Since the offset is only used for 6 MV, 10 MV, and 18 MV photon beams, 

the decrease would be less than a half a percent considering at 45◦ for these energies the 

decrease is less than a percent. 

3.2 Common Experimental Equipment 

3.2.1 Commercial OSL Dosimeters 

Throughout these experiments, we use the nanoDotTM OSL dosimeters (Ladauer, Inc., 

Glenwood, IL). The OSLDs have an active crystal region of aluminum oxide doped with 

carbon (Al2O3:C) that measures 5 mm in diameter and < 1 mm thick. The encapsula

tion of the active region is a durable light tight casing adding dimension to the OSL 

dosimeters for an overall size of 1 cm × 1 cm × 0.2 cm. 

The manufacturer provides nanoDotTM OSL dosimeters with two types of accuracy 

of 5% and 2% as determined through irradiation experiments. The OSL dosimeters in 

these experiments are pre-screened by the manufacturer and purchased as devices with 

accuracy of 2%. The manufacturer also claims their devices are applicable for energy 

ranges of 5 keV to greater than 20 MeV. 

These OSL dosimeters have experimentally shown to have a dose response which is 

linear below 200 cGy and then the response becomes supra-linear (Jursinic, 2007). The 

nanoDotTM OSL dosimeters have also been shown to have neither an angular dependence 

nor temperature dependence for MeV photons(Jursinic, 2007). 
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3.2.2 microStar R ® Reader® InLight R

The microStar R © Reader manufactured by Landauer, Inc. (Glenwood, IL). The © InLight R

reader is approximately 30 × 20 × 10 cm3 and houses 36 LEDs that emit 532 nm as 

the stimulating source. The dosimetry reader can use two different intensities of light 

to stimulate the OSL dosimeters. The necessity for two intensities of light is a direct 

result of saturation of the photomultiplier tube (PMT) at high counts and the desire to 

increase the signal to noise for low counts. The strong signal provides stimulation for 

lower doses (< 10 cGy) while the weak signal stimulates the OSL dosimeters for higher 

doses (> 10 cGy) according to the manufacturer. 

The microStar R © Reader relies on two calibration curves to convert counts © InLight R

to dose. For counts that result in doses below 200 cGy, a linear calibration curve best 

models the dose response shown in EQ.(3.1), which shows that dividing the counts by 

the calibration factor (C.F.) and sensitivity(S) gives the dose. 

Counts 
Dose = (3.1)

C.F. × S 

For counts that result in a dose higher than 200 cGy, the reader software uses a non

linear calibration curve to convert the counts to dose that has the functional form shown 

in EQ(3.2). The calibration factors and calibration coefficients used in the experiments 

are shown in Table(4.1). The calibration factors and coefficients derived from the single 

use dosimeter calibration method and the non-linear calibration curve has a range of 0 

cGy to 1300 cGy. 



    
40 

2
Counts Counts 

Dose = a + b + c (3.2)
S S 

Table 3.1: Parameters for Calibration Curves 

Experiment 
Linear 

Constant 

Strong Intensity 7547.437 
Weak Intensity 644.832 

Non-Linear 
a -1.59 ×10−10 

b 1.47 ×10−3 

c 2.926 

3.2.3 IBA Farmer Ion Chamber 

An IBA Farmer Ion Chamber, model FC65-G, measures the absolute dose for experi

ments requiring an ion chamber. The chamber is calibrated by K & S Associates, Inc. 

(Nashville, TN) and has a calibration factor of 4.895×107Gy/C. The ion chamber has a 

sensitivity of 21×10−9 C/Gy. 

The absolute dosimetry allows a comparison of irradiations to the OSL dosimeters 

in the advent of changes to conditions or set up that may change the delivered dose. The 

presence of the ion chamber is considered with the design and setup of the phantom. 

The ion chamber is placed after the dosimeters and far enough away so it does not affect 

the irradiation of the dosimeters. 
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3.2.4 Soft X-Ray Ionization Chamber 

For experiments where the energy ranges are between 10 kV and 100 kV, the PTW 

soft x-ray ionization chamber, model number 23342, is used for charge collection. The 

chamber has a charge collection volume of 0.02 cm3 and is considered to have a flat 

response in the energy range of 10 to 100 kV. The chamber is vented making it necessary 

to make air density corrections to the raw measurements. The ionization chamber has a 

calibration constant of 1.178×109 Gy/C. 

3.3 Experiments 

3.3.1 Initial Experiments 

Read Out Signal Depletion 

This experiment uses dosimeters pre-irradiated to a known dose and then the dosimeters 

are read out a total of 25 times using the InLight R © InLight R® microStar R © Reader. After 

irradiation, the dosimeters sit in a cardboard box in a dark room for 10 minutes to allow 

the shallow traps to clear themselves if necessary. 

After reading the dosimeters 25 times, the dose readings are normalized to the first 

reading and plotted as a scatter plot of dose verses read out iteration. The linear trend 

is modeled using a linear regression fitting in Microsoft Excel (2010) and confirmed 

with the statistical software R c© (The R Foundation for Statistical Computation, Version 

2.15.2, 2012). 
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Dose Response 

This experimental set up is also used in other experiments which will be outline in their 

respective sections. A Trilogy linear accelerator (Varian Medical Systems, Palo Alto, 

CA) is the 6 MV photon source for all irradiations. The linear accelerator is calibrated 

at 6 MV to have dmax of 1.5 cm where 1 MU is equivalent to 1 cGy by guidelines 

outlined in TG-51.[Almond et al., 1999] 

This experiment requires a phantom that uses a combination of solid water and tis

sue equivalent bolus slabs manufactured by Civco Medical Solutions (Kalona, IA) as 

buildup and backscatter materials, shown in Fig.(3.1). 

Figure 3.1: Three nanoDot
TM 

dosimeters are placed in between two bolus slabs at the 8 cm mark and 
at the 17.5 cm mark is a hole for the 0.65 Farmer ion chamber. The phantom is irradiated with a 6 MV 
photon beam at an SSD of 100 cm and 10×10 cm2 field size. 

The orientation of the OSLDs during irradiation places the normal of its flat face 

parallel to the central axis of the x-ray beam. The depth of the OSL dosimeters is at 1.5 

cm, dmax. Due to the profile of the beam at dmax, the measurements are 2.5 cm from 
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the central axis of a 10×10 cm2 field, which is shown in Fig.(3.2). With a farmer ion 

chamber at 10 cm depth, a minimum of 6.5 cm of backscatter material exists after the 

OSL dosimeters. An additional 5 cm of backscatter material exists after the ion chamber 

for accurate readings. 

Figure 3.2: The off central axis placement of the nanoDot
TM 

dosimeters is due to a slight dip in the 
beam profile at 1.5 cm. The nanoDot

TM 
dosimeters are placed at 2.5 cm from the central axis on a bolus 

slab in a 10×10 cm2 field. 

This experiment uses three nanoDotTM dosimeters during the irradiation process and 

reports the results of all three nanoDotTM dosimeters. Once placed between the two 

bolus slab at 1.5 cm depth, the dosimeters undergo a series of irradiations and readouts. 

The dose increments are 0, 10, 30, 50, 80, 100, 150, 200, 300, and 400 cGy and after 

400 cGy they increment by 200 cGy until 3800 cGy. Once the nanoDotTM dosimeter has 

been irradiated, it sits in a dark room for 10 minutes before being readout. 

A linear curve is generated from the measured points below 200 cGyusing a linear 

regression algorithm found in Microsoft Excel (2010). The linear curve is used as a 
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reference curve to see the changes in linearity in the dose response 

Calibration Curve 

Two methods exist for generating a calibration curve for OSL dosimeters. Both consist 

of irradiating the dosimeters to known doses and then reading out their counts. However, 

one method uses new dosimeters for each irradiation point while the other uses the same 

dosimeters for all dose points allowing the dose to accumulate on the device. 

Our experiment irradiates groups of commercial OSLDs to different dose amounts 

with 6 MV photons from a Novalis TX linear accelerator (Varian Medical System, Inc., 

Palo Alto, CA) at an SSD of 100 cm and the field size to 10 x 10 cm2. The phantom setup 

consists of the nanoDotTM dosimeters sitting between two 1 cm thick water equivalent 

bolus material slabs with 5 cm of solid water (Civco Medical Solutions, Kalona, IA) 

used as back scattering material. On top of the bolus lies an additional 0.5 cm solid 

water slab placing the dosimeters at a total depth of 1.5 cm from the surface. 

For the single use nanoDotTM dosimeter calibration curve, one of eleven groups of 

three new OSL dosimeters are irradiated to the dose points of 0, 10, 100, 300, 500, 

800, 1000, 1300, 1500, 1700, and 2000 cGy. After irradiation and a 10 minute waiting 

period, each of the OSL dosimeters in a group is read out three times. The counts for 

each reading are divided by the sensitivity for each individual dosimeter and the mean 

number of counts for the group is determined for a specific dose point. 

The accumulative dose calibration curve irradiates three new nanoDotTM dosimeters 

to dose points of 0, 10, 100, 300, 500, 800, 1000, 1300, 1500, 1700, and 2000 cGy by 

supplying them with 10, 90, 200, 200, 300, 200, 300, 200, 200, and 300 cGy. After 
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each irradiation, each dosimeter is read out three times after a 10 minute waiting period. 

The average counts for all dosimeters is determined once the average for each individual 

dosimeter is divided by its sensitivity and reported as the counts for the specific dose. 

Each data set is fit to a second ordered polynomial curve using a non-linear polyno

mial regression algorithm provided by Microsoft Excel (2010), which has been shown to 

produce the same results as the microStar R © Reader Software (Landauer, Inc., © InLight R

Version 4.3). The algorithm gives the fit constants labeled a, b, and c for the second 

order polynomial equation, y = ax2 + bx + c, along with an R2 value rating the fit. 

3.3.2 Optical Bleaching 

The optical bleaching experiment uses eight groups of pre-irradiated commercial OSL 

dosimeters. Although the individual accumulative dose amount is known for each 

dosimeter, the doses are not the same for the three dosimeters in each group. There

fore, the percentage of the original dose remaining on a dosimeter is reported. 

Each measurement of dose on a dosimeter is performed three times for each dosime

ter and an average for that dosimeter reading is determined. In this manor, an initial dose 

is determined for all dosimeters used in the experiment. Then, three random dosimeters 

are assigned to a group destined to receive different amounts of bleaching time. The 

dosimeters are opened to expose their active crystal region and placed on a light box 

which exposes them to light from a 15 W fluorescent lamp, shown in Fig.(3.3) 

Each group has a different bleaching time, which are incremented by ten minutes 

producing bleaching times of 10, 20, 30, 40 , 50, 60, 70, 80 minutes. After the bleaching 
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Figure 3.3: Three opened dosimeters placed on a light box which exposes them to light from a four 15 
W compact fluorescent lamps. 

time, each group is removed from the light box and placed in dark box for ten minutes 

before read out. Each OSL dosimeter is read out three times to obtain a final dose. 

Given the average initial dose and average final dose for each individual dosimeter, 

the percentage of original remaining dose can be determined. Once the percentage of 

original remaining dose is determined for all dosimeters in a group, the average for the 

group is calculated. 

The analysis of the data determined its linearity after a log-log transformation using 

a Q-Q Plot. The linear regression of the log-log transformed data is then back trans

formed to determine a power fit with the variables of interest, namely time and percent 

of original remaining dose. The statistical analysis is performed with the statistical soft

ware R c© (The R Foundation for Statistical Computation, Version 2.15.2, 2012). 
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3.3.3 Repeatability 

For this experiment, a Trilogy linear accelerator (Varian Medical Systems, Palo Alto, 

CA) is the 6 MV photon source for all irradiations. The linear accelerator is calibrated 

at 6 MV to have dmax of 1.5 cm where 1 MU is equivalent to 1 cGy by guidelines 

outlined in TG-51(Almond et al., 1999). 

This experiment requires a phantom that uses a combination of solid water and tis

sue equivalent bolus slabs manufactured by Civco Medical Solutions (Kalona, IA) as 

buildup and backscatter materials, shown in Fig.(3.1). 

The orientation of the OSLDs during irradiation places the normal of its flat face 

parallel to the central axis of the x-ray beam. The depth of the OSL dosimeters is at 1.5 

cm, dmax. Due to the profile of the beam at dmax, the measurements are 2.5 cm from 

the central axis of a 10×10 cm2 field, which is shown in Fig.(3.2). With a framer ion 

chamber at 10 cm depth, a minimum of 6.5 cm of backscatter material exists after the 

OSL dosimeters. An additional 5 cm of backscatter material exists after the ion chamber 

for accurate readings. 

In these experiments, we use our method for optically bleaching nanoDotTM dosime

ters with a light box to remove dose in conjunction with 100 cGy irradiation to observe 

their dose response after bleaching. This experiment is designed to compare the 100 

cGy dose response between nanoDotTM dosimeters that have been optically bleached 

after irradiation and ones that have not been bleached. 

Six new nanoDotTM dosimeters are irradiated with 100 cGy with 6 MV photons 

from the linear accelerator described above. After the first irradiation of 100 cGy, the 
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nanoDotTM dosimeters are read out three times using the microStar R © Reader© InLight R

and an average is determined for each dosimeter. Once read out, three dosimeters are 

optical bleached for 2 hours. These dosimeters are then read out a second time to obtain 

their current dose level. All six dosimeters are then irradiated with another 100 cGy and 

read out. This process is repeated 20 times and the dose is determined by subtracting 

the average initial dose from the average final dose for each individual dosimeter. 

The uncertainty in the dose measurements is determined by calculating the 1-sigma 

standard deviation for each dosimeter based on the three reading of each irradiation. 

For the non-optically bleached dosimeters, the error of the initial and final dose reading 

is propagated to the dose difference. The the dose, u(m1,m2), which is a subtraction 

of two values, m1 and m2 is dependent on the numerical reading of each value and its 

uncertainty. The uncertainty in the dose can be calculated using EQ.(3.3) and for the 

simple case of a calculating a difference, the uncertainty is given by EQ.(3.4). 

2 2
∂u ∂u 

σ2 = σ2 + σ2 (3.3)u m1 m2∂m1 ∂m2 

σu = σ2 + σ2 (3.4)m1 m2 

The same procedure is repeated using six new nanoDotTM dosimeter for both 10 MV 

and 18 MV energies. The phantom set up changes for each of the energies because the 

depth of maximum dose is deeper for higher energies. The dosimeters are therefore 

placed at 2.5 cm for the 10 MV photon beam and 3.5 cm for the 18 MV photon beam. 

In each case, the ion chamber remains at 10 cm depth and the dosimeters are placed 
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between two 1 cm thick bolus slabs. 

3.3.4 Low Dose Sensitivity Changes 

This section explains our experiment designed to explore the sensitivity changes in com

mercial OSL dosimeters based low accumulative dose. In this experiment four new 

dosimeters are used. Each of the four dosimeters have a different accumulative dose, 

namely 0, 10, 20, and 30 Gy. 

The doses are delivered to the dosimeters with 6 MV photons from a Trilogy linear 

accelerator (Varian Medical Systems, Palo Alto, CA) with an SSD of 100 cm and a 

10×10 cm2 field. The linear accelerator is calibrated at 6 MV to have dmax of 1.5 cm 

where 1 MU is equivalent to 1 cGy by guidelines outlined in TG-51(Almond et al., 

1999). 

The nanoDotTM dosimeters are placed at a depth of 1.5 cm. The dosimeters are in 

between to tissue equivalent 1 cm bolus slabs with an additional 0.5 cm solid water sheet 

on top to create the correct depth. Solid water slabs are then places below the bolus to 

create 5 cm of backscatter material. At 10 cm depth, an farmer ion chamber is placed 

and then an additional 5 cm of backscatter material is added to complete the phantom 

set up. 

For all irradiations, ion chamber measurements are taken to ensure the correct dose 

is delivered to the dosimeter. The farmer chamber has a volume of 0.65 cm3 and reports 

the amount of charge collected during the irradiation in nC. Before dosimeter irradiation, 

the chamber is irradiated multiple times with 100 monitoring units to allow the chamber 
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to equilibrate. In this manor, a conversion factor relating ion chamber readings to dose 

at 1.5 cm depth and is 7.18 cGy per nC. It has been determined based on ion chamber 

readings all irradiations vary with an average of 0.5% of the intended dose. 

After the experimental set up is complete and the ion chamber is equilibrated, three 

of the four dosimeters are dosed to their prescribed amount. Each dosimeter is placed 

at 1.5 cm depth and irradiated to 10, 20, and 30 Gy as confirmed with the ion chamber 

reading. The three dosimeters are then placed in a light box housing four 15 W CFLs for 

optical bleaching. The dosimeters optically bleached for 72 hours reducing their dose to 

less than 0.02 cGy, which is comparable to the dose of new nanoDotTM dosimeters from 

the manufacturer. 

The four nanoDotTM dosimeters are then placed at 1.5 cm within the experimental 

phantom. The dosimeters are undergo a series of irradiations and read outs to establish 

the dose response at low doses. The dosimeters are irradiated with 10, 20, 20, 30, 20, 

50, 50, 50, 50 cGy producing total doses of 10, 30, 50, 80, 100, 150, 200, 250, and 300 

cGy. 

Comparing Linear Calibration Curves 

The linear calibration curves can be compared by combining the individual data sets and 

introducing a new variable. As one combined data set, the points are distinguished by 

the new dummy variable which signifies whether the data point is from data set 1 or data 

set 2. For ease of use, the variable takes on the values of 0 or 1 to identify which data 

set the point is from. 

With the introduction of the new dummy variable, a single linear model can be used 
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for the entire data set that has a cross term as shown in EQ.(3.5). In this case, the 

independent variable is x and the dummy variable is z. 

y = β0 + β1x + β2z + β3(x × z) (3.5) 

An analysis of variance (ANOVA) can now be performed on the combined data set. 

The ANOVA test will reveal the strength of the null hypothesis or the alternative hypoth

esis testing whether the data sets are different enough for two curves or similar enough 

for a single curve. The ANOVA generates an F − stat which is used in conjunction 

with the degrees of freedom for each data set and an F distribution to determine the 

p-value for our hypothesis. The null hypothesis stating the two are similar and only a 

single linear relationship is supported when the correlation term, β3(x × z) in EQ.(3.5), 

is statistically unnecessary. In this case, z takes on the value of zero and the associated 

equation is y = β0 + β1x for the entire combined data set. If the null hypothesis is not 

supported, two linear curves are generated which model each data set separately. One 

data set is modeled when z is 0 and the other when z is 1. 

All data sets could be combined allowing the z to uniquely specify data from each 

set of points. In the pursuit of simplicity, only two linear curve data sets were compared 

at a time and reduced the likelihood of errors. 

Sensitivity Changes for Large Accumulative Dose 

To understand how the sensitivity changes with accumulative dose, the sensitivity ex

periment is continued past 20 Gy to 160 Gy. The irradiation dose is also extended to 10 
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Gy per iteration instead of 100 cGy. 

Three nanoDotTM dosimeters are irradiated with each iteration of 10 Gy for this ex

periment. Again, the doses are delivered to the dosimeters with 6 MV photons from a 

Trilogy linear accelerator (Varian Medical Systems, Palo Alto, CA) with an SSD of 100 

cm and a 10×10 cm2 field. The linear accelerator is calibrated at 6 MV to have dmax of 

1.5 cm where 1 MU is equivalent to 1 cGy by guidelines outlined in TG-51(Almond et 

al., 1999). 

After irradiation, the dosimeters are placed in a dark room for 10 minutes and then 

read out three times. Once the read out with complete, the nanoDotTM are opened and 

placed in a light box with four 15 W CFL for two hours for optical bleaching. After 

the bleaching time, the dosimeters are read out three times to obtain the remaining dose. 

The cycle then repeats with an irradiation of 10 Gy. For each iteration, an average of the 

initial dose and final dose is determined from the three readings. The difference between 

the average initial and final dose is determined. The reported dose measurement is the 

differences in the averages and the 1σ standard deviation as the uncertainty. 

3.4 INTRABEAM
TM 

Applications 

3.4.1 Ion Chamber Quality Assurance 

Our method for performing a constancy check on the soft x-ray ionization chamber 

uses the quality assurance systems already in place for the INTRABEAMTM system. 

The system requires an output check before treatment using their dedicated probe ion
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ization/adjuster chamber holder (PIACH), software, and a dedicated electrometer. Our 

method uses the same setup and software to run the same test but with a nanoDotTM 

dosimeter in place of the ion chamber. The entire system setup with the ionization 

chamber in place is shown in Fig.(3.4). 

Figure 3.4: The INTRABEAM
TM 

system set up for output quality assurance tests with the ionization 
chamber in the PIACH system. 

The nanoDotTM dosimeter stage is constructed out of acrylonitrile butadiene styrene 

(ABS) plastic with a 25% fill using a 3-D printer in the Oregon State University Physics 

Department. The design of the stage is based on measurements of the ion chamber. The 

dosimeter stage is designed using AutoDesk R © Professional (2013). The final © Inventor R

design places the center of the crystal region of the dosimeter at the center ion chamber 

collection plate. The dosimeter stage and the ion chamber are shown next to each other 

in Fig.(3.5). 

The stage for the nanoDotTM dosimeter needs to match the dimension of the ion

ization chamber to ensure the correct placement of the dosimeter. Another reason for 
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Figure 3.5: The nanoDot
TM 

dosimeter stage and soft x-ray ion chambers used during the cross calibra
tion experiment have the same dimensions. 

the careful construction allows the use of the ion chamber holder with fits within the 

PIACH system. The holder and PIACH system provide shielding during the test. The 

nanoDotTM dosimeter stage within the ion chamber stage is shown in Fig.(3.6). 

When the output test is run, the software has an interlock that uses feedback from 

the electrometer to ensure the system is running correctly. If a minimum current is not 

detected, the test stops assuming something is incorrectly setup. Since our set up does 

not use the electrometer, an external source is necessary to provide an amount of current 

for the electrometer. To overcome the minimum current interlock, we used an HDR 

1000 Plus Well Chamber with three seeds of 125I to produce a current of approximately 

25 pA. Connecting the output of the well chamber to the electrometer provided enough 

current to override the interlock. 

The data collection starts with using the ion chamber to determine the dose rate of 

the XRS probe. This portion of the experiment follows the quality assurance procedure, 
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Figure 3.6: The nanoDot
TM 

dosimeter stage fits within the ion chamber holder. The holder allows the 
use of the INTRABEAM

TM 
PIACH system, which provides shielding during the experiment. 

where the ion chamber collects current information for a duration of time. This current 

is then converted to a dose rate. 

The data collection with nanoDotTM dosimeters is performed with three different 

dosimeters and using a 25% fill dosimeter stage. The radiation leakage during the ex

periment is non-existent as confirmed with an independently calibrated Geiger counter. 

Each irradiation period lasts for approximately 2.133 minutes, which includes a warm 

up period for the XRS probe. All interlocks were successfully placated during the ex

periment. 

After irradiation, the nanoDotTM dosimeters are placed in a light tight envelope for 

30 minutes to allow for any phosphorescences to subside. Then, each dosimeter is read 

out three times using the microStar R © Reader. The counts collected from the © InLight R

reader are corrected by dividing the counts by the inherent sensitivity of the dosimeter as 

determined by the manufacturer. The corrected counts are then divided by the dose rate 
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reported by the ion chamber procedure. The average counts per dose rate is determined 

using all nine readings and a 1σ uncertainty is calculated for the average based on the 

nine readings. 

As a comparison, two nanoDotTM dosimeters were irradiated with the same proce

dure, but a 35% fill stage is used to hold the dosimeters in place. The stage is constructed 

with the same design files as the 25% file stage except with a higher fill amount. Again, 

the two dosimeters are allowed to rest after irradiation for 30 minutes and read out three 

times. The collected counts are corrected with the sensitivity of each of the dosimeters, 

then divided by the dose rate, and averaged. The 1σ uncertainty is all calculated based 

on the six readings. 

The last of this set of experiments uses the 25% fill stage to hold the dosimeters but 

the XRS probe is set to 40 kVp with 40 µA. The procedure for this experiment follows 

the experiment preformed at 50 kVp. 

3.4.2 Distance Measurements 

The three distance measurements are performed for both the nanoDotTM dosimeters and 

the soft x-ray ion chamber. The measurements are collected at distances of 0.2 cm, 

0.5 cm, and 0.7 cm from the applicator surface. For these measurements, three new 

nanoDotTM dosimeters are used while the ion chamber is set to collect charge for each 

irradiation. The prescribed dose has been set to 5 Gy at the surface, which is a 15 Gy 

decrease in dose than what is usually prescribed for a patient receiving treatment. The 

decrease in prescribed dose decreases the treatment time from approximately 20 minutes 
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to 5 minutes. The irradiation is performed with a setting of 50 kVp at 40 µA. At the 

time of irradiation, the temperature reading is 22.0 ◦C with a pressure reading of 102.1 

kPa leading to a temperature and pressure correction factor of 0.992. 

The set up consists of using solid water slabs of 0.2, 0.5, and 0.7 cm thickness. The 

nanoDotTM dosimeters are placed within a holding stage made of acrylonitrile butadiene 

styrene (ABS) plastic with a 25% fill using a 3-D printer in the Oregon State University 

Physics Department. The stage is designed to the specifications of the ion chamber. 

While in the stage, the stage is taped to the solid water so the dosimeter is placed at the 

center of the slab. The stage is then placed on top of 2 cm of tissue equivalent bolus 

slabs for backscatter. To further support the solid water slab, 2 cm thick styrofoam is 

placed next to the stage in between the solid water and bolus slabs. The set up is shown 

in Fig.(3.7) for the nanoDotTM dosimeter stage without the solid water slab on top. The 

design of the set up is such that the nanoDotTM dosimeter stage and the ion chamber can 

easily be interchanged. 

Once the set up is complete for either the nanoDotTM dosimeter stage or the ion 

chamber and a measurement is ready to be taken, the INTRABEAMTM applicator is 

placed in position. For these experiments, a 2.5 cm applicator is used. The applicator 

is placed in contact with the solid water the center of the solid water. This aligns the 

applicator with either the nanoDot dosimeter or the ion chamber on other side of the 

solid water. 

During a patient treatment, the applicator is placed inside the patient and minimal 

external shielding is necessary. With applicator exposed, heavy lead shielding is used 

to limit the amount of exposure to the surrounding area. After the applicator is in place 
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Figure 3.7: The nanoDot
TM 

dosimeter is placed in an ABS plastic stage with 2 cm of bolus material 
behind it and 2 cm of styrofoam on either side. 

lead is placed around the applicator as shown in Fig.(3.8). 

The dose reading from the nanoDot dosimeters is determined the dose to counts 

conversion factor for 50 kVp energy determined during the ionization chamber quality 

assurance experiment, which is 284561 counts/Gy. After irradiation, each nanoDotTM 

dosimeter is placed in a dark box for at least 30 minutes. The dosimeters were then read 

out three times and an average of counts is determined for the dosimeter. Since only one 

dosimeter is used for each irradiation distance, the average becomes the reported dose 

at that distance. The dose from the ion chamber readings is determined by multiplying 

by the ion chamber calibration factor, then correcting with the temperature and pressure 

correction factor and the ratio of mass attenuation coefficients of water to air as shown 

in EQ.(3.6). 

water 

Dose[Gy] = MNxPT,P 
µen (3.6)
ρ air 
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Figure 3.8: Lead shielding is used to limit the amount of exposure to the room. The lead is placed 
around the applicator. 

The INTRABEAMTM x-ray probe produces an output of 18 keV at a depth of 5 mm 

of solid water (Armoogum et al., 2007). The mass attenuation factors are listed in Kahn, 

2007 for water and air for a 20 keV beam and the ratio is calculated to be 1.02. Even 

though the National Institute of Standards and Technology (NIST) gives values that are 

slightly different than those listed in Kahn, 2007, the ratio of NIST values is also 1.02. 

3.4.3 Patient Data 

The nanoDotTM dosimeters are placed on a patient when they receive intraoperative ra

diotherapy with the INTRABEAMTM system. Four nanoDotTM dosimeters are placed 

around the applicators insertion point. The set up is shown in Fig.(3.9) and the dosime

ters are distinguished by color. This requires great deal of preparation because the whole 

procedure happens while the patient is still anesthetized. 
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TM TMFigure 3.9: Four nanoDot dosimeters are placed on a surface of a patient around the INTRABEAM
applicator. A picture is taken for each patient and the dosimeters are distinguished by color. 

To determine the dose from the OSL dosimeter counts, we use the conversion fac

tor of 284561 counts/Gy determined during the ionization chamber quality assurance 

experiment. The collection methods are not part of this thesis only the conversion of 

counts to dose. We did not perform the actual methods of collecting and placement of 

the dosimeters. 
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4 Results and Discussion 

4.1 Initial Experiments 

Read Out Signal Depletion 

The results of our signal depletion experiment is summarized with Fig.(4.1), which 

shows the data for a single dosimeter with an initial average dose of 679 cGy and its 

25 sequential readings. The linear fit to the data shows a slope of -0.0005 and an in

tercept of 0.997 after all the points have been normalized to the first reading. This data 

shows a reduction fraction after a single reading of 0.9995, which is equivalent to 0.05% 

reduction of signal per reading. Our reduction percent of 0.05% is in agreement with 

other authors who have looked at the depletion of signal on these OSL dosimeters and 

have reported reductions factors between 0.9993 and 0.9997 (Jursinic, 2007; Mrc̆ela et 

al., 2011). 

The manufacturer reports a reduction percentage of 0.2%, which is much greater 

than the reported published data. However, it is concluded that the reported value from 

the manufacturer is from the use of the high intensity light, while our findings and other 

published data uses the low intensity light for stimulation. 

Dose Response 

The dose response for three nanoDotTM dosimeters is plotted for a dose range of 0 to 
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Figure 4.1: The degradation of signal on a commercial OSL dosimeter after sequential readouts is 
0.05%. 

38 Gy in FIG.(4.2). The curves are labeled based on the last four characters of each 

dosimeter serial number. The dose response is linear below 200 cGy and non-linear 

after 200 cGy which is noticeable when compared to the linear line also plotted on the 

figure. The linear line, counts = 665.22 × Dose − 778.79, is a linear regression fit 

determined from all points below 200 cGy for nanoDotTM dosimeter 819A. 

The initial linear response region followed by a non-linear region has been reported 

by other authors. Although our data shows the same general trend, the exact curves do 

not agree. This is expected because of variability seen between manufacturing batches 

and is usually explained as a result as changes in manufacturing condition between 

batches. However, our dosimeters show are more sensitive by two orders of magnitude 

from the published results of Jursinic in 2007. 

The high variability raises questions of consistency in the manufacturing process of 
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Figure 4.2: The dose response of the nanoDot
TM 

dosimeters is linear below 200 cGy and then becomes 
non-linear after 200 cGy. The dosimeters are named based on the last four characters in their serial 
number. 

these devices. And, if the variability is so high, do calibration curves translate well from 

one batch to another. One could argue that the amount of points in our fit is greater 

limiting the fit of the published data which only has a dose range of zero to 1000 cGy. 

However, the actual data points don’t agree between our data set and theirs, which rules 

out the accuracy of the fit. For example, at 1000 cGy they report 1.4 × 106 counts and 

we report 0.65 × 106 counts. 

Calibration Curve 

Each one of the four calibration curves shown in Fig.(4.3) are produced from subsets 

of the single use data set that ranges from 0 to 2000 cGy. The 2000, 1700, 1300, and 

1000 cGy curves are labeled for the highest dose point used to generate the curve. The 

subset of data points is fit to a second ordered polynomial curve using the non-linear 
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polynomial regression algorithm from Microsoft Excel (2010). The curve is then plotted 

for 0 to 2×106 counts in increments of 2.5×105. The greatest difference in reported dose 

for counts is 26.2% when comparing the 2000 cGy and the 1000 cGy curves at 2×106 

counts. However, even comparing the 1300 cGy to the 2000 cGy curves has a difference 

of 4.74% in dose. 

Figure 4.3: The single use dosimeter calibration curve changes depending on the dose range. Significant 
errors can occur if the calibration curve is extended past its dose range. 

The same curves are generated for Fig.(4.4) using subsets of the data set gener

ated with the accumulative dose method. The same non-linear polynomial regression 

algorithm from Microsoft Excel (2010) produces the calibration curves. The greatest 

difference in reported dose occurs at 2×106 counts between the 1000 cGy and the 2000 

cGy curves where the difference is 13.1%. 

In Fig.(4.5), we compare the entire data set for both the single use and the accumu

lative dose calibration curves and the fitting constants are given for both curves in Table 

(4.1). The two curves show some similarities for counts under 1×106 but at greater 
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Figure 4.4: The accumulative dose calibration curve shows a decreasing sensitivity for doses outside 
the range of a calibration curve. 

counts the two curves separate. At 2×106 counts, the dose reported from the two curves 

has a percent difference of 7.37%. 

Table 4.1: Non-Linear Calibration Curve Parameters 

Calibration Constants Single Use Curve Accumulative Dose Curve 
a -1.24×10−10 -0.57×10−10 

b 0.001402 0.001356 
c 7.82 9.77 

R2 0.9992 0.9998 

Our analysis shows that extrapolating a calibration curve beyond the dose range from 

which it was generated will lead to erroneous dose readings. It is recommended that the 

manufacturer procedure be extended by multiple points beyond 1300 cGy to 2000 cGy 

when forming a non-linear calibration curve. This will ensure an accurate reading for 

the entire range for which the OSL dosimeters are reportedly useful. 

It must be stated that a non-linear fit is only accurate for doses above 200 cGy. For 
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Figure 4.5: The accumulative calibration curve shows a higher dose corresponding to the count for a 
lower dose on the single use calibration curve. 

example, the single use 2000 cGy calibration curve gives a dose reading of approxi

mately 7.82 cGy for zero counts and the 1000 cGy calibration curve reports -1.65 cGy 

for zero counts. It is expected that the some background count are present, but if the 

OSL dosimeter is intended to be used for a dose below 200 cGy, a separate linear curve 

should be generated following manufacturer recommendations. Also, if the doses are 

subtracted in the case of repeated use of a dosimeter, the constant term has zero impact 

on determining the final dose. 

Our calibration curves should not be taken as absolute calibrations, but as examples 

of a general trend when extrapolating calibrations curves beyond their dose range. Each 

institution should generate their own curves for the dose range they are interested in us

ing the nanoDotTM dosimeters. It is important to also mention that we are only extending 

the manufacturer recommended dose points for the formulation of a non-linear calibra

tion curve. One wonders why doses within the known linear dose response region would 
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be considered for fitting a non-linear curve. A piecewise function, linear below 200 cGy 

and non-linear above 200 cGy, may be the best for producing an accurate dose reading. 

Whether a piecewise function is used or not, a difference would be expected if one uses 

either the single use method or the accumulative dose method because of the sensitivity 

change of the nanoDotTM dosimeters associated with accumulating dose. 

4.2 Optical Bleaching 

The measurements of remaining dose on nanoDotTM Dosimeters for the eight groups are 

listed in Table(4.2). The data is plotted in Fig.(4.6) along with the curve fitting of the 

data. The data is fitted with a power curve of y = 2.67.7t−1.39 and holds for optical 

bleaching times greater than 10 minutes. It is estimated that when the bleaching time 

is doubled, the median percentage of remaining dose of a commercially available OSL 

dosimeter changes by a factor of 38.15% (95% CI: 36.67% to 39.47%). 

Table 4.2: Optical Bleaching Dose Reduction 

Group Bleaching Time (min) % of Dose Remaining 
A 10 10.75±0.28 
B 20 4.08±0.27 
C 30 2.38±0.35 
D 40 1.70±0.34 
E 50 1.21±0.22 
F 60 1.02±0.03 
G 70 0.66±0.07 
H 80 0.58±0.02 

The most efficient method of optically bleaching nanoDotTM dosimeters might be 

http:2.67.7t�1.39
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Figure 4.6: The reduction of original accumulated dose remaining on a commercial OSL dosimter after 
optical bleaching with light box that houses four 15 W CFLs can be fitted to y = 2.67.7t−1.39 for t >10 
minutes. 

with a Tungsten-halogen lamp, which has been reported to remove 98% of dose in 45 s 

(Jursinic, 2007). Our method does not compare to the reported bleaching abilities of the 

Tungsten-halogen lamp, but efficiency is not our goal. However, our method reduces 

the dose on a dosimeter faster than bleaching with a bright room light. In one hour, our 

method can reduce the dose on a nanoDotTM dosimeter by 99% its original dose. Using 

just a room with a bright light,2 hours are needed to reduce the dose by 93% (Jursinic, 

2007). 

4.3 Repeatability 

We present the absolute dose measurements for our repeated measurements using both 

the optical bleaching method and accumulative dose method for repeated use measure

ments from a 6 MV photon beam in Fig.(4.7). Each of the data points represents the 

http:2.67.7t�1.39
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average reading of three nanoDotTM dosimeters read out three times. The data sets show 

readings of absolute dose can exceed the 5% as shown by the dashed lines which are at 

100, 95, and 105 cGy. 

The individual dosimeter readings for the repeated dose measurement experiment 

are shown in Fig.(4.8) with bin sizes of 2 cGy. Each data set consists of twenty points 

for each dosimeter for a total of sixty points. The optically bleached data set has a mean 

of 105.02 cGy with a standard deviation of 1.55 cGy. The accumulative dose data set 

has a mean of 103.97 cGy and a standard deviation of 5.13 cGy. 

Figure 4.7: The absolute dose reading for optical bleached nanoDot
TM 

dosimeters and non-optically 
bleached dosimeters for 20 iterations of 100 cGy for a 6 MV photon beam. Dashed lines represent 95, 
100, and 105 cGy. 

The data in Fig.(4.7) show a curved tendency of the repeated measurement that may 

suggest structure. In 2011, Mr˘ have performed this experiment for a dose cela et al. 

range of 0 to 800 cGy and conclude that the data fit a second ordered polynomial after 

normalizing the data. Our data can be fitted to such a polynomial; however, the fit 
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Figure 4.8: The absolute dose distribution histogram shows a more centrally peaked distribution for 
optical bleached nanoDot

TM 
dosimeters compared to non-optically bleached dosimeters for 20 iterations 

of 100 cGy. The each data set consists of 20 measurements of dose for three dosimeters. The histogram 
dose bins are 2 cGy. 

is less than ideal because of the higher accumulative dose points in our data set that 

would suggest that a polynomial of greater degree is a better fit. Both fits only help to 

understand the general behavior of the reproducibility of the nanoDotTM dosimeters and 

do not provide absolute predictive behavior for the device that would be necessary for 

clinical application. 

The histogram of the data sets, shown in Fig.(4.8), illustrates the wide distribution of 

absolute dose measurements for the accumulative dose method of repeat use compared 

to the optical bleaching method of repeated use. Although the dose is comparatively 

more centrally peaked for the optical bleaching data set, the peak is centered at 105 cGy 

demonstrating precision but lack of accuracy for 6 MV repeat irradiations. 

Normalizing the optically bleached data either by the first dose reading or the aver

age of the first three readings would shift the entire data set so the peak is at 100 cGy. 
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This in turn would suggest this method of optical bleaching would be a viable way to 

reuse these dosimeters. However, in the clinic when a dosimeter is used, a normalizing 

or correction factor is not necessarily known. Ideally, a new calibration curve would be 

available to convert the dosimeter reading to the correct. 

The uncertainty of in each measurement is also a source of difference between the 

two data sets. The uncertainty of the optically bleached dosimeters remains quite low 

where the non-bleached dosimeters have an increase uncertainty in measurement. The 

uncertainties in each measurement for the two data sets are shown in Fig.(4.9). For 

the entire experiment, the bleached nanoDotTM dosimeters uncertainty remains below 

2%. The uncertainty of the non-bleached dosimeters increases with every measurement 

except for a few cases and eventually reaches a maximum of 12.4%. 

Figure 4.9: The uncertainty for the non-bleached dosimeters rises over the course of the entire experi
ment while the uncertainty for the bleached dosimeters remains below 2% for dosimeters irradiated with 
a 6 MV photon beam. 

As a clinical tool, a dosimeter with uncertainty above 5% would have limited uses. 
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The nanoDotTM dosimeters are sold as a device with 3% or less uncertainty. Allowing 3% 

uncertainty to serve as a benchmark, optically bleaching nanoDotTM dosimeters prior to 

use can extend the usage of a dosimeter. And, if a dosimeter is repeatedly used without 

bleaching, the uncertainty becomes too large to trust the measurement after 5 uses. 

The absolute dose data for repeat measurement experiment with a 10 MV photon 

beam is shown in Fig.(4.10). The uncertainty for each of the measurements is plotted 

alone in Fig.(4.11) and a histogram of the absolute dose is shown in Fig.(4.12). 

Figure 4.10: The absolute dose reading for optical bleached nanoDot
TM 

dosimeters and non-optically 
bleached dosimeters for 20 iterations of 100 cGy for a 10 MV photon beam. Dashed lines represent 95, 
100, and 105 cGy. 

The uncertainty of the bleached is better than the uncertainty of the non-bleached 

dosimeters in the 10 MV repeated irradiation experiment. The maximum uncertainty 

value of the bleached dosimeters is 0.75 %, while the non-bleached dosimeters eventu

ally reach an uncertainty value of 32.97 %. 

The absolute dose of the bleached dosimeters in our experiment has less variability 

http:Fig.(4.12
http:Fig.(4.11
http:Fig.(4.10


73 

Figure 4.11: The uncertainty for the non-bleached dosimeters rises over the course of the entire exper
iment while the uncertainty for the bleached dosimeters remains below 2% for dosimeters irradiated with 
a 10 MV photon beam. 

when compared to the absolute dose of the non-bleached dosimeters. The minimum and 

maximum dose for the bleached dosimeters is 94.89 cGy and 103.18 cGy, respectively. 

The bleached dosimeters also have a mean value of 99.48 cGy with a standard deviation 

of 2.16 cGy. The non-bleached dosimeters have a minimum and maximum value of 

54.98 cGy and 173.83 cGy, respectively. The data set has a mean value of 99.55 cGy 

with a standard deviation of 16.15 cGy. 

The repeated measurement experiment for nanoDotTM dosimeters irradiated with an 

18 MV photon beam are shown in Fig.(4.13). The uncertainty for each of the measure

ments is plotted in Fig.(4.14) and a histogram of the absolute dose in Fig.(4.15). The 

uncertainty for the bleached dosimeter remains less than 2% for all measurements while 

the uncertainty for the non-bleached dosimeters increases with every measurement and 

has a maximum value of 13.8%. The histogram of the absolute dose shows the varia

http:Fig.(4.15
http:Fig.(4.14
http:Fig.(4.13
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Figure 4.12: The absolute dose distribution histogram for 10 MV repeat irradiations shows a more 
centrally peaked distribution for optical bleached nanoDot

TM 
dosimeters with a mean value of 99.48 cGy 

and a standard deviation of 2.162 cGy compared to non-optically bleached dosimeters for 20 iterations 
of 100 cGy. The each data set consists of 20 measurements of dose for three dosimeters. The histogram 
dose bins are 2 cGy. 

tion in measurements for the non-bleached dosimeters with a maximum value of 142.49 

cGy and a minimum value of 69.22 cGy. The average reading is 98.94 cGy with a 

standard deviation of 10.85 cGy. The optically bleached dosimeters, in contrast, have a 

very centrally peaked distribution with a minimum and maximum value of 95.95 cGy 

and 103.19 cGy, respectively. The mean value for the bleached dosimeters is 99.81 cGy 

with a standard deviation of 1.59 cGy. 

4.4 Low Dose Sensitivity Changes 

The four linear calibration curves generated from pre-irradiated dosimeters that have 

been optically bleached are presented in Fig.(4.16). The plot of our data shows the 

differences in slopes of the curves. The more total dose the dosimeter was pre-irradiated 

http:Fig.(4.16
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Figure 4.13: The absolute dose reading for optical bleached nanoDot
TM 

dosimeters and non-optically 
bleached dosimeters for 20 iterations of 100 cGy for a 18 MV photon beam. Dashed lines represent 95, 
100, and 105 cGy. 

with, the less its slope on a plot of counts per dose. 

The four linear calibration curves are compared to each other statistically using the 

procedure outline in the method section. The null hypothesis states that the two curves 

being compared are the same and do not require a coupling term while the alternative 

hypothesis states the curves are different and would require a coupling term to describe 

the two data sets as one. The results are shown in Table(4.3) along with the associated 

p-value. In every case except when comparing the calibration curves generated from 

pre-irradiated dosimeters with 10 and 20 Gy, there is strong evidence against the null 

hypothesis. Thus, in all instances except the one, the data sets are different enough to 

constitute their own linear curve. 

Our results in the linear dose range of the dosimeters shows that the sensitivity in

creases with accumulative dose after optical bleaching. Thus, fewer counts will register 
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Figure 4.14: The uncertainty for the non-bleached dosimeters rises over the course of the entire exper
iment while the uncertainty for the bleached dosimeters remains below 2% for dosimeters irradiated with 
a 18 MV photon beam. 

as a higher dose when reading out the device as the device accumulates dose. This 

is contradictory to previous published results which looked at sensitivity changes with 

accumulative dose for these dosimeters (Jursinic, 2010). 

A couple of reasons exist that can account for the differences in sensitivity predic

tions of the OSL dosimeters with accumulating dose. Firstly, the published results look 

at the large scale behavior focusing on the large differences in dosimeter with accumula

tive dose seen in the non-linear region. Thus, the supra-linearity is reported as increasing 

equating to a decrease in sensitivity. Our experiment only focuses on the linear region 

dose response with accumulating dose, which could be considered very minute when 

compared to the supra-linearity changes. Secondly, the published results fit the dose 

response of the dosimeters to a single function. Thus, the variation at low doses may be 

within the variation of their fit. We feel there is a discontinuity between the linear and 
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Figure 4.15: The absolute dose distribution histogram for 18 MV photon repeat irradiations shows a 
more centrally peaked distribution for optical bleached nanoDot

TM 
dosimeters with a mean value of 99.81 

cGy and a standard deviation of 1.59 cGy compared to non-optically bleached dosimeters for 20 iterations 
of 100 cGy. The each data set consists of 20 measurements of dose for three dosimeters. The histogram 
dose bins are 2 cGy. 

non-linear region and each region should be analyzed separately. 

Our goal for performing this experiment is to provide evidence that new calibra

tion curves generated with OSL dosimeters with accumulative dose could be used for 

dosimeters that have accumulative dose and optically bleached. However, the increase 

in sensitivity that our data shows for these dosimeters with increase accumulative dose 

does not explain the high dose measurements from our repeatability experiments. If the 

new calibration curves are used to determine the dose in the repeatability experiment, 

the reported dose would rise further increasing the inaccuracy. 

The method in which the calibration curves are generated may add to explanation 

to why they cannot be used to determine the dose accurately in the repeatability experi

ment. The new curves are generated with the method of allowing the dose accumulated 
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Figure 4.16: In the linear region of dose response for the OSL dosimeters, the dosimeters become more 
sensitive with accumulative dose. 

Table 4.3: Linear Curve Comparison Results 

Curves Compared p-value 
0 to 10 0.021 
0 to 20 0.034 
0 to 30 0.0002 
10 to 20 0.951 
10 to 30 0.0067 
20 to 30 0.0085 

on the dosimeter while determining the calibration curve. In comparison, the repeata

bility method uses a calibration curve based on the single use method for generating the 

dose points for a calibration curve. 

The sensitivity experiment is continued for more than twenty 100 cGy iterations and 

shown in Fig.(4.17). The first 20 iterations show a slight increase at 10 Gy but a large 

fall off after 20 Gy. It has been reported by Jursinic in 2007 that the fall off in counts 

http:Fig.(4.17
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is 4% per 10 Gy after 20 Gy of accumulative dose. As our data show the fall off in 

counts is not constant but plateaus around 60 Gy and actually begins to rise after 80 Gy. 

Eventually, the counts per 100 cGy irradiation are higher than for a new dosimeter. 

Figure 4.17: The recorded counts per 100 cGy of irradiation for three separate nanoDot
TM 

dosimeter 
changes with accumulative dose. Each of the dosimeters is bleached for 20 minutes after irradiation and 
read out. 

The change in sensitivity suggests an inter play between traps that are changed with 

accumulative dose. An increase of counts per 100 cGy irradiation at high accumula

tive dose could be due to a large amount deep traps being filled compared to when the 

dosimeter had less accumulative dose. This would lead to more intermediate traps being 

filled because of a lack of availability of deep traps. Thus, the read out would register 

more counts. 

The decrease in counts per 100 cGy irradiations suggests more complexity in the 

interplay of traps. To register less counts either more electrons have to decrease their 

preference in intermediate traps or less intermediate traps must exists for read out. It is 
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unlikely that the statistical preference of the electron would change due to accumulative 

dose. However, if the fill of some deep traps cause a slight change in the local electric 

fill, some intermediate traps could be affected in such a way to strengthen their hold 

on an electron. Therefore, these coupled intermediate traps would not be available for 

stimulation and would not contribute to the amount of counts during read out. 

It should be stated that our observations could be explained by the complex interplay 

between traps with accumulative dose, but our experiment does not explicitly demon

strate such speculation. We are offering an attempted explanation of interesting data. 

4.5 INTRABEAM
TM 

Application 

4.5.1 Ion Chamber Quality Assurance 

The first of our experiments use the nanoDotTM dosimeters with the 25% fill stage. The 

average corrected counts per dose rate is 284561 with 1σ uncertainty of 4907, approx

imately a 1.72% uncertainty in counts. To analyze how sensitive this method is, an 

analysis is performed which introduces error and looks for positive detection. 

We introduce error by increasing the dose rate to simulate a failing ion chamber. 

A comparison can be made with the correct average counts per dose rate and then a 

recalculation of the average counts per dose rate given the new erroneous dose rate. The 

bounds of the measurements as determined by the uncertainty can be compared to find 

the percent error in the system that would be outside the range of where the uncertainties 

in the two measurements do not overlap. A 3.6% error in an ion chamber measurement 
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would be detectable by the current method as shown in Table(4.4).
 

Table 4.4: Ion Chamber Quality Assurance Test Results for 50 kVp Output
 

Data Set Dose Rate Counts/Dose 1-σ Range For Error Detected? 
(Gy/min) (Counts/Gy) Counts/Dose 

Correct Reading 2.513 284561 [279654, 289469] 
3.5% Error 2.601 274939 [270197, 279681] No 
3.6% Error 2.603 274723 [269985, 279461] Yes 
10% Error 2.764 258693 [254231, 263154] Yes 

The effect the stage has on dose reading is seen when a comparison is made between 

a stage of 35% fill is used instead of the 25% fill. The average counts per dose rate is 

291715 with a 1σ uncertainty of 6240 counts, approximately 2.14%. An increase of 

2.5% in actual counts per dose rate is seen along with a 27.1% increase in uncertainty. 

The differences seen when comparing the 35% fill stage results to the 25% fill are 

not unexpected. The difference in fill will cause a variation in the amount of backscatter 

from the stage back into the dosimeter. The higher fill equates to a higher density of 

material giving the x-rays more opportunity to scatter. 

The next experiments use the nanoDotTM dosimeters with the 25% fill stage with 

the INTRABEAMTM irradiating with 40 kVp beam. The average corrected counts per 

dose rate is 287182 with 1σ uncertainty of 6456, approximately a 2.24% uncertainty in 

counts. Again, we introduce error by adjusting the dose rate value and finding at what 

percent error produces counts per dose rate outside of the uncertainty for the correct 

reading. An error of 4.6% or greater is detectable by this method. 

The counts per dose rate for the 40 kVp are less than 1% different than the counts 

per dose rate for the 50 kVp. However, the uncertainty for the 40 kVp is greater than for 
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Table 4.5: Ion Chamber Quality Assurance Test Results for 40 kVp Output 

Data Set Dose Rate Counts/Dose 1-σ Range For Error Detected? 
(Gy/min) (Counts/Gy) Counts/Dose 

Correct Reading 1.506 287182 [280726, 293638] 
4.5% Error 1.574 274815 [268637, 280993] No 
4.6% Error 1.575 274553 [268380, 280725] Yes 
10% Error 1.657 261075 [255205, 266944] Yes 

the 50 kVp resulting in less sensitivity for the detection capabilities. 

4.5.2 Distance Measurements 

The dose for the measurements made at a distance for the ion chamber and the nanoDot 

dosimeters are shown in Table(4.6). The high degree of error at the 0.2 cm measurement 

point is most likely related to an experimental setup difference between the placement of 

the ion chamber and the dosimeter. The high dose gradient makes positioning an essen

tial part of the setup to limit the amount of difference between the two measurements. 

Table 4.6: Dose Measurements from Ion Chamber and nanoDot
TM 

Dosimeters 

Distance Ion Chamber Dose Dosimeter Dose Error
 
(cm) (cGy) (cGy) (%)
 
0.2 239.82 247.04 9.95 
0.5 155.67 145.94 9.95 
0.7 108.23 97.233 9.95 

Given the limited data, the best fit to the data is an exponentially decreasing function. 

The fit of the ionization chamber data set is Dose = 500e−2.35∗Distance, while the fit for 

the dosimeter data set is Dose = 500e−2.44∗Distance. A quadratic equation could also fit 
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both data sets, but this fit seemed unlikely because of the positive quadratic term, which 

means the dose would increase at large distances when the dose is expected to reach 

zero as the distance increases. 

It should be noted that the solid water used in this experiment is intended for beams 

in the megavoltage range. Although this was understood at the time of design the re

sources were not available to conduct an experiment with solid water that is designed for 

low keV irradiations. However, it is our intent to establish a general trend in the behav

ior of the dose at this range and provide a point for comparison for future experiments 

with solid water designed for low keV irradiations. 

4.5.3 Patient Dose Measurements 

Our knowledge of the dose response of the nanoDotTM dosimeters allows us to determine 

the dose to the skin for patients receiving the intraoperative procedure. The skin dose 

of patients as determined from the nanoDotTM dosimeters are listed in Table(4.7) along 

with the maximum dose. 

Table 4.7: Patient Dose Measurements 

Patient Orange Black Purple Cyan Max Dose 
(cGy) (cGy) (cGy) (cGy) (cGy) 

1 40.4 284.6 571.6 55.5 571.6 
2 242.1 221.7 264.7 193.5 264.7 
3 285.0 451.4 506.9 362.0 506.9 
4 86.7 179.9 284.0 154.2 284.0 
5 320.1 222.5 488.7 441.2 488.7 

The dose readings are dependent on the placement of the dosimeters on the patient
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relative to the INTRABEAMTM applicator. Also, the dose is dependent on the applicators 

relative position to the surface of the patient. However, the maximum skin dose is the 

most important detail when correlating the skin dose to skin toxicity. 

Correlating the skin dose to skin toxicity gives two distinct possibility of improving 

patient treatment. First, follow up care can be correctly anticipated and allow health care 

providers information to properly prepare the patient for skin effects or skin reactions. 

Secondly, now that the skin dose can be measured directly it can be use to confirm 

the calculated dose to the skin with treatment planning software. This will open up 

the possibility of further defining criteria, such as tumor to surface distance, for patient 

treatment. 
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5 Conclusions 

5.1 Initial Experiments 

The simplicity of the initial set of experiments leads one to conclude that given the 

setup we are using the method of reading out the dosimeters is correct. The general 

trend of the the dose depletion and the dose response experiments are in agreement with 

published results. The variation seen the dose response experiment though does suggest 

the possibility that a high variability exists between batches of dosimeters. Considering 

batches contain 50 dosimeters is hard to image new calibration curves being created for 

every batch given that a calibration curve could use up to 30 dosimeters. 

5.2 Conclusion of Optical Bleaching 

Compared to other methods of optically bleaching nanoDotTM dosimeters, our method 

of using a light box can effectively reduce the dose on the dosimeters after 1 hour by 

99% its original dose. As compared to other methods already discussed, this method is 

neither the best nor the worst method for bleaching. However, the method is effective 

and uses equipment that is found in most clinics. It would not be hard to start bleaching 

the dosimeters with nothing more than dedicated space and time. 

The percentage of remaining dose is a useful measure of the efficiency of the bleach

ing method but the absolute dose remaining on the dosimeter is more important for re
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peated use in the clinic. To reduce the accumulative dose to those comparable to new 

dosimeters, dose ≈ 0.02cGy, multiple days of bleaching should be employed depending 

on the dose on the dosimeter. 

5.3 Repeatability 

The main question we’re trying to answer with our repeatability experiments is what is 

the most accurate way to reuse nanoDotTM dosimeters. Unfortunately, the three different 

energy photon beams we used to compare repeatability measurements between bleach 

and non-bleached nanoDotTM dosimeters tell different stories. 

The similarities between all three irradiating energies is the low standard deviation 

seen for bleached nanoDotTM dosimeters and the increasing uncertainty in measurements 

for non-bleached dosimeters. The extreme difference between measurements after five 

or more irradiations paints a positive picture for the bleaching method for reusing the 

dosimeters. Using the criteria that an uncertainty of greater than 5% would not be useful 

as a measurement tool, the bleached dosimeters could be used 20 times while the non-

bleached dosimeters would not be useful after 5 irradiations. The uncertainty shows the 

precision of the bleached dosimeters is very high and consistent for the duration of our 

experiment. 

The reported absolute dose for the non-bleached nanoDotTM dosimeters also show 

a similar behavior across 6, 10, and 18 MV photon energies. Even though the mean 

of the measurements is close to 100 cGy, the high standard deviation is evident of the 

high variability in the measurements. Therefore, across all energies allowing the dose to 
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accumulate on the dosimeter leads to a low amount of accuracy in dose measurements 

when repeatedly used. 

A difference can be seen when comparing the absolute dose for bleached nanoDotTM 

dosimeters across all three energies. All three show a relatively low deviation from the 

central peak, but the placement of the central peak is the difference. The 6 MV dose 

distribution is centered around 105 cGy, while the 10 and 18 MV energies are centered 

at 99.48 and 99.81 cGy, respectively. If the uncertainty is a measure of precision and the 

mean is a measure of the accuracy, the 6 MV dose distribution is precise but not accurate 

and the 10 MV distribution is accurate but the least precise. The 18 MV dose distribution 

is both accurate with a mean of 99.81 cGy and precise with a standard deviation of 1.59 

cGy. 

The outcomes of our repeatability experiment suggest at higher energies the ability 

to reuse nanoDotTM dosimeters becomes more plausible without the need for further 

calibrations. At 6 MV, a new calibration curve is needed to account for the lack of 

accuracy and reusing nanoDotTM dosimeters with 10 MV may not be possible due to the 

variability. 

If the reuse of the nanoDotTM dosimeter is sought after, our data shows reuse without 

optically bleaching the dosimeter leads to a reported dose that is neither accurate or 

precise. Simply subtracting the final dose from the initial dose for a single irradiation 

produced the most variation and uncertainty in our experiment. 

The sensitivity changes seen in the nanoDotTM dosimeters beyond 20 Gy leads to 

some interesting conclusions. Of course, the speculation of the interplay between deep 

traps is interesting and should be investigated further, but may require specialized equip
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ment beyond the scope of clinical machinery. However, if investigations could show that 

the sensitivity changes in a predictable way, dosimeters with accumulative dose may be

come manageable throughout a large dose range. 

In contrast, the search for other sensitivity plateau regions should continue which 

may identify regions of low sensitivity changes that could be exploited for dosimetric 

purposes. In this scenario, the dosimeters are only useful in plateau regions of accu

mulative dose ranges. Our data shows another possible region of low sensitivity change 

may exist for accumulative doses of 50 to 80 Gy. This may point to a use case where 

once a dosimeter has close to 20 Gy, it is irradiated for an amount of dose so the ac

cumulative dose reaches 50 Gy. Then, for 30 Gy more the nanoDotTM dosimeter will 

be useful again with a new calibration curve. If other plateau regions are found, the 

dosimeter would continue to be dosed up to subsequent regions. 

5.4 INTRABEAM
TM 

Application 

5.4.1 Ion Chamber Quality Assurance 

The nanoDotTM dosimeters can ensure the functionality of the ion chamber by detecting 

a variation in the reported dose rate. Since the ion chamber does not have its own 

quality assurance procedure, the length of treatment would be incorrect if the dose rate 

is misreported to the system. Without a procedure in place to check the ion chamber 

reading, it is unlikely an error will be detected prior to treatment. An error might not be 

detected until the ion chamber is sent out for recalibration which is scheduled for every 
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two years. 

Our procedure for the quality assurance for the ion chamber using nanoDotTM can 

serve as an easy quick first step in the detection of a malfunction of the ion chamber. 

If our method detects a fail, a more in depth inquiry should commence using known 

x-ray sources with established dose rates to further determine the functionality of the 

ion chamber. 

It should also be noted that our test is dependent on the consistent usage of the 

mounting stage. Our experiments with a different fill percentage resulted in a significant 

change in the counts per dose rate constant. The two fill percentages only differ by 10% 

and a 2.5% difference is detected in the derived constant, which leads to a 1% difference 

in error detection ability. Even though there is an overlap in the range of a 1σ deviation 

from the mean, the actual mean counts per dose rate from the two different fills would 

be detected as an error by the other. 

5.4.2 Distance Measurements 

The general trend of an exponentially decreasing dose with distance is seen with our 

experiment whether the ion chamber or nanoDotTM dosimeters are used to measure the 

dose. However, the high dependence on the positioning of the measurement devices and 

the fact that the materials used in the setup are not designed for low keV irradiations 

stops us from making a definitive conclusion. 

Our experiment does form a baseline for future experiments and it shows a dose fall 

off greater than at a linear rate. This fast fall off rate is promising and points to the 



90 

likelihood that the dose to the skin during treatment will remain low. Also, an error of 

less than 10% for all measurements shows promise for the future experiment when keV 

solid water is used. 

5.4.3 Patient Data 

We were able to determine the dose nanoDotTM dosimeter received while on the skin of 

patient receiving INTRABEAMTM treatment. What is believed to be the largest source of 

error is the incident angle of radiation due to the orientation of the nanoDotTM dosime

ters which is unknown. Although measures can be taken during the placement of the 

dosimeters to ensure they are flat against the body, contours of the body prevent the 

normal of the dosimeter to be radial parallel to the applicator. In studies with mammog

raphy, the reduction of dose is approximately 10% at 45circ but increases rapidly to 80% 

deduction at 90circ 
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6 Future Considerations 

6.1 Ion Chamber Quality Assurance 

Although there are many other applications that the nanoDotTM dosimeter could be used 

for, there are a few interesting improvements that could be made on our method of 

quality assurance for ion chambers used with the INTRABEAMTM system. 

First of all, using an external live source to provide the electrometer in the system 

with the minimum current is trouble some. The live source requires extra safety precau

tions that come with transporting and handling live sources. A serious improvement to 

the procedure could be made if the live sources were not used. The electrometer needs 

to run in an output mode of 300 volts. A simple circuit could be designed to give the 

electrometer the necessary current using this voltage source. 

Secondly, it would be nice to know the variability in construction with the 3-D 

printer, namely, the variation in density for a given setting. This could effect the mea

surements due to backscatter and therefore not allow comparison of data over the entire 

use of the method. 

Finally, experiments with different stage fill amounts could be performed to see the 

effect due to a change in density of the stage. Knowing how the effect of changing the 

fill setting during construction and know the variability in the construction at every fill 

setting will complete the picture for how to design the proper stage and give a better 
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measure of uncertainty in this method. 

6.2 Customizable Phantoms 

The construction of the nanoDotTM dosimeter stage with a 3-D printer opens up the pos

sibility of customizable phantoms. The potential and the practicality of customizable 

phantoms should be explored for its use with medical dosimeter. The idea of using dif

ferent types of plastics and varying the density could have an wide range of application 

from experimenting to quality assurance testing. 

6.3 Measuring Points along the INTRABEAM
TM 

Depth Dose Curve 

The goal of this project is to allow users of the INTRABEAMTM system to measure their 

two or three points along the manufacturer supplied depth dose curve using nanoDotTM 

dosimeters. The idea is to correlate the nanoDotTM dosimeter measurements from the 

XRS probe to actual measurements performed in water by the same probe with the same 

output settings. The ability to measure these points independently allows the user to 

check the output of the XRS against the manufacturer supplied data, which is currently 

not possible in any capacity. A procedure based around this project could become part 

of the an annual or bi-annual quality assurance check for the device. 

This project has significant challenges ranging from cross calibrating water chamber 

measurements to ion chamber measurements to nanoDotTM measurements all at the same 

depth; set-up and characterizing any materials that are used to hold any of chambers 
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in place; and characterizing angular dependent correction factors for orientation issues 

with the nanoDotTM dosimeters. Plus, some of the measurements will be done in water 

and the supplied ion chamber is not water proof. 

6.4 INTRABEAM, Xoft, and External Beam Radiation 

Our experiments are helping to understand the correct way to interpret results for nanoDotTM 

dosimeters at the 50 keV range. Further experiments are need to achieve the optimal 

technique for using the dosimeters to measure skin dose to aid in treatment planning 

and assessment of delivery. 

If emerging technologies hope to gain ground in the usage of treatment methods, a 

comparison study has to be done between the new technology and the current methods, 

namely external beam radiation therapy. NanoDotTM dosimeters can provide surface 

radiation details that are not currently directly measured. These types of measurements 

can provide information that can help determine the best type of treatment for a patient. 

INTRABEAMTMand Xoft are two new emerging technologies that deliver radiation 

using low keV x-rays, which are known to have a sharp drop off of dose in tissue. 

This sharp drop off could be looked at as an advantage over external beam radiother-

apy(EBRT) because it reduces side effects primarily due to effects from skin radiation 

exposure. Thus, measuring the skin toxicity from these devices while being used in in

traoperative radiation therapy is a high priority in order to compare effects to those of 

EBRT. 
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6.5 Eye Plaque 

Eye plaque therapies use 125I as a source for delivering dose to a patient’s eye. As a 

source, 125I emits a gamma at 35 keV. A project designed to measure patient surface 

dose with OSLDs would require characterization that includes this energy. 

6.6 Real Time Dosimetry 

Real time dosimetry with OSLDs is an emerging technology. Since nanoDotTM dosime

ters stimulate with one wavelength and emit with another, the technology is moving 

quickly toward the possibility of real time dosimetry with a continuous stimulating light 

verses the pulsed light used for read out purposes. Investigations into this area of re

search could really open up options in the area of personal dosimeters by replacing 

passive dosimeters. 
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