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A radiation model was developed for retrieving cloud visible optical depth,

droplet effective radius, and cloud top emission temperature using AVHRR satellite

observations at 0.63, 3.7, and 11 Lm. The model was used to determine the sensitivity

of the retrieved properties to various approximations often employed in such retrievals.

Droplet effective radius appears to be the most sensitive to the commonly used

approximations. Cloud properties retrieved using a 16-stream scheme were within ±5%

of those retrieved using a 148-stream scheme. Cloud properties retrieved using double

Henyey-Greenstein phase functions were within ±10% of those retrieved using Mie

scattering. The retrieved cloud properties were used to investigate biases that arise when

partly cloudy pixels were assumed to be overcast and biases that arise due to oblique

satellite view angles. On average, cloud visible optical depths retrieved for partly cloudy

pixels were 40-60% of those retrieved for overcast pixels. Likewise, cloud liquid water

paths were 30-50%, droplet effective radii were 1-3 jm smaller, and cloud top emission

temperatures were 2-4K larger. Cloud visible optical depths retrieved at 60° satellite

zenith angles were 60-70% of those retrieved at nadir. The retrieved droplet effective

radii and cloud top emission temperatures varied little with changing satellite zenith
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angle. For March 1989, cloud optical depths and cloud emission temperatures retrieved

for pixels overcast by single-layer, low-level clouds were negatively correlated. Cloud

optical depth, liquid water path, and droplet effective radius were positively correlated

with the sea surface-cloud top temperature difference.

The retrieved cloud properties were also compared for the spatial coherence,

CLAVR (Clouds from AVHRR), and a threshold method based on International Satellite

Cloud Climatology Project procedures. For regions containing single-layered cloud

systems, fractional cloud cover and cloud brightness temperatures derived by the

ISCCP-like threshold method were systematically larger than those derived by the

spatial coherence method, whereas cloud reflectivities were systematically smaller.

Cloud reflectivities and brightness temperatures derived by CLAVR and the spatial

coherence method were in better agreement.
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Properties of Low-Level Marine Clouds as Deduced from Advanced
Very High Resolution Radiometer Satellite Observations

Chapter 1
Motivation and Overview

1.1 Background

Clouds influence the climate primarily through their effect on the earth's radiation

budget. Their effect on the shortwave radiation leads to cooling; their effect on the

longwave radiation leads to warming (Hartmann and Short, 1980; Ramanathan et al.,

1989; Harrison et al., 1990; Arking, 1991). At short wavelengths, clouds reflect a

large portion of the incident solar radiation back to space and reduce the solar energy

absorbed by the earth. This cooling effect, known as the albedo effect, increases the

global albedo of the earth from a clear sky value of about 15% to the observed value

of roughly 30%.

At long wavelengths, clouds absorb and re-emit radiation. Since temperatures in

the atmosphere generally decrease with altitude, the cloud top temperature is usually

lower than the temperature of the underlying surface. As clouds are nearly opaque

to longwave radiation, the outgoing longwave emission for overcast conditions is

generally less than that for cloud-free conditions. As a result, clouds reduce the

outgoing longwave radiation at the top of the atmosphere and increase the longwave

radiation absorbed within and below the cloud layer. This heating effect is the well-

known greenhouse effect.
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In the past two decades, the climate change expected from the buildup of

atmospheric trace gases has spawned a great number of studies attempting to predict

the future climate. Whether the earth's climate is following a warming trend and

whether the cloud feedback effect will diminish or enhance the warming are debatable.

Numerous climate models, e.g., radiative-convective models (RCMs) and general

circulation models (GCMs), have long been used to simulate the earth's atmosphere

and to improve understanding of the climate and climate change. Nevertheless, while

these studies have established beyond doubt that clouds play a major role in the

earth's radiation balance, they have also demonstrated that the parameterization of

cloud properties for use in climate models is a formidable problem. By comparing

results obtained from 19 GCMs, Cess et al. (1990) showed that the GCMs agree well

when effects due to clouds are neglected, but they produce tremendous differences

when the cloud effects are included.

Recently, the role of clouds in earth's climate has been characterized in terms

of "cloud radiative forcing" the change to the earth's radiation budget brought

about by the presence of clouds (Ramanathan et al., 1989). The net forcing is about

15 Wm2 on a global scale. The minus sign indicates that the cooling effect of

clouds dominates their heating effect. The magnitude of the forcing is several times

the magnitude of the forcing brought about by doubling the atmospheric concentration

of CO2, which is taken to be a reduction in the longwave emission of 4 Wnf2 at the

tropopause (Ramanathan and Coakley, 1978). Clearly, the effect of clouds is so strong

that relatively small changes in cloud properties are likely to significantly influence the

earth's radiation budget. Cloud properties that affect the radiation budget are cloud

cover fraction, cloud top altitude, cloud liquidlice water path, and cloud hydrometeor

size. By estimating the variation in the cloud radiative forcing to infer the radiative
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effect of these cloud properties, Coakley (1993) estimated that a change of -'0.04-0. 12

in cloud cover fraction, -600 meters in cloud top altitude, '- 10% in cloud liquid/ice

water path, or 10% in cloud hydrometeor size with liquid/ice water path held constant

would affect the earth's radiation budget at a level comparable to the radiative impact

of a CO2 doubling. The sensitivity of climate models to these cloud properties has

also been documented by Wetherald and Manabe (1984), Roeckner et al. (1987), and

Slingo and Slingo (1991), among many others.

1.2 Motivation

This study was originally motivated by Cess et al. (1990) and later by Tselioudis

et al. (1992) and Han et al. (1994). Cess et al. performed comparisons of 19 general

circulation models and found that the radiative response of these models differed by

a factor of three. They attributed most of the differences in the radiative response

to differences in the cloud parameterization schemes used in the models. Clearly,

the interactions between clouds, earth's radiation budget, and climate are still poorly

understood. Reliable long-term observations of cloud properties are needed in order to

improve the treatment of clouds in climate models.

Current research efforts have sought to obtain cloud properties from satellite

observations. Tselioudis et al. (1992) used one year of ISCCP (International Satellite

Cloud Climatology Project) cloud data to derive the global relationship between cloud

optical depth and temperature for low-level clouds. They found that an increase in

cloud temperature lead to a decrease in cloud optical depth. They suggested that the

cloud optical depth feedback would be positive, opposite to the negative cloud optical
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depth feedback proposed by Somerville and Remer (1984). A positive feedback means

that clouds reflect less sunlight as the earth warms. Han et al. (1994) used two years of

ISCCP data to derive the near-global (60°S-60°N) distribution of water-cloud droplet

effective radius. The results obtained by Tselioudis et al. and by Han et aT. may be

biased because many pixels identified by ISCCP as being overcast are in fact only

partly cloud-covered.

TSCCP cloud properties are obtained through the application of thresholds to

satellite imagery data (Rossow and Schiffer, 1991; Rossow and Garder, 1993). Pre-

determined threshold values are used to divide satellite pixels into three categories:

"clear", "cloudy", and "overcast". Pixels falling in the "clear" category are treated

as completely cloud-free. Pixels falling in the "cloudy" and "overcast" categories are

treated as completely overcast. Radiances observed for the "overcast" pixels are then

used to derive cloud properties. On the other hand, common observations of broken

cloudy skies lead one to expect that the occurrence of broken clouds on scales that are

smaller or comparable to the spatial resolution of imagers providing global coverage

(typically 4-8 km) is rather common. When clouds are broken, it seems unlikely that

they would align themselves to fall exactly within the footprint of an imager pixel as

the satellite flies over. If many of the pixels identified by ISCCP as being overcast

are in fact only partly cloud-covered (Wielicki and Parker, 1992; Chang and Coakley,

1993), then many of the properties attributed to clouds in ISCCP cloud data products

are probably biased. They are contaminated by the properties of the cloud-free portions

of the pixels. Errors associated with threshold estimates of cloud properties may be

sizable. The relationship between cloud optical depth and cloud temperature obtained

by Tse!ioudis et al. (1992) and the cloud droplet effective radii obtained by Han et

al. (1994) need to be re-examined using pixels that are more likely to be overcast.
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For the retrieval of cloud properties, a plane-parallel radiation model is developed.

The satellite view angle dependence in the retrieved cloud properties is assessed for

pixels that are overcast by single-layered, low-level clouds. The model is used to

assess the sensitivity of the retrieved cloud properties to various approximations often

employed in such retrievals.

In addition, comparisons are performed for the cloud properties retrieved using

the spatial coherence method (Coakley and Bretherton, 1982), CLAVR (Clouds from

AVHRR, Stowe et al., 1997), and a threshold method that simulates the ISCCP scheme

(Rossow and Garder, 1993). It has been argued that cloud analysis methods are merely

used to "define" clouds and therefore differences in the treatment of cloudy pixels may

present no more than different ways of "defining" cloud properties (Rossow, 1989).

Comparing the results of one method with those of another may be of little relevance

unless the different ways of "defining" cloud properties lead to differences in cloud

physical quantities - like cloud optical depth, cloud droplet size, cloud altitude, and

cloud liquid water path that might be measured by alternate means.

1.3 Rationale

The dissertation explores the retrieval of cloud properties for single-layered, low-

level clouds based on radiances from the NOAA-1 1 Advanced Very High Resolution

Radiometer (AVHRR) for the Pacific ocean during March 1989. The spatial coherence

method (Coakley and Bretherton, 1982) and an iterative numerical scheme developed

for retrieving cloud properties from satellite observations are employed to derive optical

depths, droplet effective radii, emission temperatures, and liquid water paths for these



single-layered, low-level clouds. The spatial coherence method identifies cloud systems

that form well-defined layers on large spatial scales (100-200 km). Experience with

satellite imagery data shows that layered cloud systems are rather common over ocean,

e.g., marine stratus and stratocumulus, and they are relatively easily identified (Coakley

and Baldwin, 1984). The spatial coherence method uses the pixel-to-pixel variability

in the 11 -1um radiance field to identify pixels that appear to be completely overcast by

clouds in a given layer. Properties of cloud layers are then deduced from the overcast

pixels.

Cloud systems are often presumed to obey the physical relationships associated

with a plane-parallel, homogeneous cloud. Clearly, single-layered cloud systems

are expected to exhibit such a behavior more closely than would more complex

cloud systems. Effective properties of layered cloud systems should be more readily

measurable than the macrophysical and microphysical properties of individual clouds.

Large-scale variations in cloud properties brought about by changes in earth's climate

may well be noticed first in layered cloud systems. To understand the role that clouds

play in governing the earth's radiation budget and climate, layered cloud systems

deserve special attention.

Since light scattering by ice crystals is difficult to model (e.g., Heymsfield and

Miloshevich, 1993; Macke, 1993; Macke et al., 1996), the cloud property retrieval

scheme used here is developed for water clouds only. The dissertation focuses only on

low-level clouds in order to limit effects due to phase changes. Low-level clouds have

been shown to have a strong influence on the earth's net radiation balance (Hartmann et

al., 1992). These clouds substantially increase the planetary albedo because they have

higher reflectivies than does the underlying surface. Low-level clouds also have little
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influence on the thermal radiation emitted to space because their temperatures are close

to the temperatures of the underlying surface. Since their albedo effect dominates, the

net effect of these clouds on the earth's radiation budget is negative. They reduce the

net radiation balance on a global-annual average basis by about 15 Wm2 (Hartmann et

al., 1992). Furthermore, the average amount of low-level clouds is about 29% globally

and 34% over ocean (Klein and Hartmann, 1993). With such a high occurrence, the

earth's radiation budget is obviously sensitive to changes in the area that they cover

and their optical properties.

With regard to cloud property retrievals, an iterative retrieval scheme similar

to those used by Han et al. (1994), Platnick and Twomey (1994), and Nakajima and

Nakajima (1995), is developed for retrieving cloud optical depths, droplet effective

radii, and cloud top emission temperatures from AVHRR radiances observed at 0.63,

3.75, and 11 tm. All previous schemes were applied to cloud-contaminated pixels that

included both the partly cloudy and overcast pixels. Here, the retrieval is applied only to

overcast pixels. The retrieval scheme explores the use of both Mie theory and a double

Henyey-Greenstein phase function to model the scattering by cloud droplets. The

correlated k-distribution routines developed by Kratz (1995) for the AVHRR channels

are used to account for atmospheric gaseous absorption. Rayleigh scattering is used

to account for scattering by molecules.

1.4 Outline of the dissertation

Chapter 2 compares results of the spatial coherence, CLAVR, and an ISCCP-like

threshold method. Section 2.1 is an introduction. Section 2.2 briefly describes the



three methods. Section 2.3 compares the cloud-free properties derived by the spatial

coherence method and CLAVR. Section 2.4 compares the cloud properties derived by

all three methods. Section 2.5 discusses the discrepancies found between the three

methods. Chapter 3 describes the cloud property retrieval scheme. Section 3.1 is

the introduction. Section 3.2 describes the radiative transfer model for the cloud layer.

Section 3.3 describes the calculations of atmospheric absorption and scattering. Section

3.4 describes the iterative procedure of the cloud property retrieval scheme. Section

3.5 presents the retrieved cloud properties and the comparison with retrievals obtained

using the Platnick-Twomey scheme. Section 3.6 presents the sensitivity of the retrieval

scheme to approximations often employed in similar schemes.

Chapter 4 estimates biases in cloud properties retrieved by assuming that partly

cloud-covered pixels are due to overcast conditions. Chapter 4 also examines the

satellite view angle dependence in the retrieved cloud properties. Section 4.1 is the

introduction. Section 4.2 describes the procedures used to retrieve low-level cloud

properties from the March 1989 data. Section 4.3 shows the spatial and temporal

occurrences of single-layered, low-level cloud systems. Section 4.4 compares low-

level cloud properties retrieved from the overcast and partly cloud-covered pixels.

Section 4.5 shows the effect of satellite view angle on the retrieved cloud properties.

Section 4.6 further investigates the cloud droplet effective radii retrieved from pixels

containing broken clouds.

Chapter 5 examines the cloud visible optical depth and temperature relationship

for single-layered, low-level cloud systems. Section 5.1 is the introduction. Section

5.2 describes cloud optical depth feedback. Section 5.3 presents ISCCP low-level

cloud visible optical depths and temperatures. Section 5.4 presents the variations



of cloud visible optical depth with cloud top temperature and 740mb atmospheric

temperature. Section 5.5 presents the variations of cloud visible optical depth with

sea surface temperature. Section 5.6 discusses the relationships between cloud visible

optical depths and temperatures.

Chapter 6 investigates relationships between cloud visible optical depth, cloud

liquid water path, cloud droplet effective radius, and sea surface-cloud top temperature

difference for single-layered, low-level cloud systems. Section 6.1 is the introduction.

Section 6.2 presents the cloud liquid water paths obtained for the single-layered, low-

level systems. Section 6.3 shows the effect of partly cloud-covered pixels on cloud

liquid water path and droplet effective radius retrievals. Section 6.4 presents the

relationships obtained between cloud visible optical depth, cloud liquid water path,

and droplet effective radius. Section 6.5 presents the variations of cloud liquid water

path and droplet effective radius with cloud top temperature. Section 6.6 shows the

variations of cloud liquid water path and droplet effective radius with sea surface-cloud

top temperature difference. Section 6.7 discusses the role of cloud vertical thickness

in determining low-level marine cloud liquid water path, optical depth, and droplet

effective radius.

Chapter 7 contains concluding remarks.
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Chapter 2
Cloud Detection Using the Spatial Coherence, CLAVR, and

an ISCCP-Like Threshold Method

2.1 Introduction

Meteorological satellites have made possible global observations of clouds. Many

cloud analysis methods have been suggested for the detection of clouds from satellite

imagery data (e.g., Coakley and Bretherton, 1982; Rossow et at., 1985; Rossow and

Garder, 1993; Stowe et al., 1997). These methods have been used to detect the presence

of clouds based on the radiance field of the imagery data and to determine the cloud

amount. The radiances for imagery pixels (typically 4-8 km in resolution for global

coverage) that are determined to be cloudy are used to derive cloud reflectivities,

brightness temperatures, andlor more physical properties, such as optical depth, droplet

size, and liquid/ice water path. This chapter focuses on cloud detection and the

derivations of fractional cloud cover, refiectivities, and brightness temperatures. The

next chapter, presents a radiation model and the retrievals of cloud optical depth, droplet

effective radius, and cloud top emission temperature.

In this chapter, the spatial coherence method (Coakley and Bretherton, 1982),

CLAVR (Clouds from AVHRR, Stowe et al., 1997), and a threshold method based

on ISCCP (international Satellite Cloud Climatology Project) procedures (Rossow and

Garder, 1993) for extracting clouds from satellite observations are explored. The

three methods were applied to NOAA-1 1 AVHRR 4-km GAC data taken from oceanic
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daytime passes to identify pixels that were either cloud-free, overcast, or partially

cloud-covered. In the case of ISCCP, pixels are identified as being cloud-free, cloudy,

or overcast. The fraction of pixels identified as either cloudy or overcast is taken to be

the cloud cover, but only the overcast pixels are used to obtain the cloud properties.

Cloud-free properties derived by CLAVR were compared to those derived by the spatial

coherence method. Cloud properties and cloud cover fractions were derived for 250-km

and 60-km-scale regions containing only single-layered cloud systems and compared

for the three methods.

The primary objective of the comparisons is to investigate differences in the cloud

properties derived by the three methods. Such comparisons are essential because, first,

the cloud properties derived by ISCCP are receiving considerable use in assessments

of the effect of clouds on the earth's radiation budget (Hartmann et al., 1992), the

relationship between low-level cloud optical depth and temperature (Tselioudis et al.,

1992), the global distribution of water-cloud droplet size (Han et al., 1994), and the

relationship between cloud droplet size and cloud albedo (Han et al., 1997). In ISCCP,

cloud properties are obtained through the application of radiance thresholds (Rossow

and Garder, 1993). Threshold methods use predetermined threshold values to dis-

tinguish between pixels that are cloud-free and cloud-contaminated. The pixels that

are identified as being cloud-contaminated are treated as being completely overcast

These cloud-contaminated pixels are divided into cloudy and overcast pixels by addi-

tional threshold. Radiances obtained for these overcast pixels are used to derive cloud

properties for ISCCP. As was shown in Coakley and Kobayashi (1989) and in Coak-

ley (1991), properties of broken clouds are distinctly different from those of uniform,

overcast clouds. If many of the pixels identified by ISCCP as being overcast were

in fact only partly cloud-covered and if these partly cloud-covered pixels were taken
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to be overcast, many of the properties attributed to clouds in the ISCCP data stream

would be biased (Wielicki and Parker, 1992; Chang and Coakley, 1993).

CLAVR is being developed as an operational routine by NOAAINESDIS (Stowe

et al., 1997). Unlike ISCCP, both CLAVR and the spatial coherence method seek to

identify pixels that are either cloud-free, overcast, or partly cloud-covered. CLAVR

and the spatial coherence method use different approaches to identify cloud-free and

overcast pixels. CLAVR bases the identification on a decision-tree procedure which

incorporates various thresholds applied to the pixel-scale radiances and to the variability

of the radiances in 2 x 2 arrays of the 4-km GAC pixels. The spatial coherence method

employs a cluster scheme to identify overcast or cloud-free 2 x 2 arrays exhibiting

low spatial variability in the 11 -tm radiance field and having mean radiances that form

relatively tight clusters in the 11 -m radiance domain. The properties of cloud-free

regions and the properties of single-layered clouds derived by CLAVR are compared

with those derived by the spatial coherence method to assess the performance of

CLAVR.

This study focuses on single-layered cloud systems. Such cloud systems are

relatively easy to identify from satellite imagery data (Coakley and Bretherton, 1982).

Single-layered cloud systems, like marine stratus and stratocumulus often extend over

large oceanic regions (250 km)2. In all cloud retrieval schemes, clouds are assumed

to behave like plane-parallel, horizontally homogeneous clouds. Single-layered cloud

systems are expected to exhibit such behavior more closely than would more complex

cloud systems. This study uses the spatial coherence method to identify the single-

layered systems.
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2.2 Data analysis

2.2.1 AVHRR GAC data

AVHRR 4-km GAC (Global Area Coverage) data from NOAA- 11 is used for this

study. The AVHRR imager has five channels at wavelengths of 0.63 (0.58-0.68) tm,

0.89 (0.72-0.98) sam, 3.7 (3.55-3.93) urn, 11(10.3-11.3) tm, and 12(11.5-12.5) 1um.

The instantaneous field of view of each channel is approximately 1.4 milliradians

leading to a nadir resolution of 1.1 km for a satellite altitude of 833 km. AVHRR

scans perpendicularly to the orbital motion of the NOAA satellite. The scanning rate is

360 scan lines per minute. GAC data is produced by a processor on board the satellite

which samples the real-time AVHRR data. Four out of every five samples along the

scan line are used to compute an average value, and the data from only every third

scan line are processed. The volume of GAC data is much smaller than the volume

of the original AVHRR data. The spatial resolution of GAC pixels at nadir is taken

to be 4 km (Kidwell, 1991).

One day of AVHRR GAC data obtained on September 6, 1989 was analyzed

by NOAAINESDIS (NOAA National Environmental Satellite Data Information and

Service) using CLAVR Phase II algorithm to identify pixels that were either cloud-free,

overcast, or mixed (partly cloudy). The amount of the CLAVR Phase II data available

for this study is currently limited. The AVHRR satellite orbits the globe approximately

14 times per day. The single day of data covers the entire earth. Only daytime

passes over oceanic regions between 55°N-55°S were used for this study. The data

was analyzed by the spatial coherence method to identify 60-km-scale regions which
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contained only single-layered cloud systems. The comparisons of cloud properties

derived by the spatial coherence method, CLAVR, and an ISCCP-like threshold method

were performed for these single-layered systems.

2.2.2 The spatial coherence analysis

The spatial coherence method (Coakley and Bretherton, 1982) was applied to the

September 6, 1989 AVHRR GAC data to identify single-layered clouds over oceans

which extended over moderately large regions (250 km)2. In addition, the regions

containing single-layered clouds had overcast and cloud-free pixels that spanned several

of the 2 x 2 pixel arrays somewhere within the region. The spatial coherence method

utilizes the local spatial variability of the 11-jim radiance field to identify pixels that

are cloud-free and pixels that are overcast by the single-layered cloud system. The

radiances associated with cloud-free pixels are emitted primarily from the cloud-free

ocean and the radiances associated with the overcast pixels are emitted primarily from

the cloud layer. The pixels having radiances which lie between those for the overcast

and those for the cloud-free pixels are taken to be partially covered by the single-

layered clouds.

Figure 2.1 shows images constructed from the AVHRR 11-jim and 0.63-jim

radiances for a geographic region of approximately 2400 km x 2000 km. The region

contains 384 x 512 (scan spots x scan lines) of GAC pixels and is obtained from

a 5minute orbital segment over the western Pacific ocean centered at about (25° N,

157°E). The images are constructed so that clouds appear as light objects against

the dark ocean background. The purple areas denote regions having low 11-jim
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emission temperatures (high-level clouds) and large 0.63-tm refiectivities (optically

thick clouds).

Figure 2.2a shows the spatial coherence analysis of 2 x 2 pixel arrays for a

typical single-layered cloud system over ocean. The radiances are from Box A in

Figure 2.1. The data covers an area of approximately (250 km)2 and contains 64 x 64

GAC pixels. The local means and standard deviations of the AVHRR 1 1-tm radiances

are shown for every 2 x 2 pixel array. Each point in the figure represents an (8

km)2 portion within the (250 km)2 area. The points (solid circles) with low standard

deviations and relatively large 1 1-jim local mean radiances (near 105 mWm2sr'cm)

are associated with the emission from the cloud-free ocean. The pixels that contribute

to these points are taken to be cloud-free. The points (crosses) with low standard

deviations and relatively small 1 1-tm local mean radiances (near 20 mWm2sr'cm)

are associated with the emission for overcast pixels. The pixels that contribute to these

points are taken to be overcast. The remaining points (open circles) with larger standard

deviations and forming an arch between those cloud-free and overcast pixels are taken to

be partially covered by the single-layered cloud system. The spatial coherence method

incorporates a clustering scheme to automatically determine the pixel arrays that make

up the cloud-free and the overcast feet of the arch. The scheme identifies pixel arrays

as cloud-free or overcast if they exhibit locally uniform 11 -Itm radiances that also

form a tight cluster in the domain of the local mean 11 -tim radiances (Coakley and

Bretherton, 1982).

Figure 2.2b shows a two-layered cloud system which is obtained from square

B in Figure 2.1. The spatial coherence analysis shows that the 250-km-scale region

appears to contain a low-level system with 1 1-jim emission near 65 mWm2sf1cm and



;T ,

(a) 11 tm Radiance

11 -p.m Radiance
10 30 50 70 90 110 130

205 225 245 265 285 305

Brightness Temperature

(b) O.63-1im Reflectivity

0 20 40 60 SQ 100

Reflectivity (%)

Figure 2.1 NOAA- 11 AVHRR 4-km GAC data for (a) 11 p.m and (b) 0.63 p.m. The images are approximately 2400 km x 2000 km
(384 x 512 pixels) for September 6 1989 over the Pacific ocean off the coast of Japan. The Boxes indicate 250-km regions.
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an upper-level system with 1 1-tm emission near 20 mWm2sr1cm. The upper-level

system appears to belong to the cloud system shown in Figure 2.2a. Note that in Figure

2.2b there are not enough pixel arrays to construct a cloud-free foot. The cloud-free

radiance for such a region is determined by interpolation from nearby regions which

contain pixels that are identified as being cloud-free.

Figure 2.3 shows the results of the spatial coherence analysis for the data shown

in Figure 2.1. Figure 2.3a shows the cloud mask constructed based on the spatial

coherence analysis. Pixels belonging to local 2 x 2 arrays which emit and reflect

spatially uniform radiances are taken to be cloud-free. These cloud-free pixels are

shown in ocean blue. Pixels belonging to 2 x 2 arrays which emit spatially uniform

1 1-jim radiances but exhibit variability in 0.63-tm reflected radiances are taken to

be overcast by a layered cloud system. These overcast pixels are shown as "FOOT"

in the cloud mask. The color of the "FOOT" pixels denotes their 1 1-jim brightness

temperatures. The rest of the pixels are shown in different colors which indicate

the 1 1-tm brightness temperature associated with the pixel radiance and in different

shading which indicates the fractional cloud cover derived for the pixel. Figure 2.3b

shows the pixel-scale cloud cover fraction. The procedures used to construct the cloud

mask and to derive pixel-scale cloud cover fraction are described in the appendix.

Table 2.1 shows the number of 250-km-scale regions that are identified by the

spatial coherence method as containing single-layered cloud systems. The number

of 250-km regions that are cloud-free or contain more complex cloud systems are

also shown. The table shows that, for this single day of analyzed data, about 4% of

the 250-km regions were found to be cloud-free (A < 0.05) and 26% were found

to contain a single-layered cloud system. For the 250-km regions that contained a
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Table 2.1 Number of 250-km regions identified as being cloud-free, cov-
ered by a single-layered cloud system, or covered by more complex clouds.

Cloud-free
A <0.05

Single-layered
A <0.95

Single-layered
A > 0.95

More complex
0 < A < 1

79 538 8 1463

Table 2.2 Number of 60-km regions identified as being cloud-free, over-
cast, or partially cloud-covered. The 60-km regions were taken from the
250-km regions containing single-layered systems, as shown in Table 2.1.

Cloud-free
A < 0.05

Partly cloud-covered
0.05 < A < 0.95

Overcast
A > 0.95

946 7153 637

single-layered cloud system, about 98.5% were found to be partially covered by the

layered clouds. Furthermore, the 60-km-scale regions which constituted those 250-km

regions containing single-layered systems were divided into cloud-free, overcast, and

partly cloud-covered categories. Table 2.2 shows the numbers obtained for these three

categories. About 11% of the 60-km regions were found to be cloud-free and 7%

were found to be overcast. Most of the 60-km regions were partially covered by the

layered cloud systems.

2.2.3 CLAVR decision-tree analysis

CLAVR (Clouds from AVHRR) is currently being developed by NOAAINESDIS

as an operational routine for cloud detection and cloud classification using AVHRR data
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(Stowe et al., 1997). The September 6, 1989 CLAVR data used in this chapter was

analyzed with the CLAVR Phase II algorithm. The CLAVR Phase II algorithm uses

all five channels of AVHRR data to detect clouds and then classifies overcast pixels

as being covered by either low-, mid-, or high-level clouds (Stowe et el., 1997). The

algorithm uses the multispectral radiances, radiance differences, and spatial variations

in sequential decision-tree tests. CLAVR, like the spatial coherence method, groups the

AVHRR GAC pixels into 2 x 2 pixel arrays. Three different categories: cloud-free,

overcast, and mixed, are identified for the 2 x 2 pixel arrays. The rules for identifying

these pixels are briefly described as follows:

If all four pixels in the array fail all of the cloud-contamination tests, then all four

pixels are labeled as cloud-free (cloud cover fraction = 0). If all four pixels pass at

least one of the cloud-contamination tests, then the four pixels are labeled as overcast

(cloud cover fraction = 1). If only 1 to 3 pixels pass the cloud-contamination tests,

then all four pixels are labeled as mixed and assigned an arbitrary cloud cover fraction

of 0.5. If all four pixels that have been identified as being mixed or overcast satisfy a

clear restoring test, then these pixels are re-classified as "restored-clear". The specific

tests are described in Stowe et al. (1997).

Figure 2.4 shows the CLAVR analysis of the 2 x 2 pixel arrays for the data

shown in Figure 2.2. Unlike the spatial coherence method, CLAVR does not use a

clustering scheme in the 11 -Jim radiance domain. A comparison of Figures 2.2 and

2.4 indicates that CLAVR identifies many more pixels as being overcast than does

the spatial coherence method. The large fraction of overcast pixels for CLAVR is

due to the use of a gross cloud-reflectivity threshold for the visible channel. CLAVR

applies relatively stringent spatial-uniformity test to the 11 -tim radiance field and as a
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Figure 2.5 Pixel-scale cloud cover fraction obtained for the data shown in Figure 2.1. (a) CLAVR and (b) ISCCP-like
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result, CLAVR identifies fewer cloud-free pixel arrays than does the spatial coherence

method as shown in Figure 2.4a. Figure 2.5a shows results of the CLAYR analysis

for the images shown in Figure 2.1. The comparison with Figure 2.3 reveals that

CLAVR identifies fewer cloud-free pixels, particularly in regions where broken clouds

are extensive.

2.2.4 ISCCP-like threshold analysis

ISCCP was established in July 1983 as part of the World Climate Research

Program (WCRP) in order to gain information on global observations of clouds and

then to improve the treatment of clouds in climate models (Schiffer and Rossow,

1983). The ISCCP cloud analysis algorithm uses two channels, one visible and one

infrared, for cloud detection (Rossow and Schiffer, 1991; Rossow and Garder, 1993).

The ISCCP algorithm compares each observed radiance value with a corresponding

"clear-sky composite" value. For each pixel, clouds are assumed to be present if

the infrared and visible radiances for the pixel differ from the "clear-sky" values by

more than the uncertainty in the radiances attributed to the "clear-sky" values. The

algorithm is based on the premise that the observed visible and infrared radiances are

affected by only two conditions, "cloudy" and "clear," and that the ranges of radiances

and their variability associated with these two conditions do not overlap (Rossow and

Garder, 1993). A pixel is classified as "cloudy" if either the visible or the infrared

radiance is distinct from the corresponding "clear-sky" radiance by an amount larger

than the uncertainty in the "clear-sky" radiance. To determine the fractional cloud

cover, ISCCP assigns a cloud cover fraction of 1 for the "cloudy" pixels and 0 for the

"clear" pixels. Additional thresholds are also applied to pixel radiances to determine
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pixels that are "definitely" overcast. Radiances of these pixels are then used to derive

cloud properties.

A threshold method was developed to simulate the JSCCP scheme. As is done

in ISCCP, O.63-jtm reflectivities were first normalized by dividing by the cosine of the

solar zenith angle and 11 -pm brightness temperatures were corrected for the effect of

limb darkening (Rossow and Garder, 1993). Then, a O.63-m reflectivity threshold,

R3 + AR3, and a 1 l-tm brightness temperature threshold, T3 AT3, were used

to identify the "cloudy" pixels, as shown in Figure 2.5b, where R3 is the "clear-

sky" O.63-tm reflectivity. T3 is the "clear-sky" 1 1-sum brightness temperature, and

AR3 = 0.03 and AT3 = 2.5K are the ISCCP threshold values for ocean scenes.

A pixel which has either a O.63-m reflectivity larger than R3 + AR3 or an 1 1-jim

brightness temperature smaller than T3 AT3 is taken to be "cloudy" by ISCCP.

A pixel which has both a O.63-tm reflectivity larger than R3 + 2AR3 and an 1 1-um

brightness temperature smaller than T3 2AT3 is taken to be "overcast" by ISCCP. The

ISCCP cloud reflectivities and brightness temperatures are derived from the "overcast"

pixels. The ISCCP cloud cover fractions are derived by counting both the "cloudy"

and "overcast" pixels. The calculation of cloud cover fraction is described in Section

2.4. The cloud-free radiances derived by the spatial coherence method were used to

determine the "clear-sky" reflectivities and brightness temperatures. The ISCCP-like

threshold method was applied to the September 6, 1989 AVHRR GAC data. Figure

2.5b shows results of the ISCCP-like threshold analysis obtained for the images shown

in Figure 2.1. The ISCCP-like threshold method produces far greater fractional cloud

cover (the fraction of pixels that are identified as cloudy and overcast) than are produced

by either the spatial coherence method or CLAVR.
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2.3 Comparison of cloud-free properties derived by CLAVR and
the spatial coherence method

Cloud-free 0.63-tm reflectivities and 11 -1um brightness temperatures are derived

from pixels that are identified as being cloud-free. Figure 2.6 shows a) cloud-free

O.63-itm reflectivities and b) cloud-free 11 -m brightness temperatures derived by the

spatial coherence method and CLAVR. Each point gives the average values for the

cloud-free pixels obtained within a 60-km-scale region. Only regions for which cloud-

free pixels were identified by both the spatial coherence method and CLAVR are shown.

The cloud-free 0.63-tm reflectivities and the cloud-free 1 1-rim brightness temperatures

derived by the two methods generally agree, except that many of the cloud-free pixels

found by CLAVR have large 0.63-tm reflectivities.

The cause of the large cloud-free reflectivities found by CLAVR is illustrated

in Figures 2.7-2.10. Figure 2.7 shows data obtained for the southern Atlantic ocean

centered at about (1O°W, 20°S). The images, constructed in the same way as those

shown in Figure 2.1, show an extensive low-level marine stratus cloud layer which

spans more than half of the scene. The low-level stratus exhibits large 0.63-tm reflec-

tivities but exhibits 11 -1um brightness temperatures close to those for the underlying

sea surfaces. Figure 2.8 shows the spatial coherence and CLAVR analyses for the im-

ages. In the figure, the larger grids show 250-km-scale regions and the smaller squares

show 60-km-scale regions. Many of the pixels identified by CLAVR as being "clear"

(those blue pixels next to the scattered red pixels in Figure 2.8b) are identified as being

overcast ("FOOT") by the spatial coherence method. These pixels exhibit high 1 1-tm

brightness temperatures and large 0.63-pm reflectivities.
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Figure 2.9 shows cloud-free 0.63-itm reflectivities and cloud-free 1 1-tm bright-

ness temperatures as a function of the satellite zenith angle. Figure 2.9a is for the

bottom half region shown in Figure 2.7. Figure 2.9b is for the upper half region.

Each half region contains 384 x 256 pixels and is divided into 24 x 16 60-km-scale

regions. Each 60-km region includes 16 x 16 pixels. In Figure 2.9, each point gives

the mean for the cloud-free pixels identified in each 60-km region. The cloud-free re-

flectivities and brightness temperatures derived by the spatial coherence method appear

to cluster together to exhibit a smoothly and slowly varying function of the satellite

zenith angle. Unlike the spatial coherence analysis, many of the cloud-free properties

derived by CLAVR exhibit relatively large refiectivjties and low brightness tempera-

tures. These relatively large reflectivities and low brightness temperatures appear to be

cloud-contaminated and are found in regions that CLAVR identifies as being associated

with sunglint. Since cloud-free refiectivities can be large in the region of sunglint, the

cloud-reflectivity threshold test is bypassed in CLAVR for sunglint regions. Figure 2.10

shows the spatial coherence and CLAVR analyses of 2 x 2 pixel arrays for a sunglint

region. The data is for the 250-km region shown by the green square in Figure 2.7.

Clearly, a low-level cloud system is shown in the spatial coherence analysis in Figure

2. lOa. But, because the 1 1-tm radiances emitted by the low-level clouds are close to

those emitted by the cloud-free ocean, CLAVR fails to identify these pixels as overcast.

2.4 Comparison of cloud properties derived by the spatial coherence,
CLAVR, and ISCCP-like threshold methods

Cloud cover fractions and average 0.63-tm reflectivities and 1 1-tm brightness

temperatures for overcast pixels are obtained for both the 250-km and 60-km-scale
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regions containing single-layered cloud systems. Only 250-km regions that contained

cloud-free pixels were considered. The 60-km regions were part of these 250-km

regions. Figure 2.11 shows the average 0.63-tim cloud reflectivities for 250-km regions

obtained using the three methods. Figure 2.12 shows the averages for 60-km regions.

For the ISCCP-like threshold method, the average cloud reflectivities were derived from

the "overcast" pixels (pixels have reflectivities and brightness temperatures that pass

the double thresholds). The ISCCP-like threshold method produces cloud reflectivities

that are systematically smaller than those derived by the spatial coherence method.

Cloud reflectivities derived by CLAVR and the spatial coherence method show better

agreement. CLAVR tends to produce fewer overcast and cloud-free pixels than does

the spatial coherence method. As revealed in Figures 2.8 and 2.10, the fewer overcast

and cloud-free pixels result from the restrictive spatial-uniformity threshold, like the

threshold applied to 1 1-1m local standard deviations used in CLAVR. For clouds having

large reflectivities, however, CLAVR contains a gross cloud-reflectivity threshold and

produces more overcast pixels than does the spatial coherence method. Frequently,

partly cloudy pixels have reflectivities that exceed CLAVR' s gross cloud-reflectivity

threshold test.

Figure 2.13 shows average 11-,um brightness temperatures for overcast pixels

within 250-km regions obtained using the spatial coherence, CLAVR, and the ISCCP-

like threshold method. Figure 2.14 shows average brightness temperatures for overcast

pixels within 60-km regions. Overcast brightness temperatures derived by the ISCCP-

like threshold method are systematically higher than those derived by the spatial

coherence method and the difference increases as the cloud brightness temperature

decreases. Many pixels identified by the ISCCP-like threshold method as being

overcast are in fact only partly cloud-covered (Chang and Coakley, 1993). Because
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of the contribution by their cloud-free portions, these partly cloud-covered pixels

have larger brightness temperatures than do the overcast pixels. As for the CLAVR

derived brightness temperatures, they generally agree with those derived by the spatial

coherence method. However, for clouds having relatively low temperatures, CLAVR

tends to produce higher overcast brightness temperatures than does the spatial coherence

method. The higher brightness temperatures result from the partly cloud-covered pixels

that passed the gross cloud-reflectivity threshold test.

Figure 2.15 shows fractional cloud cover for the 250-km regions and Figure 2.16

shows fractional cloud cover for the 60-km regions. For single-layered cloud systems,

the 250-km and 60-km fractional cloud cover obtained by the spatial coherence method

is given by (Coakley and Bretherton, 1982)

I I
IC 13

(2.1)

where I is the average 11 -tm radiance observed for cloud-free pixels, I is the average

1 1-tm radiance observed for overcast pixels, and I is the average 1 1-tm radiance

observed for the region.

Unlike the spatial coherence method, both CLAVR and ISCCP obtain the frac-

tional cloud cover by counting pixels. For CLAVR, the fractional cloud cover is taken

to be given by (Stowe et al., 1997)

O.5Nm + N0

N
(2.2)

where Nm is the number of mixed pixels, N0 is the number of overcast pixels, and

N is the total number of pixels within the region. The value 0.5 in the equation is
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taken to be the average fractional cloud cover for the mixed pixels. For ISCCP, the

fractional cloud cover is given by (Rossow and Garder, 1993)

N
Ac=N. (2.3)

Here N is the total number of cloudy and overcast pixels and N is the total number

of pixels.

Figures 2.15 and 2.16 show that the 250-km and 60-km fractional cloud cover

obtained by the ISCCP-like threshold method are systematically larger than those

obtained by the spatial coherence method. As expected, many of the pixels identified

as partly cloud-covered by the spatial coherence method are counted as overcast by the

ISCCP-like threshold. The overall mean cloud cover fraction obtained by the ISCCP-

like threshold method is 0.25 larger than that obtained by the spatial coherence

method. This finding is similar to that obtained by Chang and Coakley (1993) using

only the infrared threshold.

For CLAVR, a fractional cloud cover of 0.5 is frequently obtained. Owing to

its restrictive overcast and cloud-free conditions, CLAVR identifies a large fraction

of pixels as being partly cloudy ("mixed"). As noted previously by Coakley (1987)

and by Chang and Coakley (1993), when a region is mostly cloud-free, the average

fractional cloud cover of the partly cloud-covered pixels found within the region is

generally small. Conversely, when a region is mostly cloudy, the average fractional

cloud cover of the partly cloud-covered pixels is generally large. By assigning 0.5

as the fractional cloud cover for all partly cloud-covered pixels, CLAVR generally

produces larger fractional cloud cover than does the spatial coherence method when
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the fractional cloud cover is less than 0.5 and smaller fractional cloud cover when the

fractional cloud cover is greater than 0.5.

2.5 Implications of differences between the spatial coherence,
CLAVR, and ISCCP-like threshold analyses

For single-layered cloud systems, CLAVR identifies fewer cloud-free pixels than

does the spatial coherence method, particularly in regions where broken clouds are

extensive. Evidently, CLAVR uses relatively restrictive criteria to identify cloud-free

pixels. This finding is consistent with those by Gallegos et al. (1993). Despite

differences in the selection of cloud-free pixels between CLAVR and the spatial

coherence method, mean 0.63-tm cloud-free reflectivities and mean 11 -zm cloud-free

brightness temperatures obtained for 60-km regions by the two methods appear to differ

little for most of the regions. The mean difference is about 0.5K for the 1 1-im cloud-

free brightness temperature and about 0.02 for the O.63-tm cloud-free reflectivities.

These differences would give rise to shifts in the NOAA/NESDIS retrievals of sea

surface temperature and aerosol optical depth within the uncertainties claimed for these

retrievals (Mclain et al., 1985; Rao et al., 1989). In regions of sunglint, large differences

in the mean 0.63-tm reflectivities and mean 11 -1m brightness temperatures are found

between CLAVR and the spatial coherence analyses. Many pixels that are overcast by

low-level clouds and exhibit uniform 11 -tim radiances close to the 11 -sum radiances

emitted by the cloud-free ocean are identified as being cloud-free by the CLAVR

algorithm. These pixels are probably the "restored-clear" pixels. Improvements are

needed in CLAVR' s retrieval of cloud-free properties for sunglint regions.



44

For regions containing clouds with low reflectivities, CLAVR identifies fewer

pixels as being overcast than does the spatial coherence method. The smaller number

of overcast pixels is due to the relatively restrictive cloud tests used by CLAVR.

However, CLAVR identifies more pixels as being overcast when the clouds have

large reflectivities. The gross cloud-reflectivity threshold employed by CLAVR often

identifies partly cloud-covered pixels as being overcast.

Unlike CLAVR and the spatial coherence method, the ISCCP-like threshold

method identifies far more pixels as being overcast. However, partial cloud cover

at the 4-8 km pixel-scale is common. Based on analyses of single-layered, marine

clouds identified by the spatial coherence method, Chang and Coakley (1993) indicated

that as many as 5O% of the 4-km GAC pixels have fractional cloud cover 0.1 <

A < 0.9. For 250-km and 60-km regions containing single-layered systems, the

fractional cloud cover derived by the ISCCP-like threshold method is systematically

larger than those derived by the spatial coherence method; ISCCP overcast reflectivities

are systematically smaller than those for the spatial coherence method; and ISCCP

overcast brightness temperatures are systematically higher than those for the spatial

coherence method. Clearly, whether cloud-contaminated pixels are taken to be overcast

or partly cloud-covered alters estimates of fractional cloud cover, cloud reflectivities,

and cloud brightness temperatures. Since cloud reflectivities are used to retrieve

cloud optical depths and cloud brightness temperatures are used to retrieve cloud top

altitudes. The determination of the overcast pixels will alter the retrievals of these

cloud properties.

In addition, as shown in Figures 2.15a and 2.16a, the average fractional cloud

cover obtained with the ISCCP-like threshold method is about 0.25 larger than that
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obtained with the spatial coherence method. This difference is larger than the mean

bias, /A = 0.15, reported for the spatial coherence estimates of cloud cover

fraction (Wielicki and Parker, 1992; Luo et al., 1994). This mean bias arises from

the assumption adopted in the spatial coherence method that clouds are opaque at 11

m. Luo et al. showed that a substantial fraction of the area covered by cloud edges

is semitransparent at 11 tm.
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Chapter 3
The Radiation Model and Cloud Property Retrievals Using Mie

and Double Henyey-Greenstein Phase Functions

3.1 Introduction

In order to understand the role of clouds in governing the earth's radiative energy

balance and their response to anthropogenic influence and climate change, remote

sensing schemes have been developed to retrieve cloud amount, cloud optical depth,

droplet effective radius, and cloud top emission temperature (Curran and Wu, 1982;

Arking and Childs, 1985; Rawlins and Foot, 1990; Nakajima and King, 1990; Platnick

and Twomey, 1994; Han et al., 1994). In retrieving these cloud properties, considerable

attention has recently been focused on the use of AVHRR data from NOAA polar

orbiting satellites (Han et al., 1994; Platnick and Twomey, 1994; Nakajima and

Nakajima, 1995; Platnick and Valero, 1995). The instrument provides narrow band

observations at five channels (one visible, two near-infrared, and two infrared).

At visible wavelengths, cloud droplets are nonabsorbing. Sunlight penetrates

deeply into the cloud and photons undergo many scatterings before they exit the

cloud. The radiance reflected by clouds at visible wavelengths depends primarily

on cloud optical depth. At near-infrared wavelengths, however, cloud droplets ab-

sorb. The absorption cross section scales as the volume of the droplet and the scat-

tering cross section scales as the area of the droplet. The single-scattering albedo

thus scales inversely with the droplet radius, so that small droplets scatter larger frac-
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tions of the radiation incident upon them than do larger droplets and large droplets

absorb larger fractions of the incident radiation than do smaller droplets. Therefore,

cloud droplet size can be inferred by examining the cloud reflectance at near-infrared

wavelengths.

Aircraft (e.g., Nakajima and King, 1990) and surface based studies (e.g., Twomey

and Cocks, 1985) used reflectances observed at 1.6 and 2.2 m to retrieve cloud droplet

effective radius. The retrieved radii, however, were systematically larger than the radii

measured in situ. The bias in the retrieved droplet radii was thought to be due to

"anomalous" cloud absorption (Stephens and Tsay, 1990), but Taylor (1992) showed

that the additional absorption may have been due to an underestimate in the absorption

by atmospheric gases, both above clouds and in clouds.

In this chapter, a radiation model for retrieving cloud visible optical depths,

droplet effective radii, and cloud top emission temperatures from AVHRR data is

described. The model employs an iterative retrieval scheme which uses radiances

observed at 0.63, 3.7, and 11 um for the retrievals of cloud visible optical depth,

droplet effective radius, and cloud top emission temperature. The retrieval scheme was

applied to data for a wide range of sun-earth-satellite viewing geometries. The angular

dependence of the retrieved cloud visible optical depths, droplet effective radii, and

cloud top emission temperatures was studied and is discussed in the next chapter.

For the radiation model, a 16-stream, adding-doubling, radiative transfer routine

was used to calculate radiances at AVHRR channels 1, 3, and 4 for various values

of cloud visible optical depths, droplet effective radii, and cloud top altitudes. The

model is presented in three sections: 1) cloud radiation model, 2) atmospheric gaseous
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absorption and scattering, and 3) the iterative cloud property retrieval scheme. The

radiation model employs a plane-parallel geometry. In dealing with the scattering

of sunlight by cloud particles, both Mie scattering and an analytic double Henyey-

Greenstein phase functions were employed. The analytic double Henyey-Greenstein

phase function was used to approximate the Mie phase function. Cloud bidirectional

reflectivities obtained with the double Henyey-Greenstein phase function were com-

pared with those obtained using the Mie phase function for both conservative (visible)

and non-conservative (near-infrared) scattering. The bidirectional reflectivities obtained

with the 16-stream, adding-doubling, routine were also compared with those derived

using a 148-stream routine to assess the potential biases associated with the 16-stream

approximation.

The radiation model was used to generate look-up tables of radiative properties

at AVHRR 0.63, 3.7, and 11 tm for sets of cloud visible optical depths and droplet

effective radii. These radiances cover the range of the radiances that would be observed

by an AVHRR imager. These radiances include components of radiances reflected,

emitted, and transmitted by clouds and the atmosphere and radiances reflected and

emitted by earth surface. The model calculations were made at a variety of cloud

visible optical depths, droplet effective radii, cloud top altitudes, and satellite-earth-

sun viewing geometries. AVHRR radiances were then interpreted in terms of cloud

visible optical depth, droplet effective radius, and cloud top emission temperature by

comparing the observed radiances with the calculated radiances.

Cloud visible optical depths, droplet effective radii, and cloud top emission

temperatures were retrieved by applying the current scheme to the NOAA-12 AVHRR

1-km LAC data taken during the Monterey Area Ship Track experiment in June 1994.



These retrievals were compared with those obtained by applying the Platnick and

Twomey (1994) retrieval scheme to the same data. Sensitivity studies were performed

to assess the effects of various approximations often used in such retrieval schemes. The

sensitivity was examined for varying numbers of streams, using a standard atmosphere

model to approximate the actual temperature and humidity profiles, fixing cloud top

altitudes, neglecting gaseous absorption in clouds, or using different values of surface

reflectance. The sensitivity studies were performed by using an ensemble of cloud data

obtained from NOAA-1 1 AVHRR 4-km GAC data for March 1989.

3.2 Cloud radiation model

The retrieval scheme employs a plane-parallel model. A matrix adding-doubling

scheme (Grant and Hunt, 1969; Liou, 1980) was used to treat the multiple scattering

by clouds. The calculations were initiated using the reflectivities, transmissivities,

and emissivities of an optically thin cloud layer. These reflectivities, transmissivities,

and emissivities were calculated using the single-scattering approximation (Liou, 1980;

Goody and Yung, 1989). The adding-doubling calculations used 16 streams in both the

upward and downward directions. The streams were at Gauss quadrature points. The

Mie phase function was expanded to 32 terms of the Legendre polynomial series. The

delta-M method (Wiscombe, 1977) was employed to treat the forward scattering peak

of the phase function. Cloud particles were assumed to be water spheres. Scattering

and absorption cross sections were obtained using Mie theory. In addition, analytic

double Henyey-Greenstein phase functions were introduced to approximate the Mie

phase functions. Computational results of the cloud radiation model obtained using the

double Henyey-Greenstein phase functions were compared with those obtained with
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Table 3.1 Cloud visible optical depths and cloud droplet effective radii (f2m).

Cloud visible optical depths 0.2, 1, 2, 3, 4, 6, 8, 12, 16, 24, 32, 48, 64, 128

Cloud droplet effective radii 2, 3, 4, 5, 6, 8, 10, 12, 14, 16, 18, 20, 24, 28, 32, 40

the Mie phase functions. Also, results calculated using a 148-stream scheme with the

associated Legendre expansion to 296 terms for the phase function were obtained and

used to assess the errors in the 16-stream model.

The correlated k-distribution models developed for the AVHRR channels by

Kratz (1995) were used to correct for atmospheric gaseous absorption. Bidirectional

reflectivities and transmissivities were calculated for 14 cloud visible optical depths and

16 cloud droplet effective radii, as shown in Table 3.1. Following Kratz, calculations

were performed for 11 sub-channels, as shown in Table 3.2. AVHRR channels 1 and

3 are both divided into five sub-channels. As was indicated by Kratz, this subdivision

is necessary in order to model variations of the Planck function and the incident solar

flux as well as the distribution of molecular absorption and variations in the index of

refraction for water within these spectral intervals. The spectral response functions

associated with these sub-channels are also from Kratz, as shown in Table 3.2. Cloud

emissivities were also calculated for the 14 visible optical depths and the 16 droplet

effective radii for the 3.75- and 1 1-tm channels.



Table 3.2 Spectral range, response function, solar constant, and index of refraction for water.

Central Wavenumber Central Wavelength Spectral Spectral Index of
wavenumber interval wavelength interval response solar constant refraction

(cm) (cm-1) (tm) (tm) function (mWm2cm) for water

Channel 1-1 17550 17300-17800 0.570 0.562-0.578 0.34804 55.562 1.333,0.Oi

Channel 1-2 16950 16600-17300 0.590 0.578-0.602 0.78896 59.211 1.332,0.Oi

Channel 1-3 16300 16000-16600 0.614 0.602-0.625 0.89060 61.123 1.332,0.Oi

Channel 1-4 15250 14500-16000 0.656 0.625-0.690 0.96461 64.516 1.331,0.Oi

Channel 1-5 13900 13300-14500 0.719 0.690-0.752 0.24758 68.221 1.331,0.Oi

Channel 3-1 2817.5 2775-2860 3.549 3.497-3.604 0.62487 17.456 l.392,O.00724i

Channel 3-2 2740 2705-2775 3.650 3.604-3.697 0.96992 16.960 1.378,0.00425i

Channel 3-3 2667.5 2630-2705 3.749 3.697-3.802 0.96178 16.223 1.369,0.00339i

Channel 3-4 2595 2560-2630 3.854 3.802-3.906 0.97803 15.614 1.359,0.00357i

Channel 3-5 2525 2490-2560 3.960 3.906-4.016 0.24603 15.158 1.352,0.00427i

Channel 4 925 880-970 10.81 10.31-11.36 1.164,0.08630i
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3.2.1 Optical properties of water droplets

The amount of radiation reflected, transmitted, and emitted by a cloud droplet

depends on the droplet's scattering cross section, asca('\, r), and absorption cross

section, r), where,\ is the wavelength and r is the droplet radius. The scattering

cross section and absorption cross section are proportional to the droplet's geometric

cross section. They are given by

ascaX, r) = QscaP¼, r)irr2, (3.1)

= Qabs(\,P)7tT2, (3.2)

where Qsca('\, r) is the droplet's scattering efficiency and Qabs('', r) is the absorption

efficiency. The scattering and absorption efficiencies were calculated using Mie theory

(Bohren and Huffman, 1983). The refractive index for water was obtained from Hale

and Querry (1973) for visible wavelengths and from Downing and Williams (1975) for

infrared wavelengths. The indices are listed in Table 3.2. Scattering and absorption are

accounted for through the commonly used optical parameters, namely, the extinction

efficiency, Qext = Qsca+Qabs, the single-scattering albedo, W Qsca/(Qsca + Qabs),

and the scattering phase function, P(cos 0), where 0 is the scattering angle. The shape

of the scattering phase function is characterized by an asymmetry parameter, g, which

is given by

g = P(cos 0) cos Odcos 0. (3.3)

For isotropic scattering, g = 0. For forward scattering, as is common in the planetary

atmosphere, g > 0. Figure 3.1 shows the extinction efficiencies, single-scattering
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albedos, and asymmetry parameters as functions of droplet radius for radiation at

wavelengths, 0.614, 3.749, and 10.81 ILm.

In clouds, distributions of various droplet sizes are always encountered. For-

tunately, the exact nature of the size distribution is not crucial (Platnick and Valero,

1995) and the scattering and absorption properties of clouds depend largely on the

droplet effective radius which is given by

firv3 n (r) dv

veil , (3.4)
fr2 n (v) dv

where n (v) is the size distribution function, i-i (r ) dv is the number of droplets per

unit volume with radius between v and v + dv. In the radiation model, a gamma

distribution (Hansen, 1971) is adopted to represent the droplet size distribution. The

gamma distribution is given by

(2Vff_1)/Veff
(veffveff) (13iVuj e_n/effff), (35)n(v) = N
F[(i 2vii)/vii]

where N = f n(v)dr is the total number of droplets per unit volume, F is the gamma

function, and Veff is the effective variance given by

Veff

f(r - vff)r2n(v)dr

(3.6)
veiffr2n(r)dr

For most clouds, VeIl ranges approximately between 0.1 and 0.2 (Hansen, 1971). As

was suggested by Hansen, a value of Veil = 0.193 is used here for stratus clouds.
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Figure 3.2 shows the gamma distribution obtained for r6ff = 4, 10, and 28 sam. The

scattering efficiency and the absorption efficiency for droplets distributed over a range

of sizes are given by

fr2Qsca(, r)n(r)dr
(3.7)Qsca(,e11)

fr2n(r)dr

fr2Qab$(,r)n(r)dr
(3.8)Qabs(A,Teff)

The extinction efficiency, Qexi, single-scattering albedo, w0, and asymmetry

parameter, g, for the gamma distribution were calculated for the 16 droplet effective
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radii (see Table 3.1) and the 11 wavelengths (see Table 3.2). Figure 3.3 shows these

values as a function of the droplet effective radius for wavelengths, 0.614, 3.749, and

10.81 /im.

3.2.2 Mie and double Henyey-Greenstein phase functions

Mie scattering phase functions were also calculated for the 16 droplet effective

radii and the 11 wavelengths using the gamma distribution. Figures 3.4-3.6 show exam-

ples of the Mie phase functions obtained for wavelengths 0.6 14, 3.749, and 10.81 1um

and for droplet effective radii 4, 10, and 28 1um. The asymmetry parameters as-

sociated with these phase functions are also given in the figures. The Mie phase

functions are highly anisotropic and are complicated functions of the scattering angle.

Such complicated functions require a large number of terms when represented by a

series of Legendre Polynomials, which is the common practice in radiative transfer

calculations. To simplify the radiative transfer calculations, analytic double Henyey-

Greenstein (hereafter referred to as DHG) phase functions were developed and em-

ployed to approximate Mie phase functions. Such analytic phase functions can be

more easily and accurately expressed in terms of Legendre polynomial series. Figure

3.7 shows the Mie and DHG phase functions calculated for a cloud droplet effective

radius of 10 tm at a wavelength of 0.6 14 tm. The phase functions were calculated for

16 streams in both the upward and downward directions. The Legendre polynomials

for the phase functions were truncated at 32 terms. The Fourier expansion for the

azimuth component of the phase functions was truncated at 10 terms. The actual phase

functions are also plotted. Figure 3.7a show that the truncated Legendre polynomial

series for the Mie phase function deviates from the actual phase function. Figure 3.7b
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shows that the truncated series for the DHG phase function also deviates from the

actual phase function.

The widely-used Henyey-Greenstein phase function (Henyey and Greenstein,

1941) is given by

PjjG(cosO;g) =
1 g

(1 +g2 2gcosO)
(3.9)

where g is the asymmetry parameter and e is the scattering angle. Such a phase

function is able to reproduce the forward peak in the Mie phase function quite well,

but it fails to capture the upswing in the Mie phase function for backward scattering.

This failure is remedied by the DHG phase function which is given by

PDHG(COS 0) = bPHG(cos 0; gi) + (1 b)PHG(cos 0; g)
1
-_g2

=b +(1b)
1g (3.10)

(1 +g _2gjcose)3/2 (i +g _2g2cos0)32

where 0 < g < 1 characterizes the behavior for forward scattering, 1 < g < 0

characterizes the backscattering behavior, and b is a weighting parameter.

The parameters, gi, g, and 6, in the DHG phase function are constrained so that,

firstly, its asymmetry parameter equals that of the Mie phase function. The relationship

between the asymmetry parameter, g, and the parameters, gi, g, and 6, is given by

g = bg + (1 b)g2. (3.11)

Secondly, the log of the phase function matches the log of the Mie phase function

using a least-squares fit over the domain of the scattering angle. The constraints are
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imposed by minimizing the statistic x2 which is given by

= [lllPDHG(cosO) lllPMie(COSOi) 1' (3.12)

where the summation covers the domain of the scattering angle, 0 = 0' - 1800.

Figure 3.8 shows the x2 values calculated for 0 < Lgi < 0.08 and 0.8 < g < 0

for the example of \ = 0.614 itm and Teff = 10 tm, where /g1 = gi g and

X=0.6 14gm reff= 10gm MIN at (-0.5927,0.04353)
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Figure 3.8 Contour plot for x2 statistic. Results obtained for A = 0.614 pm and
rcff = 10 Itm. The plus sign indicates the minimum.
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g = 0.8610, as shown in Figure 3.4b for Teff = 10 ftm. The minimum x2 is found

at (gi, g) = (0.04353, 0.5927). The DHG phase function shown in Figure 3.4b

is given by g = 0.9045, g = 0.5927, and b = 0.9709. Note that the value of b is

consistent with the inverse of Eq.(3.1 1) which gives

b = (g g)/(gi g2) . (3.13)

Figure 3.9 shows the values of g, g, and b for wavelengths 0.614 and 3.749 jtm at

various droplet effective radii. As for 10.81 tm, as is shown in Figure 3.6, g = g,

= 0, and b 1.

3.2.3 Plane-parallel, radiative transfer calculations

In the radiative transfer calculations, the doubling method was used to calculate

reflectivities, transmissivities, and emissivities for clouds with various optical depths.

The first step in these calculations is the expansion of the phase function in spherical

harmonics. As is often done in radiative transfer calculations (e.g., Liou, 1980; Goody

and Yung, 1989), the product of the single-scattering albedo, wo, and the phase function,

P(cos 8), is expressed by a finite Legendre Polynomial series which is given by

woP(cos 8) w1 P1(cos ), (3.14)

where P1(cos 8) is the £th Legendre polynomial and w1 is the corresponding £th



expansion coefficient which, in turn, is given by

w
1) wof P(cos ê)P1(cos 0)dcos 6. (3.15)

For the analytic DHG phase function, Wi is given by

W1 = (2 + 1)
w0 [

bgf+(1 b)g]. (3.16)

The second step is the Fourier expansion of the phase function to account for

the azimuthal dependence. The scattering angle, e, is related to the incident direction

(p', qV) and the scattering direction (it, ç) by

,2'\ 1/2

cose=ii!+(1_it2)h/2(1_jz
)

cos('), (3.17)

where p and t' are the cosine of the zenith angles with respect to the upward normal

and q and çY are the azimuth angles. For multiple scattering calculations, it is necessary

to transform the reference system from the scattering plane to two vertical planes of the

incident and scattering directions. From the addition theorem for spherical harmonics,

woPi (cos 6) is expanded in a Fourier series as a function of the relative azimuth angle,

qV. The series is given by

woP(cosO) = h°(i') +2 hm (,jY)cosm(_ '), (3.18)
m=1

where hm(u, it') is given by

L

hm() = Wi
(m)!

(3.19)
£=m

(+m)!
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and Pf1(1t) is the associate Legendre Polynomial. In the numerical calculations, the

angular variables, t and t' are given at 2K discrete Gaussian quadrature points:

o <[Li <[L2 < <ILK < 1 for the interval [0,1] and 1 <iK < ILK_i <<

< 0 for the interval [-1,0]. Such a discrete scheme is referred to as a K-stream

scheme which means there are K streams in both the upward and the downward

directions. Here, L is set equal to 2K and M is set to equal to 10. As shown by

King (1983), the number, M, required in the Fourier expansion of the phase function

depends strongly on the incident and scattering geometries. For M = 10 and for large

optical depths, the results of multiple scattering calculations generally approach within

1% of their asymptotic values.

Figures 3.10-3.13 illustrate examples of the htm (it, p) functions obtained for

in = 0 and 1 for backscattering, where t and are both positive with respect to

the upward normal direction. In these figures, values of h°(,u, ,u0) and h1([L, j)
were calculated at discrete Gauss quadrature points using a 148-stream scheme and a

16-stream scheme. Figures 3.10 and 3.11 show the values for conservative scattering,

= 1, A = 0.614 tm, and = 10 tm. Figures 3.12 and 3.13 show the values for

non-conservative scattering, wj = 0.9065, A = 3.749jim, and ref f = i0m. The upper

row of figures were obtained using Mie phase functions and the bottom row of figures

were obtained using DHG phase functions. As is shown in Figures 3.10 and 3.12, the

azimuthally independent function, h°([L, ,uo), is positive at all angles. The values at

IL = 1 or = 1 equal to the product of the single-scattering albedo wo and the phase

function P(cos 0). This is also true for the forward scattering values, h°(IL, ILo).

Unlike the azimuthally independent function, the azimuth-dependent function,

h1 (it, 1u0), as shown in Figures 3.11 and 3.13, contains both negative and positive
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values. This is true also for the forward scattering, h1(, °), and for all azimuth-

dependent functions (rn > 0). The large domain of negative values is brought about

by the broad minimum in the phase function. As for the values at ,a = 1 or = 1,

the azimuth-dependent functions hm(it, 1u°) 0 for all m 0.

Figures 3.10-3.13 also show the absolute relative differences in the htm functions

between the 148-stream scheme and the 16-stream scheme. These differences are

shown in the right columns. The absolute relative difference is taken to be the absolute

value of the difference between the 148-stream and the 16-stream schemes divided by

the 148-stream and multiplied by 100%. For the conservative cases = 0.614 tm)

calculated using the Mie phase functions, large differences (> 50%) between the 148-

and 16-stream schemes are generally found in h°(t,-) and h1(1t, -it,). For the

nonconservative scattering (X = 3.749 pm) calculated using the Mie phase functions,

much smaller differences (< 10%) are found in h°(,u, t0) and h1(1i, i)' except

when h1 (it, ) approaches zero (note that the relative difference becomes very large

as the denominator approaches zero). The smaller differences between the 148- and

the 16-stream schemes obtained for .\ = 3.749 m are because of both a smaller size

parameter and a smaller single-scattering albedo for this wavelength as compared to

= 0.614 tm. As for the DHG phase functions, values of h°(1t, po) and h1(jt, ,ii)
show small differences between the 148- and the 16-stream schemes.

Having studied the htm functions, the next step is to apply the doubling method

(e.g., Goody and Yung, 1989) to calculate cloud reflection, transmission, and emission

for various cloud visible optical depths. In applying the doubling method, the reflec-

tion function, R(r; ji;, j', ç q), and transmission function, T(r; ji;, q q), are
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expanded in Fourier series given by

M
, , = R°;t, ) + 2 Rm(r; , cos m( ), (3.20)

m1

M
T(r; , , = , ) + 2 Tm(r;

,
) cos m( o), (3.21)

m=1

where r is the cloud visible optical depth, t is the cosine of the satellite zenith angle

0, t0 is the cosine of the solar zenith angle 00, and q q is the relative azimuth angle.

Note that the actual cloud optical depth is wavelength-dependent. That is,

rc1(1,reff) Qcxtl(l,Teff)
. (3.22)

Tc2 2, p611) Qext2 (\2, reff)

For each azimuthal component, an optically thin layer of cloud optical depth Lr

were used to initiate the doubling procedure. The reflection and transmission functions

for this layer were calculated using the single scattering approximation (Liou, 1980;

Goody and Yung, 1989). In the single scattering approximation, the reflection and

transmission for an optically thin layer, are given in discrete form by

rc hm(u tj), (3.23)
'

Tm(r; i, ji) = eLt8ij + TC
hm(1t, ), (3.24)4[Lfj

where Sjj is the Kronecker s-function, e_Td11t6jj is the direct transmission, and

i, j = 1, 2, . . . , K are at the Gauss quadrature points.
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The upwelling radiance, 1+, and downwelling radiance, 1, are given by

I- = RI + TI + E, (3.25)

= TI + RI + E, (3.26)

where R is the reflection matrix, T is the transmission matrix, E is the emission

vector, I is the radiance vector, 0 indicates the top of the layer, 1 indicates the bottom,

+ indicates upwelling, and indicates downwelling. The elements in the vectors, I and

E, and the matrices, R and T, are values calculated at the Gauss quadrature points.

The elements in R, T, and E are given by

-

a/r
hm(j, -[Li),

(3.27)

Tm=e_
iizj + 2Tm(r; j,

(3.28)
( 1

airchm())+
2

= (1 w)(1 -
(3.29)

= (1 wo)B(T,),
,L1

where a is the jth Gauss quadrature weight and B(TC, A) is the Planck function for

temperature T and wavelength A. The reflection, transmission, and emission for a

cloud of any optical depth are then obtained through the doubling rules which are

given by

R(2Lr) = R(Lr) + T(zr)[1 (3.30)
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T(2Li-) = T(zrc){1 R(Lr)R(z\r)J1T(Ar), (3.31)

E(2r) = E(Lr) + T(AT)[l R(LT)R(AT)]1[l + R(L\.T)]E(/.T), (3.32)

where 1 is the identity matrix.

Figures 3.14-3.25 show polar plots of the reflection functions R(r; i-i, ,LL0, o)

calculated using Mie and DHG phase functions and using 148-stream and 16-stream

schemes. Figures 3.14-3.16 show values for \ = 0.614km, reff = 10jm, 1a0 = 0.9947

(O = 5.9°), and for cloud visible optical depths, Tc = 1, 8, and 64. Figures 3.17-3.19

show the same as Figures 3.14-3.16 but for large solar zenith angle j = 0.4524

(O = 63.1°). Figures 3.20-3.22 show values for ). = 3.749 pm, r = 8, = 0.9947

(9 = 5.9°), and for droplet effective radii, reff = 4, 10, and 28 1am. Figures 3.23-

3.25 show the same as Figures 3.20-3.22 but for large solar zenith angle ao = 0.4524

(O = 63.1°). The top-row figures were obtained using Mie phase functions. The

middle-row figures were obtained using DHG phase functions. Figures 3.14-3.25 were

constructed to show results for (a) Mie 148-stream scheme, (b) Mie 16-stream scheme,

(c) absolute relative differences between (a) and (b), (d) DHG 148-stream scheme,

(e) DHG 16-stream scheme, (1) absolute relative differences between (d) and (e),

(g) absolute relative differences between (a) and (d), (h) absolute relative differences

between (b) and (e), and (i) absolute relative differences between (a) and (e).

For conservative scattering ) = 0.614 tm, as shown in Figures 3.14-3.19, the

absolute relative differences obtained between the Mie 148- and the Mie 16-stream

schemes are generally less than 3%. The absolute relative differences obtained between

the DHG 148- and the DHG 16-stream schemes are generally also small. The absolute

relative differences obtained between the Mie 148- and the DHG 16-stream schemes
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Figure 3.17 Same as Figure 3.14, except for O = 63.1°.
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Figure 3.18 Same as Figure 3.14, except for r = 8 and O = 63.1°.
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Figure 3.19 Same as Figure 3.14, except for r = 64 and Oo = 63.10.
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Figure 3.20 Same as Figure 3.14, except for A = 3.749 m, = 4 ,m, and r = 8.
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Figure 3.21 Same as Figure 3.20, except for Feff = 10 gum.
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Figure 3.22 Same as Figure 3.20, except for T6ff = 28 /1171.
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Figure 3.23 Same as Figure 3.20, except for O = 63.1°.
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Figure 3.24 Same as Figure 3.20, except for reU = 10 1am and O = 63.10.
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Figure 3.25 Same as Figure 3.20, except for r511 = 28 1um and 0 = 63.1°.



are generally an order of magnitude larger than those obtained between the Mie 148-

and the Mie 16-stream schemes. These differences are largest for the Tc = 1 case. The

findings here suggest that, as compared to the Mie 148-stream scheme, the use of a

Mie 16-stream scheme may give rise to biases of a few percent (see sub-figures (c)),

whereas the use of a DUG 16-stream scheme may give rise to larger biases of a few

tens of percent (see sub-figures (i)).

For the nonconservative scattering A = 3.749 zm, as shown in Figures 3.20-

3.25, the absolute relative differences obtained between the DHG 148- and the DHG

16-stream schemes are generally less than those obtained between the Mie 148- and

the Mie 16-stream schemes. The absolute relative differences obtained between the

Mie 148-stream and the DHG 16-stream schemes are similar in magnitude to those

obtained between the Mie 148- and the Mie 16-stream schemes. Some differences

between the Mie 148- and the Mie 16-stream schemes are larger than 30% for the

reff = 28 tm, 0 = 63.1° case. The results suggest that, as compared to the Mie 148-

stream scheme, the use of a DHG 16-stream or a Mie 16-stream schemes may give

rise to biases of similar magnitude in the retrievals of cloud droplet effective radius.

The bias may be less than 10% for Teff = 10 tm and may increase with increasing

droplet effective radius.

Figures 3.26-3.3 1 show the reflection functions R(r; ji, j, qS q) as functions

of cloud visible optical depth and droplet effective radius for forward scattering

(0 = 63.1°, 0 = 56.8°, q = 0°), side-scattering (0 = 63.1°, 0 = 56.8°,

= 90°), and backscattering (0 = 63.1°, 0 = 56.8°, = 180°). Figures

3.26-3.28 show values for conservative scattering A = 0.614 jim and Figures 3.29-3.31

show values for nonconservative scattering A = 3.749 jim. Figures 3.26 and 3.27 show
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Figure 3.26 R(r0; i-0, ç5) as functions of cloud visible optical depth and
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Figure 3.27 Same as Figure 3.26, except for = 900.
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Figure 3.28 Same as Figure 3.26, except for = 1800.
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Figure 3.29 Same as Figure 3.26, except for ). = 3.749 jIm.
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Figure 3.30 Same as Figure 3.26, except for .A = 3.749 um and q
= 900.
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Figure 3.31 Same as Figure 3.26, except for ). = 3.749 m and q
= 1800.



Table 3.3 Plane-parallel atmospheric model and standard midlatitude summertime atmosphere. U (g/cm2) is the layer
water column amount, U0 (g/cm) is the ozone column amount for the whole atmosphere, P (mb) is the pressure, and T
(K) is the temperature.

Ozone layer U0=0.00O686

50 km (-- 1 mb)

=222.0, =122.0, U=0.00115

T=222.OK 12km (209.0 mb)

= 238.5, = 307.6, U=0.0603

T=255.OK 7 km (426.1 mb)

= 264.0, = 522.8, U=0.2740

T=273.OK 4 km (628.2 mb)

T = 279.0, P = 712.7, U=0.7300

T=285.OK 2 km (802.4 mb)

= 287.5, = 852.3, U=0.7575

T=290.OK 1 km (902.2 mb)

= 292.0, = 957.7, U=1.165

T=294.0K 0 km (1013.25mb)



that the reflection function at 0.6 14 ,am has a strong dependence on cloud optical depth

and a weak dependence on droplet effective radius for the forward and side scattering

directions. Figure 3.28 shows that the dependence on droplet effective radius becomes

appreciable for the backscattering direction. Figures 3.29 and 3.30 show that the

reflection function at 3.749 flm has a strong dependence on droplet effective radius

and a weak dependence on cloud optical depth in the forward and side scattering

directions. Figure 3.31 shows that, in the backscattering direction, the dependence on

droplet effective radius becomes very weak for rcj < 8 jm and r < 8.

Figures 3.26-3.28 also show that, for ,\ = 0.614 sum, the absolute relative

differences obtained between the Mie 148- and the DHG 16-stream schemes are about

an order of magnitude larger than those obtained between the Mie 148- and the Mie

16-stream schemes. For \ = 3.749 pm, as shown in Figures 3.29-3.31, the absolute

relative differences obtained for the Mie 148- and the DHG 16-stream schemes are

similar to those obtained for the Mie 148- and the Mie 16-stream schemes.

3.3 Atmospheric gaseous absorption and scattering

In retrieving cloud visible optical depths, droplet effective radii, and cloud

top emission temperatures from satellite observations, the absorption and scattering

effects due to atmospheric molecules must be taken into account. In calculating the

atmospheric absorption and scattering, the atmosphere was divided into seven plane-

parallel, horizontally and vertically homogeneous layers. The division of the seven

layers are given in Table 3.3. Midlatitude summertime atmospheric temperature and

humidity profiles and an ozone total column abundance are also shown in the Table
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Table 3.4 Atmospheric absorbing and scattering components in each sub-channel.

H20 CO2 03 02 CH4 N20 Rayleigh

Channel 1-1 X X X

Channel 1-2 X X X

Channel 1-3 X X

Channel 1-4 X X X X

Channel 1-5 X X X X

Channel 3-1 X X

Channel 3-2 X X

Channel 3-3 X X

Channel 3-4 X x x

Channel 3-5 X X X

Channel 4 X X

(McClatchey et al., 1972). Absorption due to CO2, Cl4, N20, and 02 were also

calculated using current atmospheric concentrations. Table 3.4 shows which absorbing

and scattering components affect each of the AVHRR sub-channels. Note that the

calculations neglect the aerosol effect. An inclusion of aerosols will have little change

in the retrieved cloud properties because the aerosol optial depth is relatively small as

compared to a typical cloud optical depth of 10.

The correlated k-distribution model developed by Kratz (1995) for the AVHRR

was used to account for atmospheric gaseous absorption. Kratz derived the distribution



of absorption coefficients, the k-distribution, so that atmospheric radiative fluxes and

heating rates were within 0.5% of those obtained using line-by-line calculations. The

correlated k-distribution reduces the burden of multiple scattering calculations, like the

adding-doubling calculations, by reproducing the spectral-band absorption without the

calculation of absorption in thousands of spectral lines.

The molecular scattering was treated as Rayleigh scattering. The phase function

for Rayleigh scattering is given by

P(cose) = (1+cos2O). (3.33)

The scattering cross section for a gas containing N molecules per unit volume is given

by

24ir3 i
2 N

m +2) ' (3.34)

where rn5 is the refractive index of air at standard pressure P3 and temperature T5, and

N3 is the number density at standard pressure and temperature. The refractive index

is given by (Elden, 1953)

O.459
m 1 + (77.46 + ) T3

(3.35)

where P3 is in millibar, T3 is in K, and \ is in m.

The cloud layer was inserted into the atmospheric model as a horizontally and

vertically homogeneous layer. The cloud layer was assumed to be vertically thin and

was placed in one of the atmospheric layers according to the cloud top temperature. In



generating tables of radiances observed at the top of the atmosphere, a 16-stream adding

routine was used to calculate reflectivities and transmissivities as well as the emission

for combinations of layers that scattered, absorbed, and emitted radiation. The adding

rules are given for reflectivities and transmissivities by (e.g., Goody and Yung, 1989)

R12 = R1 + T(1 R2R)'R2T1,

T12 = T2(1 RR2)'T1,

R2 = R + T2(1 RR2)1RT,

T2 = T(1 R2Rfl1T,

and for emission by

I I1:'+I'12I I lT(1R2Rfl1R2 T(1R2R)1 IIEjH

Ej2 T2(1RR2)1 T2(1_RR2YR* 'E'ill 21

(3.36)

(3.37)

(3.38)

(3.39)

(3.40)

where 1 indicates the upper layer, 2 indicates the lower layer, 1 is the identity matrix, R

and T are the reflectivity matrix and the transmissivity matrix for downward radiances,

R* and T* are the reflectivity matrix and transmissivity matrix for upward radiances,

E+ is the upward emission vector, and E is the downward emission vector. The

lookup tables of reflectivities, transmissivities, and emission were calculated for 14

cloud optical depths and 16 droplet effective radii, as shown in Table 3.1.

Figures 3.32 and 3.33 show the 0.6 14- and 3.749-pm reflection functions obtained

with and without accounting for the atmospheric absorption and scattering. Thinner

curves in the figures are obtained for the no-atmosphere case. Thicker curves are

obtained using the midlatitude summertime atmospheric model. The cloud layer was
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placed at the altitude of 1 km. Figure 3.32 (\ = 0.614 nm), shows that, for solar

zenith angle 00 = 590, the atmospheric absorption reduces the reflected sunlight by

8% when the satellite zenith angle 0 = 5.9° and by 16% when 0 = 70°. For

00 = 63.1°, the atmospheric absorption reduces the reflected sunlight by 20% when

0 = 700. For the 0.6 l4-pm channel, the primary atmospheric absorber is ozone. Figure

3.33 (\ 3.749 pm), shows that for 0 = 5.9°, the atmospheric absorption reduces

the reflected sunlight by 20% when 0 = 5.9° and by 28% when 0 = 70°. For

00 = 63.1°, the reduction of the reflected sunlight is 38% when 0 = 70°. In the

3.749-urn channel, the primary atmospheric absorbers are water vapor and methane.

3.4 The iterative cloud property retrieval scheme

An iterative retrieval scheme was developed and used to retrieve cloud visible

optical depths, droplet effective radii, and cloud top emission temperatures for water

clouds from AVHRR radiances observed at 0.63, 3.75, and 11 m (channels 1, 3 and

4). The scheme is similar to that described by Han et al. (1994) except that 1) the

retrievals were applied for a wide range of satellite view angles and 2) the retrievals

were for pixels identified as being overcast. Han et al. used the pixels identified by

the ISCCP threshold method as being overcast, but many of the ISCCP overcast pixels

were in fact only partly cloudy. The satellite view angle dependence and the biases

in the retrieved cloud properties, which arise when assuming that partly cloudy pixels

are overcast, are both examined in the next chapter.

The retrieval scheme compares the AVHRR observed radiances to the radiances

calculated by the radiation model. The radiances calculated for AVHRR channels are
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obtained by summing the radiances calculated for the AVHRR sub-channels weighted

by the sub-channel spectral response functions. The reflected radiances for AVHRR

channels 1 and 3 are given by

IR(/o,[t,o)= (3.41)>p0W
j

The emitted radiances for AVHRR channels 3 and 4 are given by

> (1t)W.

IE(/) = (3.42)

j

where S is the solar constant for the spectral interval of sub-channel .\, and W is

the spectral response function. The spectral solar constant is from Thekaekara (1974)

and is given in Table 3.2.

Figure 3.34 shows the reflected radiances (mWm2 sr1 cm) calculated for AVHRR

channels 1 and 3. The figure shows the radiances for four sun-earth-satellite viewing

geometries: (a) forward scattering, (b) backscattering, (c) side-scattering, and (d) nadir

view angle. In the calculations, midlatitude summertime atmospheric temperature and

humidity profiles and a Lambertian surface albedo of 0.03 for channel 1 and 0.01 for

channel 3 were used. The figure shows results for the Mie 16-stream scheme (solid)

and the DHG 16-stream scheme (dashed). The 16 streams were used to ease the

computational burden in dealing with the large volume of satellite data.

The Mie 16-stream and the DHG 16-stream schemes differ most in the channel-i

reflected radiances for the forward scattering case. A figure similar to Figure 3.34 was
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presented by Nakajima and King (1990) for reflected radiances at 0.75 and 2.16 1um.

As noted by Nakajima and King, the visible reflected radiance depends primarily on

cloud visible optical depth and the near-infrared reflected radiance depends primarily on

droplet effective radius. As shown in Figure 3.34, the nearly orthogonal relationship

between channel-i and channel-3 reflected radiances suggests the retrieval of cloud

visible optical depths from the channel-i radiances and the retrieval of droplet effective

radii from the channel-3 radiances.

It is worth noting that in the backscattering direction, distinct droplet effective

radii may produce the same reflected radiances in channels 1 and 3 when the cloud

optical depth is sufficiently small. This double-solution arises because the maximum

channel-3 extinction efficiency occurs at reff 5tm. For the backscattering directions,

the average effective radius was taken to be the retrieved droplet effective radius if

double solutions occurred. The double solutions occurred in less than 1% of the March

1989 retrievals for single-layered, low-level clouds over the Pacific ocean.

The retrieval procedures are as follows:

1. Retrieve sea surface temperature using channel-4 radiance observed for cloud-free

region,

2. Retrieve cloud optical depth

a. Begin with initial values of droplet effective radius reff = 10 tm and cloud

top altitude = 1 km.

b. Generate lookup tables of channel-i reflected radiances for 14 cloud optical

depths.

c. Compare the AVHRR channel-i radiance observed for overcast pixels with the
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calculated radiances.

d. Interpolate the table values to obtain the visible optical depth.

3. Retrieve cloud top emission temperature

a. Generate lookup tables of channel-4 emitted radiances for various cloud top

altitudes using the sea surface temperature, effective radius and the visible

optical depth retrieved in step 2.

b. Compare AVHRR chanriel-4 radiance observed for overcast pixels with the

calculated radiances.

c. Interpolate the table values to obtain the cloud top emission temperature and

cloud top altitude.

4. Retrieve droplet effective radius

a. Calculate channel-3 emitted radiance using the sea surface temperature, effec-

tive radius, the cloud emission temperature retrieved in step 3, and the visible

optical depth retrieved in step 2.

b. Subtract the calculated emitted radiance from the AVHRR channel-3 radiance

observed for overcast pixels to obtain the channel-3 reflected radiance.

c. Interpolate the table values to obtain the droplet effective radius.

5. Repeat steps 2-4 using the new effective radius and cloud top altitude to retrieve

new estimates of the cloud visible optical depth, cloud top emission temperature,

and droplet effective radius.

6. Stop when the results for the cloud visible optical depth, cloud top emission

temperature, and droplet effective radius converge to stable values. The stopping

criteria is o1d < 002o1d
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3.5 Validating and comparing the retrieved cloud properties

3.5.1 Validation of the retrieval scheme

The Mie 16-stream retrieval scheme was applied to NOAA-12 AVHRR 1-km

LAC (Local Area Coverage) data obtained during the Monterey Area Ship Track

(MAST) experiment in June 1994. The retrieved cloud visible optical depths, droplet

effective radii, and cloud top emission temperatures were compared with those re-

trieved using the Platnick and Twomey (1994) scheme (Dr. Steve Platnick, personal

communications). Their scheme had been validated by comparing the retrieved results

with the results derived from in situ observations obtained with the Particulate Volume

Monitor (PVM-100) and Forward Scattering Spectrometer Probe (FSSP-100) on the

University of Washington C-13 1A aircraft (Platnick and Valero, 1995). The retrieved

cloud visible optical depths and droplet effective radii lay within the values derived

from in situ observations. Comparing results obtained using the current scheme with

results obtained using other schemes, such as the Platnick-Twomey scheme, tests the

performance of the current scheme.

Figure 3.35 shows the comparisons for (a) cloud visible optical depth, (b) droplet

effective radius, and (c) cloud top emission temperature. The ensemble of cases shown

in the figure were obtained from NOAA-12 AVHRR 1-km LAC (Local Area Coverage)

data. The ensemble had satellite zenith angles ranging from 0° to 57°, solar zenith

angles ranging from 48° to 65°, and relative azimuth angles ranging from 20° to 1000.

These angles are shown in Figure 3.36. The results of the two retrieval schemes

track each other. The cloud visible optical depths produced by the current scheme are
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generally larger than those produced by the Platnick and Twomey scheme. The mean

difference (current minus Platnick-Twomey) is 0.85 and the rms difference about the

mean is 1.3. The droplet effective radii are on average similar with a mean difference

of 0.2 im and an rms difference about the mean of 0.9 tm. For cloud top emission

temperatures, the mean difference is 0.6K and the rms difference about the mean is

1.1K.

Figure 3.37 shows the differences in the retrievals for the two schemes as

functions of the satellite zenith angle and cloud visible optical depth. The crosses (x)

in the figure indicate that the satellite zenith angle is larger than 40°. The differences in

cloud visible optical depth are found to increase with increasing cloud visible optical

depths (about 15% for r = 20). No trends are found for the differences in cloud

visible optical depths and satellite zenith angles or solar zenith angles. For droplet

effective radius, differences larger than 2 tm are found for satellite zenith angles > 40°

and cloud optical depths < 4. For cloud top emission temperatures, large differences

are found for satellite zenith angles > 45° and cloud visible optical depths < 4. It

is worth noting that for the ensemble of cases studied here most of the small cloud

visible optical depths were obtained for pixels having large satellite zenith angles. This

satellite zenith angle dependence is examined in the next chapter.

3.5.2 Comparison of Mie and double Henyey-Greenstein retrieval schemes

For the comparisons of cloud visible optical depths, droplet effective radii, and

cloud top emission temperatures retrieved using the Mie 16-stream scheme with those

retrieved using the DHG 16-stream scheme, over 500 cloud samples taken from NOAA-
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11 AVHRR 4-km GAC data were used. The cases were obtained for March 1989 over

the Pacific ocean. They cover a wide range of sun-satellite zenith and relative azimuth

angles, as shown in Figure 3.38. The radiances for the cases were average values

obtained for overcast pixels identified by the spatial coherence method (Coakley and

Bretherton, 1982) within 60-km regions. They were restricted to single-layered, low-

level cloud systems.

Figure 3.39 shows the retrieved cloud visible optical depths, droplet effective

radii, and cloud top emission temperatures for the DHG 16-stream and the Mie 16-

stream schemes. The mean difference (DHG minus Mie) is 0.05 for the cloud visible

optical depth and is 0.04 tm for the droplet effective radius. The rms difference about

the mean is 0.7 for the cloud optical depth and is 0.9 for the droplet effective

radius. The largest difference for the ensemble is found to be 20% for the cloud

visible optical depth and '-'s 3 1'im for the droplet effective radius. Cloud top emission

temperatures show generally good agreement between the two schemes. The mean

difference is 0.06K and the rms difference about the mean is 0.2K. The comparisons

show that the DHG 16-stream scheme would provide reasonable retrievals of cloud

optical depths and droplet effective radii.

3.6 Sensitivity studies for cloud property retrievals

Sensitivity studies were performed using the ensemble described in section 3.5.2.

The standard run used a Mie 16-stream iterative retrieval scheme, a Lambertian surface

reflectance of 6% for both channels 1 and 3, an instrument filter function derived

for NOAA-11 to convert radiances to brightness temperatures, and a midlatitude



115

summertime atmospheric model. Figure 3.40 shows results obtained using a Mie 32-

stream scheme and results obtained with the Mie 16-stream scheme. The differences

in retrieved cloud visible optical depths and droplet effective radii are generally small.

The mean difference (32-stream minus 16-stream) for the cloud visible optical depth

is 0.01 and the rms difference about the mean is 0.2. The mean difference for the

effective radius is 0.06 jm and the rms difference about the mean is 0.4 1um. The

retrieved cloud top emission temperatures for the two are nearly identical.

Figure 3.41 shows results obtained with a surface reflectance of zero and with a

Lambertian surface reflectance of 6% for both channels 1 and 3. The use of the 6%

surface reflectance reduces the retrieved mean cloud optical depths by 0.7 with an rms

difference of 0.7. The changes in the retrieved droplet effective radii and cloud top

emission temperatures are generally small.

Figure 3.42 shows the results obtained using NOAA-ll and NOAA-12 instrument

filter functions (Kidwell, 1991) for observed radiances in channels 3 and 4. The

observed radiances in channels 3 and 4 were converted to brightness temperatures

using these instrument filter functions and then converted back to radiances using the

Planck functions calculated at the AVHRR sub-channel central wavelengths with the

spectral response functions given in Table 3.2. The change in the filter function gives

a large mean difference of 2.9 urn in the retrieved droplet effective radius and 1K in

the retrieved cloud top emission temperature. The shift in the droplet effective radius

is about 2 im for ru = 10 tm and is about 4 1um for reff = 20 utm.

Figure 3.43 shows results obtained using the iterative scheme and results obtained

with no iteration. For no iteration, the cloud visible optical depth was retrieved
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by assuming a droplet effective radius of 10 jzm and a cloud top altitude of 1 km.

The cloud top emission temperature and altitude were retrieved by using the retrieved

cloud visible optical depth and a droplet effective radius of 1 0tm. The droplet effective

radius was then retrieved by using the retrieved cloud visible optical depth, cloud top

emission temperature and cloud top altitude. The no-iteration scheme gave rise to

a mean difference (no-iteration minus iteration) of 0.14 in the cloud visible optical

depth, 0.2 1um in the droplet effective radius, and 0.05K in the cloud top emission

temperature. The rms differences for the three are small. The results show that the

retrievals obtained with no iterations are similar to those obtained using the iterative

retrieval scheme.

Figure 3.44 shows results obtained with and without effects due to gaseous

absorption in the cloud layer. For these calculations, the cloud vertical thickness was

computed using the method of Minnis et al. (1992). The vertical thickness is given by

LtZ = 0.08-! 0.04 (3.43)

with zZ in km. The water vapor concentration is calculated using the temperature

at the altitude of 1 km. The relative humidity in clouds is taken to be 100%. The

differences in the retrieved cloud visible optical depths, droplet effective radii, and

cloud top emission temperatures are generally small. A mean difference of 0.3 and an

rms difference about the mean of 0.6 are obtained for the retrieved cloud visible optical

depths. A mean difference of 0.7tm and an rms difference about the mean of 0.8tm

are obtained for the retrieved droplet effective radii. The retrieved cloud top emission

temperatures are nearly identical. To further investigate the effect of atmospheric

absorption in clouds, Figure 3.45 shows the channel-3 reflection functions obtained
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for different cloud vertical thicknesses. Values are shown for different cloud droplet

effective radii and for (a) nadir viewing, (b) forward scattering, and (c) backscattering

angles. The effects of the in-cloud atmospheric gaseous absorption on both channel-i

and channel-3 reflections is generally small for AZ < 3 km.

Retrievals were also performed using the atmospheric temperature, humidity, and

ozone data derived from the TIROS Operational Vertical Sounder (TOYS) observations

in place of the midlatitude summertime atmospheric model. Cloud top altitude was

also allowed to vary by comparing the retrieved cloud top emission temperature with

the observed TOVS atmospheric temperature profile. The atmospheric transmission

and emission above and below the cloud layer were re-calculated during each iteration.

Figure 3.46 shows results obtained using the observed and the midlatitude summertime

atmospheric profiles. The differences in the retrieved cloud visible optical depths are

generally small (< 1) with a mean difference (midlatitude minus observed) of 0.2

and an rms difference about the mean of 0.3. The differences in the retrieved droplet

effective radius are generally less than 3 jim. The mean difference is 0.5 jim and the

rms difference about the mean is 1.1 jim.

The differences in the retrieved cloud top emission temperatures are larger as

cloud top emission temperatures move away from 290K (temperature at 1 km for

the midlatitude summertime atmosphere). When cloud top emission temperatures are

less than 285K, those obtained with cloud top altitude fixed at 1 km are smaller

than those obtained with the retrieved cloud top altitude. Likewise, when cloud top

emission temperatures are larger than '- 290K, those obtained with cloud top altitude

fixed at 1 km are larger. Colder temperatures indicate higher altitudes. For clouds

having altitudes higher than 1 km, the transmissivity calculated for the atmosphere
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above 1 km will be smaller than the actual atmospheric transmissivity above the cloud.

Consequently, the retrieved cloud top emission temperature will be colder than the

actual cloud top temperature. Likewise, for clouds having altitudes lower than 1 km,

cloud top emission temperatures retrieved by fixing the cloud tops at 1 km will be

warmer than the actual cloud top temperatures.

To summarize, the retrieved cloud droplet effective radius seems to be more

sensitive to the commonly used approximations than the retrieved cloud top emission

temperature, which in turn is more sensitive than the retrieved cloud visible optical

depths.
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Chapter 4
Effects of Partly Cloudy Pixels and Satellite Zenith Angles on

Cloud Properties Retrieved from Satellite Observations

4.1 Introduction

The cloud properties derived by ISCCP have received considerable attention.

Tselioudis et al. (1992) used one year of ISCCP cloud data to study the visible optical

depths of low-level clouds and their relationship to cloud temperatures on a global

scale. Han et al. (1994) used two years of ISCCP cloud data to investigate near-global

distributions of water-cloud visible optical depths and droplet effective radii. Han

et al. used only the pixels observed at near-nadir view angles thereby avoiding any

bias introduced by a possible satellite-view-angle dependence, but they and Tselioudis

et al. neglected biases which are attributable to partly cloud-covered pixels that were

identified as overcast by the ISCCP cloud retrieval procedure. If radiances observed

from pixels that are only partly cloud-covered are taken to be due to overcast conditions,

then cloud optical depths, droplet effective radii, and cloud top emission temperatures

retrieved from these radiances will differ from those retrieved from radiances observed

for pixels that are actually overcast. These differences are studied in this chapter.

For regional studies, Platnick and Twomey (1994) applied a retrieval method

similar to that described in Chapter 3 to AVHRR data to study the effect of increasing

cloud condensation nuclei (CCN) on cloud albedos for marine stratus. Platnick and

Valero (1995) applied the same retrieval method to NOAA-12 AVHRR data obtained
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near the Azores during the Atlantic Stratocumulus Transition Experiment (ASTEX)

to retrieve optical depths and droplet effective radii for boundary layer stratocumulus.

Nakajima and Nakajima (1995) also performed retrievals of optical depths and droplet

effective radii for marine boundary layer clouds using AVHRR data from the First

ISCCP Regional Experiment (FIRE) and ASTEX. None of these studies discussed the

potential biases in the retrieved cloud properties due to the effect of partly cloudy pixels

nor did they explore the dependence of the retrieved properties on satellite zenith angle.

In this chapter, NOAA-1 1 AVHRR 4-km GAC data for March 1989 for the

Pacific ocean is used to retrieve cloud visible optical depths, droplet effective radii,

and cloud top emission temperatures. These cloud properties are obtained for 60-km

regions containing horizontally uniform, single-layered, low-level clouds. Since the

radiation model used here was developed for retrieving properties of water clouds,

this study focuses on low-level clouds to avoid effects due to ice. The retrievals

were obtained for pixels that were identified as being overcast by single-layered, low-

level clouds. Retrievals were also obtained for pixels that were partly covered by

the same single-layered, low-level clouds. The spatial coherence method (Coakley

and Bretherton, 1982) was used to identify the single-layered, low-level cloud systems

and to determine pixels that were overcast and pixels that were only partly cloudy.

The radiances observed for the overcast pixels were used in the radiation model, as

described in the previous chapter, to retrieve visible optical depths, droplet effective

radii, and cloud top emission temperatures for the overcast clouds. The radiances

observed for the partly cloudy pixels, as is done in ISCCP, were assumed to be due to

overcast conditions and were used to retrieve the cloud properties. The differences in

the retrievals for overcast and partly cloudy pixels were assessed.
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With regard to the satellite zenith angle dependence, the cloud property retrieval

scheme employed here uses the plane-parallel approximation for the radiative transfer

calculations. Many theoretical studies have demonstrated that such an approximation

may be inappropriate because of irregular cloud shapes and even cloud internal

inhomogeneity (Davies, 1978; Welch and Wielicki, 1984; Cahalan et al., 1994; Loeb

and Davies, 1996). Recently, by viewing marine stratus and stratocumulus from a

wide range of angles using AVHRR GAC data, Loeb and Coakley (1997) showed that

plane-parallel radiative transfer calculations fail to model the angular dependence of the

reflected sunlight in the forward scattering direction. Their cloud visible optical depths

retrieved using the plane-parallel model showed no obvious dependence on satellite

zenith angle in the backscattering direction, but in the forward scattering direction a

decrease of up to 40% was found in the mean cloud visible optical depths from nadir

to oblique zenith angles (- 65°). In this chapter, the retrieved cloud visible optical

depths, droplet effective radii, and cloud top emission temperatures were obtained for

satellite zenith angles ranging from nadir to '-' 60°. The zenith angle dependence

in these retrieved cloud properties was examined for both the forward and backward

scattering directions.

4.2 Cloud property retrieval procedures

4.2.1 NOAA-1i AVHRR GAC data

AVHRR 4km GAC (Global Area Coverage) data obtained by the NOAA-1 1

satellite for March 1989 for the Pacific ocean was used in this study. The AVHRR has
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five channels. The central wavelengths of these channels are at approximately 0.63,

0.89, 3.75, 11, and 12 m. The GAC data was produced by the processor on board the

satellite to sample the real-time AVHRR data. Four out of every five samples along

the scan line were used to compute an average value and one out of every three scan

lines was processed. The volume of GAC data is thus considerably smaller than that

of the original AVHRR data. The spatial resolution of the GAC pixels is taken to be

4 km at nadir (Kidwell, 1991).

The AVHRR GAC data was taken from daytime passes over the Pacific ocean

between 55°S and 55°N. Figure 4.1 shows examples of the AVHRR satellite overpasses

obtained on March 7, 1989. Each pass from 55°S to 55°N is approximately a 30-

minute orbital segment. About 140 such 30-minute orbital passes over the Pacific

were analyzed in this study to collect information on single-layered, low-level, oceanic

clouds. In the data analysis, each of the 30-minute orbital segments was divided into

scene scales (roughly 12 scenes), as shown in Figure 4.1. The scene scale covers

a geographical area of approximately 2400 km x 1000 km and contains 384 x 256

(scan spots x scan lines) GAC pixels. Each scene was further divided into 60-km-scale

regions in the spatial coherence analysis. The 60-km-scale region contains 16 x 16

GAC pixels. Each scene contains 24 x 16 such 60-km regions.

4.2.2 Identification of cloud-free, overcast, and broken-cloudy pixels

The spatial coherence method was employed to identify 60-km regions that

contained only single-layered, low-level cloud systems. The method was also used

to identify pixels that were either cloud-free, overcast, and partly cloud covered. The
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Figure 4.1 Schematic plot of daytime ascending passes for NOAA- 11 AVHRR
polar orbiting satellite. The orbital passes were obtained on March 7, 1989. The
boxes represent the scene scale which consists of 384 x 256 (scan spots x scan lines)
GAC 4-km pixels.
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overcast pixels within a 60-km region containing only single-layered clouds emit similar

radiances that are attributed to a horizontally uniform cloud layer. The cloud-free pixels

also emit similar radiances that are attributed to a uniform underlying sea surface. When

a region contains a group of overcast pixels and all other pixels have radiances that

lie between those associated with the overcast pixels and those associated with the

cloud-free pixels, then the region is presumed to contain a single-layered cloud system.

Pixels that are not identified as being either overcast or cloud-free are taken to be

partly cloudy.

Figure 4.2a illustrates the spatial coherence analysis of a typical single-layered

cloud system. The data shown in the figure is obtained for a 60-km region extracted

from the 250-km region that was shown in Figure 2. lOa. The single-layered, low-level

system covers a large area >'(250 km)2. Figure 4.2a shows the spatial coherence

analysis of 2 x 2 pixel arrays (see Section 2.2.2 for the data analysis). Radiances

for the cloud-free pixel arrays are identified by open circles; overcast pixel arrays are

identified by crosses, and partly cloudy pixel arrays are identified by dots. Figures

4.2b and 4.2c also show the mean 0.63-tm reflectivities and mean 3.75-rim radiances

plotted against the mean 1 l-,um radiances for the 2 x 2 arrays. Interestingly, the

partly cloudy pixel arrays display considerably larger 3 .75-tm radiances, but smaller

0.63-gm reflectivities, than do the overcast pixel arrays. This phenomena was also

shown by Coakley and Davies (1986) and by Coakley (1991). They suggested that

this phenomena may be explained either by differences in cloud liquid water paths

and droplet radii between the cores and the edges of clouds, or by three dimensional

radiative transfer effects involving the cloud edges.
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4.2.3 Sea surface temperature retrievals

Prior to retrieving cloud properties, sea surface temperatures were retrieved

using 11 -pm radiances obtained for the pixels that were identified as being cloud-

free. Correlated k-distribution routines (Kratz, 1995) together with the atmospheric

temperature and humidity profiles obtained from NOAA TIROS Operational Vertical

Sounder (TOVS) data were used to correct for atmospheric absorption. Figure 4.3

shows the monthly-mean sea surface temperatures retrieved for March 1989 for the

Pacific ocean. The sea surface temperatures show a latitudinal dependence in the

midlatitude and subtropical regions. As for the tropics, the sea surface temperatures

are rather uniform except that high temperatures are found in the western Pacific,

known as the warm pooi.

The retrieved sea surface temperatures are also plotted in Figure 4.4 as a function

of the satellite zenith angle. The figure shows the monthly means obtained for both

northern and southern midlatitudes (35°-55°), subtropics (15°-35°), and tropics (O0

150). The positive angles indicate the direction of forward scattering for reflected

sunlight. Negative angles indicate backscattering. In the figure and others similar to it,

the thin error bars in the figure indicate the standard deviations for the variations of the

daily means. The thick error bars indicate the 95% confidence intervals of the monthly

means and are determined by assuming that the daily mean represents an independent

estimate of the monthly mean. The 95% confidence intervals are obtained by

(4.1)

where a is the standard deviation of the daily values, N is the number of days for
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SEA SURFACE TEMPERATURES FOR MARCH 1989

Figure 4.3 Contour plot of monthly-mean sea surface temperatures (K). Results
retrieved using cloud-free radiances derived by the spatial coherence method. NOAA-
11 AVHRR GAC data for March 1989 was used. Kratz's correlated k-distribution
model was used for atmospheric correction. The contour interval is 2K.
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which cloud-free observations were obtained, and o is taken to be 1.96, the value for

a normal distribution. There appears to be no obvious zenith angle dependence in the

retrieved sea surface temperatures.

The sea surface temperatures retrieved using Kratz' s correlated k-distribution

model are also compared with those obtained using the method of McMillin and Crosby

(1984). The method is given by the empirical equation,

T8f CO + CiTch4 + C2(TCh4 Th5), (4.2)

where Th4 and 1ch5 are the AVHRR channel-4 and channel-5 brightness temperatures

observed for cloud-free regions and Co = 4.588, ci 1.014, and C2 = 2.637 are

derived using the NOAA-7 AVHRR observations. Figure 4.5 shows the monthly-

mean sea surface temperatures obtained using Kratz' s model and using the empirical

equation of McMillin and Crosby. The results for the two methods differ mostly for

the midlatitudes. Some differences are also shown for large satellite zenith angles. The

sea surface temperatures obtained for the two methods are both used in cloud property

retrievals to account for emission from the sea surface. The sensitivity of the retrieved

cloud properties to changes in sea surface temperature is examined.

4.2.4 Cloud property retrievals using the iterative retrieval scheme

Radiances observed for overcast pixels, together with the sea surface temperatures

retrieved using Kratz's model were used in the radiation model described in Chapter

3 for retrieving cloud properties. Averages of the radiances for the overcast pixels

within 60-km regions containing single-layered, low-level systems were used in the
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retrievals. Similar average radiances were also obtained for the partly cloudy pixels

within the 60-km regions. For the retrievals, however, the radiances observed for the

partly cloudy pixels were assumed to be due to overcast conditions. The partly cloudy

pixels were restricted to regions without sunglint.

Table 4.1 shows an example of the mean radiances for the overcast and cloud-

free pixels for 60-km regions. The data in the table was taken on March 6, 1989

for a (250 km)2 region off the east coast of Japan. The region contains a uniform,

single-layered, low-level cloud system and is divided into a 4 x 4 array of 60-km

regions. Each 60-km region consists of 16 x 16 AVHRR GAC pixels. The mean

0.63, 3.75, and 11 -m radiances and the retrieved cloud visible optical depths, droplet

effective radii, and cloud top emission temperatures for overcast pixels are shown in

the right column of each box. The left column shows the mean 0.63, 3.75, and 1 1-itm

radiances obtained for cloud-free pixels. The sun-earth-satellite viewing geometry and

the location of each 60-km region is also shown in the table. Also, in Table 4.2 the

60-km mean radiances and the retrieved cloud properties for partly cloudy pixels are

shown in the left column of each box. The right columns in Table 4.2 are results from

simulation studies which are discussed later. Comparing the values for the overcast

pixels (Table 4.1, right columns) and those for the partly cloudy pixels (Table 4.2, left

columns), it is clear that the 0.63-tm radiances and cloud visible optical depths of

the partly cloudy pixels are generally smaller than those of the overcast pixels. The

3.75 and 1 1-itm radiances and the cloud top emission temperatures obtained for the

partly cloudy pixels are generally larger than those obtained for the overcast pixels.

The differences are assessed later for the March 1989 data.
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Table 4.1 Cloud-free and overcast cloud properties together with locations and
sun-earth-satellite viewing geometry. Data obtained on March 6, 1989, for a (250
km)2 region which contained only single-layered, low-level cloud syatems. Each box
represents a '-(6O km)2 region. Left columns give the cloud-free O.63-tm reflectivity,
3.75-, and 1 1-tm radiances (mWm2sr'cm) obtained by the spatial coherence analysis.
Right columns give the overcast 0.63-jim reflectivity, 3.75-, and 1 1-jim radiances
obtained by the spatial coherence analysis along with model retrieved visible optical
depth, droplet effective radius, and cloud top emission temperature for the overcast
clouds.

(-135 7° -4 8°) (13510 -47°) (-134 5° -4 6°) (-133 9 45°)
(25.7°,2.6°,174.6°) (26.3°,7.8°,174.9°) (26.90,13.00,175.10) (27.5°,18.2°,175.2°)

0.070 0.361 0.067 0.374 0.063 0.303 0.063 0.288
0.717 0.648 0.687 0.681 0.654 0.828 0.627 0.927
101.5 89.9 101.5 90.4 101.6 90.6 101.6 91.4

9.6 9.9 7.1 6.0
135pm 13.8pm 10.8pm 9.Opm
286.6K 287.1K 287.1K 287.6K

(-1356° -53°) (-1350° -52°) (-1344° -51°) (-1338° -50°)
(25.7° ,2.6° ,173.9°) (26.3° ,7.8°, 174.0°) (26.9°, 13.0° ,173.9°) (27.5°, 18.3° ,174.3°)

0.070 0.44 1 0.063 0.344 0.056 0.2 16 0.056 0.276
0.720 0.646 0.681 0.692 0.638 0.790 0.612 0.906
101.3 90.7 101.5 92.4 101.7 92.4 101.7 91.8

12.8 9.0 4.78 5.7
13.lpm 132pm 11.Opm 8.6pm
287.5K 288.7K 288.4K 288.1K

(-153 5° -5 8°) (13490 -5 7°) (-1343° -5 6°) (-133.7° -5.5°)
(25.8°,2.6°,172.9°) (26.3°,7.8°,173.0°) (26.9°,13.0°,173.0°) (27.6°,18.3°,173.2°)

0.066 No 0.057 0.387 0.040 0.255 0.040 0.312
0.708 overcast 0.663 0.677 0.595 0.776 0.588 0.866
101.2 pixels 101.5 92.0 102.1 92.7 102.2 92.3

10.5 5.9 7.2
13.5pm 11.8pm 10.Opm
288.5K 288.6K 288.5K

(-135 4° -62°) (-134 8° -6 1°) (-134 2° -60°) (-133.6° -5.9°)
(25.8°,2.6°,172.2°) (26.4°,7.8°,172.1°) (26.9°,13.0°,172.3°) (27.6°,18.2°,172.5°)

0.063 No 0.052 0.429 0.043 No 0.040 0.427
0.699 overcast 0.647 0.750 0.593 overcast 0.592 0.803
101.2 pixels 101.4 91.9 101.6 pixels 101.6 90.9

11.7 11.1
11.3pm 11.3pm
288.5K 287.7K

Legend: (longitude, latitude)
(solar zenith, satellite zenith, relative azimuth)

0.63-pm reflevtivity 0.63-pm reflevtivity
3.75-pm radiance 3.75-pm radiance

11 -pm radiance 11 -pm radiance
visible optical depth
droplet effective radius
cloud emission temperature
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Table 4.2 Cloud properties for partly cloudy pixels, assumed to be overcast. The
table shows 0.63-1um reflectivity, 3.75-, and 1l-tm radiances obtained for the partly
cloudy pixels, along with cloud cover fraction, visible optical depth, droplet effective
radius, and cloud top emission temperature. Each box shows results obtained for a
(60 km)2 region. These 60-km regions are the same as those shown in Table 4.1. Left
columns show results obtained by the spatial coherence analysis and right columns
show results obtained from model simulation which is described in Section 4.6.

0.933 0.854 0.277 0.700

0.257 0.338 0.248 0.324 0.117 0.106 0.218 0.210
0.652 0.653 0.749 0.682 0.795 0.702 0.901 0.837
90.6 90.6 92.0 92.0 98.6 98.6 94.5 94.5

6.3 8.9 5.8 8.0 2.3 2.1 4.3 4.4
13.7pm 13.6jim 12.ljim 14.Opm 9.5pm 13.5pm 8.9zm 11.2zm
287.0K 287.2K 288.1K 288.4K 295.0K 295.2K 290.2K 290.4K

0.817 0.594 0.527 0.566

0.243 0.366 0.149 0.217 0.134 0.128 0.187 0.169
0.695 0.660 0.753 0.687 0.878 0.718 0.852 0.778

92.7 92.7 96.1 96.1 96.8 96.8 96.1 96.1
5.9 9.9 3.2 5.2 2.1 2.6 3.6 3.5

12.2J1m 13.2im 11.lpm 14.2im 5.5gm 12.Spm 9.3zm 12.1im
288.6K 288.8K 290.7K 291.2K 291.2K 292.1K 291.7K 291.8K

0.876 0.659 0.461

No comparisons 0.277 0.342 0.144 0.178 0.131 0.160
because no 0.766 0.675 0.798 0.7 14 0.835 0.7 16

overcast pixels 93.2 93.2 95.9 95.9 97.6 97.6
identified. 6.6 9.0 2.9 4.0 2.2 3.5

11.1tm 13.9pm 10.5im 14.2jm 7.9zm 15.8im
289.3K 289.5K 290.1K 290.7K 291.0K 291.9K

0.590 0.646

No comparisons 0.219 0.265 No comparisons 0.218 0.286
because no 0.736 0.708 because no 0.801 0.729

overcast pixels 95.8 95.8 overcast pixels 94.7 94.7
identified. 5.1 6.5 identified. 4.7 6.9

12.2im 13.4zm 11.9gm 14.6pm
291.6K 291.7K 290.0K 290.2K

Legend: cloud cover fraction for partiy cloudy pixels

0.63-rim reflectivity
3.75-gm radiance

11-jim radiance
visible optical depth
droplet effective radius
cloud emission temperature

0.63-jim reflectivity
3.75-jim radiance

11 -jim radiance
visible optical depth
droplet effective radius
cloud emission temperature
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SPATIAL COHERENCE ANALYSIS OF 60-km REGIONS
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Figure 4.6 Frequency distributions of single-layered cloud systems for 60-km-
scale regions. Results obtained for March 1989 over the Pacific ocean. Latitudinal
distributions of the frequencies are obtained for 1) cloudy A > 0.1 (dashed), 2)
single-layered (thin), and 3) single-layered, low-level systems (thick).
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Figure 4.7 Frequency of occurrence (%) for overcast and partly cloudy pixels.
Results obtained for single-layered, low-level clouds identified by the spatial coherence
method for March 1989 over the Pacific ocean. Curves show the monthly means.
Thick bars indicate the 95% confidence intervals for the means and thin bars indicate
the standard deviations of the daily means. (a) overcast; (b) partly cloudy; (c) means
shown in (a) and (b); (d) differences between the means shown in (c). Negative
latitudes are for the south Pacific.
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SINGLELAYERED LOWLEVEL CLOUD SYSTEMS
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Figure 4.8 Frequency of occurrence for single-layered, low-level cloud systems.
Contour lines show the fraction (%) of days where single-layered, low-level systems
were identified by the spatial coherence method for March 1989. The contour interval
is every 15%.
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For the retrievals of cloud properties, the atmospheric temperature and humidity

profiles together with the ozone column abundance were obtained from the NOAA

TIROS Operational Vertical Sounder (TOYS) data. These data are included in the

ISCCP Cl data and are given for every 3 hours and for every 2.5° x 2.5° (longitude

x latitude) region (Kidwell, 1991). The absorption due to other gases, like CO2,

Cl4, 02, and N20, was calculated using current concentrations in the atmosphere.

Scattering by molecules was included. The cloud top altitude was derived by comparing

the retrieved cloud top emission temperature to the TOYS temperature profile. The

cloud top altitude was allowed to vary during iterations so that atmospheric gaseous

absorption and scattering were iteratively calculated for the atmosphere above and

below the cloud layer. The 0.63-tm refiectances were calibrated following the method

of Rao and Chen (1995). The solar constant was obtained from Thekaekara (1974).

No sun-earth distance correction was made because the correction is small for March.

4.3 Frequency of occurrence for single-layered, low-level cloud systems

4.3.1 Frequency distributions of single-layered, low-level cloud systems

A single-layered cloud system is taken to be low-level if the retrieved cloud top

emission temperature is larger than the 680-mb atmospheric temperature observed for

the region. The 680-mb atmospheric temperature is chosen as it follows the low-level

cloud classification used by ISCCP (Rossow and Schiffer, 1991). Figure 4.6 shows the

frequency of occurrence for the 60-km regions which contained well-defined, single-

layered, low-level clouds. The criteria for determining the well-defined, single-layered
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cloud systems are described in Chang (1991). The 60-km regions were taken from

AVHRR passes (see Figure 4.1) for March 1989. For latitudes between 55°S and

55°N, approximately 80% of the nearly 700,000 60-km regions were found to be

cloudy (A > 0.1). About 30% of the cloudy 60-km regions contained single-layered

cloud systems. About 40% of the single-layered clouds were found to be low-level.

The frequency of occurrence for single-layered clouds obtained here is smaller than the

--'50% obtained by Lin and Coakley (1994) and by Stevermer et al. (1997) because the

60-km regions used here were restricted to be those that made up 250-km regions that

contained only single-layered, low-level clouds. The figure also shows the latitudinal

distributions of the frequency of occurrence. The single-layered, low-level systems

were found primarily at midlatitudes and seldom in the tropic.

4.3.2 Frequency distributions for overcast and partly cloudy pixels

Figure 4.7 shows a) overcast and b) partly cloudy pixel percentages obtained

for 60-km regions containing single-layered, low-level cloud systems. The curves

in the figure are the monthly means obtained for the 2.5°-latitude band. Thin error

bars indicate the standard deviations representing the longitudinal variation of the 2.5°

region. Thick error bars indicate the 95% confidence intervals of the means. For

60-km regions containing single-layered, low-level systems with fractional cloud cover

A > 0.1, --'25% of the pixels were found to be overcast and 70% were partly

cloudy. The value of 70% for partly cloudy pixels is larger than the -50% reported

by Chang and Coakley (1993). The 60-km regions studied here all contained some

overcast pixels. As for the study of Chang and Coakley, the 60-km regions were not

required to contain overcast pixels so that their cloud-free fractions were larger. In



146

addition, Figure 4.7 shows that higher percentages of partly cloudy pixels were found

in low latitudes than in higher latitudes.

4.3.3 Spatial and temporal distributions of single-layered, low-level systems

In order to facilitate the comparison between the cloud properties derived by the

spatial coherence method and those derived by ISCCP (presented in the next chapter),

the cloud properties derived for the 60-km regions for the March 1989 data were

mapped to their corresponding 2.5° x 2.5° (longitude x latitude) geographic regions.

The mapping procedure uses the central latitude and longitude of each 60-km region to

determine its corresponding 2.5° x 2.5° region. The 2.5°-regional mean is calculated

using all 60-km regions falling in the region and weighted by the number of overcast

pixels obtained in each 60-km region.

Figure 4.8 shows the fraction of days (%) where a single-layered, low-level

system was identified by the spatial coherence method during March 1989. The

fraction of days was obtained for every 2.5° x 2.5° region for the Pacific ocean.

The observations are for all satellite view angles. The figure shows that single-layered,

low-level systems occurred frequently over the Pacific ocean. These single-layered,

low-level systems are mostly found meandering through the midlatitudes and eastern

Pacific ocean. Regions of low occurrence are found in the western equatorial region

and the subtropics of central-southern Pacific ocean. Note that for the regions near the

coast of Central and South America, the data analyzed had relatively few satellite passes

covering these regions. The findings here agree with the previous results obtained

by Klein and Hartmann (1993). Based on annual averages of surface based cloud
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observations, they found that the largest amounts of stratiform clouds occurred on the

east side of the subtropic Pacific and at midlatitudes. The lowest frequencies occurred in

the western part of the subtropical ocean and to the west of Hawaii. Deeper convective

cumuliform clouds replace the stratiform clouds in these regions (Betts and Rideway,

1989).

4.4 Low-level cloud visible optical depths, droplet effective radii, and cloud
top emission temperatures for overcast and partly cloudy pixels

4.4.1 Low-level cloud visible optical depths

Figure 4.9a shows the latitudinal distribution of the zonal-mean cloud visible

optical depths obtained for the single-layered, low-level, overcast pixels identified by

the spatial coherence method. The monthly means were obtained for every 2.5°-latitude

band. Thick error bars indicate the 95% confidence intervals for the monthly means

and thin error bars indicate the standard deviations for the longitudinal variations of

the 2.5° x 2.5°-region monthly means. These results were obtained from observations

for which the satellite zenith angle was restricted to be near nadir (< 25°). The

mean cloud visible optical depths show a minimum near the equator and then increase

poleward. The increase from the equator to higher latitudes may be authentic or may

be due to a bias resulting from the increase in solar zenith angle from the equator

to higher latitudes (Loeb and Davies, 1996). The overall mean cloud visible optical

depth obtained for the March 1989, single-layered, low-level, overcast systems is 13.9

for the northern Pacific and 11.9 for the southern Pacific. These numbers are much

larger than those obtained by Han et al. (1994), as is shown in Table 4.3. Also, Han
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et al. showed cloud visible optical depths in the southern hemisphere to be larger than

those in the northern hemisphere.

Figure 4.9b shows the cloud visible optical depths for the pixels partly covered

by the single-layered, low-level systems. These visible optical depths were obtained by

assuming that the partly cloudy pixels were overcast. The overall mean cloud visible

optical depth for these partly cloudy pixels is 6.0 for the northern Pacific and 4.5 for

the southern Pacific. Figure 4. lOa shows the correlations between the cloud visible

optical depths obtained for the overcast pixels and those for the partly cloudy pixels,

where the two optical depths are drawn from the same 60-km region. The frequency

distributions of the visible optical depths for the two are also shown in Figure 4. lOb.

The cloud visible optical depths obtained for the partly cloudy pixels are systematically

smaller than those obtained for the overcast pixels. They are on average -40-60% of

those for the overcast pixels.

4.4.2 Low-level cloud droplet effective radii

Figure 4.11 shows the latitudinal distributions of the zonal-mean cloud droplet

effective radii. Relatively small droplet effective radii are found near the equator and

high latitudes. Larger droplet effective radii are found in the subtropics. The largest was

found in the southern subtropics. The overall mean, low-level, cloud droplet effective

radius obtained for the overcast pixels was 13.1 im for the northern Pacific and 14.7 1um

for the southern Pacific. The finding that the mean low-level cloud droplet effective

radius is smaller for the northern Pacific agrees with the previous finding obtained by

Han et aT. (1994).
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Figure 4.9 Cloud visible optical depths for single-layered, low-level clouds for March
1989 over the Pacific ocean. Observations are restricted to near-nadir satellite view
angles. Curves show the monthly means. Thick bars indicate the 95% confidence
intervals for the means and thin bars indicate the standard deviations of the daily
means. (a) overcast; (b) partly cloudy; (c) means shown in (a) and (b); (d) differences
between the means shown in (c). Negative latitudes are for the south Pacific.
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Table 4.3 Monthly-mean cloud visible optical depths, droplet effective radii (jim), cloud top emission temperatures
(K), and cloud top altitudes (km). Results obtained for single-layered, low-level, overcast clouds identified by the
spatial coherence method for March 1989 over the Pacific ocean. Only near-nadir observations were used. Numbers
in the parentheses are obtained for partiy cloudy pixels assumed to be overcast. Results obtained by Han et al. (1994)
(Table 5 and 6) are also listed for comparison.

35°N-55°N 15°N-35°N 0°N-15°N 0°S-15°S 15°S-35°S 35°S-55°S

17.0 13.9 12.1 10.9 11.7 12.8
(7.4) (5.3) (4.9) (4.5) (4.4) (4.6)

Cloud visible optical depths
13.9 (6.0) 11.9 (4.5)

Han et al.: 5.8 (spring), 6.4 (annual) Han et al.: 6.8 (spring), 7.4 (annual)

11.6 13.3 14.2 14.5 15.9 13.5
(12.2) (11.7) (11.5) (11.4) (13.8) (12.9)

Droplet effective radii (pm)
13.1 (11.8) 14.7 (13.0)

Han et al.: 12.2 (spring), 11.6 (annual) Han et al.: 13.1 (spring), 12.6 (annual)

268.0 281.5 286.8 285.8 283.0 276.3Cloud top emission temperatures (K)
(271.1) (284.4) (289.9) (288.3) (286.2) (279.2)

1.71 1.72 1.51 1.66 1.78 1.58Cloud top altitudes (km)
(1.46) (1.32) (1.10) (1.32) (1.37) (1.25)
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Figure 4.11 Same as Figure 4.9, except for cloud droplet effective radii (tm).
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Figure 4.13 Same as Figure 4.9, except for cloud top emission temperatures (K).
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Figure 4.15 Same as Figure 4.9, except for the sea surface-cloud top temperature
differences.
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For partly cloudy pixels, the overall mean cloud droplet effective radius was

11.8 m for the northern Pacific and 13.0 1am for the southern Pacific. As is shown

in Table 4.3, these cloud droplet effective radii are larger than those obtained by Han

et al. (1994). The correlation of the droplet effective radii obtained for overcast and

partly cloudy pixels drawn from the same 60-km region is shown in Figure 4. 12a. The

frequency distributions of the droplet effective radii for the two are shown in Figure

4. 12b. The cloud droplet effective radii obtained for the partly cloudy pixels were

generally smaller than those for the overcast pixels. The differences in the droplet

effective radii between overcast and partly cloudy pixels were on average '--i 1 2 jim.

4.4.3 Low-level cloud top emission temperatures

Figure 4.13 shows the latitudinal distributions of the zonal-mean cloud top

emission temperatures. Figure 4. 14a shows the correlation of the cloud top emission

temperatures obtained for the overcast and partly cloudy pixels drawn from the same

60-km region. Figure 4. 14b shows the frequency distributions of the cloud top emission

temperatures for the two. Low-level cloud top emission temperatures are higher

at low latitudes and decrease with increasing latitude. The latitudinal variations in

cloud top emission temperature are consistent with the latitudinal variations in the sea

surface temperature. Figure 4.15 shows the zonal averages of the sea surface-cloud

top temperature differences for the single-layered, low-level clouds. The cloud top

emission temperatures obtained for the partly cloudy pixels are about 2-4K larger than

those obtained for the overcast pixels. The larger cloud top emission temperatures

for partly cloudy pixels are due to the additional emission arising from the cloud-free

portions of the pixels.
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As has been shown in Figures 4.9-4.14, large differences are obtained in the

retrieved cloud visible optical depths, droplet effective radii, and cloud top emission

temperatures for the overcast and partly cloudy pixels. Such differences suggest that

when one retrieves cloud properties from satellite imagery data, the inclusion of partly

cloudy pixels will lead to results that are biased. It seems that these biases, as a

consequence, would propagate into further errors when one uses these biased cloud

properties to study cloud-related issues, such as the low-level cloud optical depth and

temperature relationship (Tselioudis et al., 1992). The relationships between low-

level cloud properties are re-examined in the next two chapters using pixels that are

identified as being overcast.

4.5 Effects of satellite zenith angle on retrieved cloud properties

4.5.1 The dependence of the retrieved cloud properties on satellite zenith angle

Figure 4.16 shows a) cloud visible optical depths, b) droplet effective radii, and

c) cloud top emission temperatures retrieved for pixels that were overcast by single-

layered, low-level clouds. Here, these cloud properties are plotted as functions of the

satellite zenith angle for both the northern and southern midlatitudes, subtropics, and

tropics. The monthly mean, 95% confidence interval (thick error bars), and standard

deviation of the daily averages (thin error bars) are obtained for every 10° of the

satellite zenith angle (12 such 10° bins from 60° to 600). Again, positive satellite

zenith angles are for the forward scattering direction of reflected sunlight and negative

angles are for backscattering. The corresponding solar zenith angles are shown in



159

Figure 4.17. For each regions, the variation in the solar zenith angle is less than 100

for both the forward and backward scattering directions. The effect on the retrieved

cloud visible optical depths due to this small variation in the solar zenith angle should

be small (Loeb and Coakley, 1997).

Figure 4.16a shows that in the forward scattering direction a decrease of '-'30-

40% in the mean cloud visible optical depth is obtained for a change in the satellite

zenith angle from nadir to 600. This decrease in the retrieved cloud visible optical

depths is observed in all six latitude zones. For backward scattering, a similar decrease

is also observed, except for the northern midlatitudes. The decrease obtained here for

the forward scattering directions agrees in magnitude with the decrease of 40% in cloud

visible optical depth from nadir to 65° obtained by Loeb and Coakley (1997). Loeb

and Coakley, however, found no decrease in the backward scattering direction. The

discrepancy may be due to cloud breaks at oblique satellite view angles (Dr. Norman

Loeb, personal communication). When clouds are broken by small holes, their visible

reflectivities are smaller than those for similar clouds without breaks. Cloud breaks can

be easily seen at nadir, but are hidden at oblique view angles. As the spatial coherence

method identifies single-layered clouds based on the 11 -m emitted radiance, the hidden

cloud breaks, if any, at oblique view angles may go undetected. Figure 4.18 shows the

number of pixels overcast by single-layered, low-level clouds as identified by the spatial

coherence method. As the pixel-scale spatial resolution increases from about 4-km at

nadir to about 12-km for a zenith angle of 60°, the frequency of overcast pixels should

decrease (Ye and Coakley, 1996). The nearly constant or slightly increasing number of

overcast pixels in the backward scattering direction, as shown in Figure 4.18, may be

an indication of the effect of undetected cloud breaks at oblique satellite zenith angles.
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Figure 4.16(a) Cloud visible optical depths and satellite zenith angles for pixels
overcast by single-layered, low-level clouds. Observations are for for March 1989 for
both northern and southern midlatitudes (35°-55°), subtropics (15°-35°), and tropics
(00_150). Curves are for the monthly means. Thick bars indicate the 95% confidence
intervals for the means. Thin bars represent the standard deviations of the daily means.
Negative zenith angles indicate the backward scattering direction.
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Figure 4.16(b) Same as Figure 4.16a, except for cloud droplet effective radii ([tm).
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Figure 4.16(c) Same as Figure 4.1 6a, except for cloud top emission temperatures (K).
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Figure 4.17 Same as Figure 4.1 6a, except for the solar zenith angles of the
observations.
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Figure 4.18 Number of pixels overcast by single-layered, low-level clouds as a
function of satellite zenith angle. Observations are for March 1989 for both northern
and southern midlatitudes (35°-55°), subtropics (15°-35°), and tropics (00_150).
Curves represent the monthly means of the daily observations. Thin bars represent the
standard deviations of the daily observations. Thick bars indicate the 95% confidence
intervals of the monthly means.
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Figure 4.19 Same as Figure 4.1 6a, except for the sea surface-cloud top temperature
differences (K).
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Figure 4.20 Monthly-mean cloud top emission temperatures (K) obtained using
Kratz's model (solid) and the McMillin-Crosby equation (dashed) for the sea surface
temperatures. Results are for pixels overcast by single-layered, low-level clouds
obtained for March 1989 and for both northern and southern midlatitudes (35°-55°),

subtropics (15°-35°), and tropics (0°-15°).
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Figure 4.21 Retrieved (thin) and corrected (dashed) monthly-mean cloud visible
optical depths for pixels overcast by single-layered, low-level clouds. Dashed curves
are obtained by correcting the retrieved cloud visible optical depths for the satellite
zenith angle dependence. The procedures are described in the text. Thick curves are
the least-squares fits to the retrieved cloud visible optical depths. Thin curves are the
same as the monthly means shown in Figure 4. 16a.
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Figure 4.22(a) Monthly-mean cloud droplet effective radii ([tm) obtained with
retrieved (solid) and corrected (dashed) cloud visible optical depths. Solid curves are
the same as the monthly means shown in Figure 4.16b. Dashed curves were obtained
with cloud visible optical depths that were corrected for the observed satellite-zenith-
angle dependence.
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Figure 4.22(b) Same as Figure 4.22a, except for cloud top emission temperatures (K).
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Figure 4. l6b shows the dependence of cloud droplet effective radius on satellite

zenith angle. The retrieved droplet effective radii are on average r' 1 tm larger

in the forward scattering direction than in the backward scattering direction. The

dependence of droplet effective radius on satellite zenith angle is small in both forward

and backward scattering directions. Figure 4. 16c shows the satellite zenith angle

dependence for the cloud top emission temperature. The retrieved cloud top emission

temperatures also show little dependence on the satellite zenith angle. Cloud top

emission temperatures obtained for large zenith angles (>r. 45°) are on average 1-2K

larger than those obtained for near-nadir zenith angles. Figure 4.19 shows the sea

surface-cloud top temperature differences as a function of satellite zenith angle. The sea

surface-cloud top temperature differences also show little dependence on the satellite

zenith angle.

Table 4.3 also shows the mean cloud visible optical depths, droplet effective

radii, and cloud top emission temperatures obtained for both northern and southern

midlatitudes, subtropics and tropics. These means are for near-nadir viewing pixels

that were overcast by single-layered, low-level clouds. The largest mean cloud visible

optical depth and smallest mean droplet effective radius were found in the northern

midlatitudes. The largest mean droplet effective radius was found in the southern

subtropics. The smallest mean cloud optical depth was found in the tropics. The mean

cloud top altitudes for these low-level clouds are also shown in the table. The cloud top

altitudes were obtained using the method of Betts et al. (1992). The altitude is given by

(T5f T)/, (4.3)

where T51 is the retrieved sea surface temperature obtained using Kratz' s model to
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account for absorption by atmospheric gaseous, T is the retrieved cloud top emission

temperature, and -y = 7°/km is the lapse rate. The mean cloud top altitudes for these

low-level clouds range from 1.5 to 1.8 km.

The cloud visible optical depths, droplet effective radii, and cloud top emission

temperatures shown in Figure 4.16 were retrieved with the sea surface temperatures

obtained using Kratz's model for the absorption by atmospheric gaseous. These cloud

properties were also retrieved using sea surface temperatures derived from the empirical

equation of McMillin and Crosby (1984), Eq. (4.2). Cloud visible optical depths and

droplet effective radii retrieved using the two sea surface temperatures were identical.

The differences in cloud top emission temperatures for the two were also small and

they are shown in Figure 4.20.

In addition, the satellite zenith angle dependence of the retrieved droplet effective

radii and cloud top emission temperatures were re-examined by using cloud visible

optical depths that were corrected for the satellite zenith angle dependence. The

satellite zenith angle dependence of the cloud visible optical depths may have affected

the retrieved droplet effective radii and cloud top emission temperatures when using

the iterative retrieval scheme. Figure 4.21 shows the corrected cloud visible optical

depths (dashed curves). The corrected cloud visible optical depth is given by

'r(0)
r(0)

Tf(0)
(4.4)

where 0 is the satellite zenith angle, i- is the retrieved cloud visible optical depth (thin

curves), and Tf is the least-square fit to the retrieved cloud visible optical depths (thick

curves). The least-square fit was obtained using two half-cosine functions to fit the
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retrieved visible optical depths in both the forward and backward scattering directions.

The droplet effective radii and cloud top emission temperatures retrieved using the

corrected cloud visible optical depths are shown in Figure 4.22. The results show

that the retrieved droplet effective radii and cloud top emission temperatures were not

sensitive to such corrections in the cloud visible optical depths.

4.5.2 Differences between overcast and partly cloudy pixels

Figure 4.23 shows the monthly-mean a) cloud visible optical depths, b) droplet

effective radii, and c) cloud top emission temperatures as functions of satellite zenith

angles for both the overcast (solid curves) and partly cloudy pixels (dashed curves)

which were assumed to be overcast. Again, large differences in the cloud properties

of overcast and partly cloudy pixels were found at all satellite zenith angles. Figure

4.23a shows that the satellite zenith angle dependence of cloud visible optical depth

for the partly cloudy pixels is smaller than that for the overcast pixels. The finding

suggests that this angular dependence of cloud visible optical depth may not be found

in ISCCP data.

Figure 4.23b shows that occasionally small differences were found between the

droplet effective radii for overcast pixels and partly cloudy pixels. In the forward

scattering direction, a minimum in the droplet effective radius for partly cloudy pixels

was often obtained at satellite zenith angles near 200 for all six latitude zones. The

droplet effective radii for partly cloudy pixels were smaller in the forward scattering

than in the backscattering direction. Further study is needed to understand why droplet

effective radii retrieved for partly cloudy pixels in the forward scattering directions are
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smaller and why differences between droplet effective radii retrieved for overcast and

partly cloudy pixels are relatively small in the backscattering direction.

The mean cloud visible optical depths, droplet effective radii, and cloud top

emission temperatures for the partly cloudy pixels at near-nadir are also shown in

Table 4.3. The near-global mean, low-level cloud visible optical depths and droplet

effective radii obtained by Han et al. (1994) are also listed in the table. Han et al. used

only near-nadir (0 < 27°) pixels and reported a mean low-level cloud visible optical

depth of 5.8 for Spring and 6.4 for the year for the northern hemisphere oceans and 6.8

for Spring and 7.4 for the year for the southern hemisphere oceans. Their cloud visible

optical depths for the northern hemisphere oceans are similar to those obtained here

for the partly cloudy pixels. For the southern hemisphere, their values lie between the

values obtained for the overcast and partly cloudy pixels. The droplet effective radii

for both the northern and southern hemisphere oceans are similar to those obtained

here for the partly cloudy pixels.

4.6 Simulation studies for the effect of partly cloudy pixels

4.6.1 Larger droplet sizes retrieved from simulations

In order to understand the effect of partly cloudy pixels on the retrieved cloud

visible optical depths, droplet effective radii, and cloud top emission temperatures,

simulated radiances were calculated for partly cloudy pixels and used to retrieve the

cloud properties. In the simulation, a sea surface temperature of 294K, a standard

midlatitude summertime atmospheric profile, and a surface reflectance of 0.03 for
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Figure 4.23(a) Monthly-mean cloud visible optical depths for March 1989 for the
Pacific ocean. Observations are for single-layered, low-level clouds for both northern
and southern midlatitudes (35°-55°), subtropics (15°-35°), and tropics (00_150). Solid
curves are for overcast pixels; dashed curves are for partly cloudy pixels which were
assumed to be overcast.
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Figure 4.23(b) Same as Figure 4.23a, except for cloud droplet effective radii (ftm).
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Figure 4.23(c) Same as Figure 4.23a, except for cloud top emission temperatures (K).
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channel 1 and 0.01 for channel 3 were used to calculate the cloud-free radiance. These

values were also used with a plane-parallel cloud model to calculate the overcast

radiances for various cloud visible optical depths, droplet effective radii, and cloud top

emission temperatures. The radiance simulated for a partly cloudy pixel is calculated

by using the cloud-free and overcast radiances and a specified cloud cover fraction.

For a pixel-scale cloud cover fraction A, the radiances of AVHRR channels 1, 3, and

4 are taken to be given by

Ii = [1 x Ri3 + A x Rl(rC,rff), (4.5)

13 = [1 AJ x [R33 + E33] + A x [R3(r,r11) + E3c(rc,reij,Tc)], (4.6)

14 = [1 A] x E43 + A x E4c(rc,reff,Tc), (4.7)

where R3 is the simulated cloud-free reflected radiance, E3 is the simulated cloud-

free emission, R is the simulated reflected radiance for the overcast portion of the

pixel, E is the simulated emitted radiance for the overcast portion, I is the simulated

partly cloudy pixel radiance, and r, rcj'f, and T are, respectively, the model cloud

visible optical depth, droplet effective radius, and cloud top emission temperature. In

retrieving cloud properties from the partly cloudy pixel, the radiances obtained with

Eqs. 4.4-4.6 are assumed to be due to overcast conditions. For overcast conditions,

A = 1, Eqs. 4.4-4.6 become

Ii = RC(T,rff), (4.8)

13 = (T, rjj) + (rh, reff, T) (4.9)

14 = (4.10)
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where r, Tf, and T represent the cloud visible optical depth, droplet effective radius,

and cloud top emission temperature that would be retrieved for the simulated partly

cloudy radiances of Ij, 13, and 14.

Figure 4.24 shows differences, L\r = r (dashed), /.reff = Teff fI
(thick), and LTC = T I (thin), between the retrieved and input values. These

differences are obtained for the sun-earth-satellite viewing geometry, (Op, 0, q q) =

(50.10,5.90,800) and for r = 2, 12, ref1 = 4, 10, 24 tm, T = 280K, and

A = 0.1, 0.2, . . . , 1.0. Figure 4.24a shows the differences for Tc = 2 and Figure

4.24b shows the differences for r 12. The differences from the simulations show

that, when assuming radiances observed for partly cloudy pixels are due to overcast

conditions, the retrieved cloud visible optical depth, r, is always smaller than the

overcast cloud visible optical depth r. The difference /.\r decreases with increasing

A, as it should. For the retrieved droplet effective radius and cloud top emission

temperature, 7ff > r and T > T when the retrieved cloud optical depths

>-- 1. The differences, L\r11 and also decrease with increasing A. However,

Tell < T11 and T < T when the retrieved cloud visible optical depth r <-'-' 0.5

which occurs when the cloud cover fraction A and overcast visible optical depth are

small.

4.6.2 Smaller droplet sizes retrieved from observations

Figure 4.25 shows the frequency of occurrence for the fractional cloud cover

for the partly cloudy pixels for the March 1989 data. The fractional cloud cover

was generally larger than 0.4 and the overall mean was about 0.7. According to the
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fractional cloud cover for the partly cloudy pixels shown in Figure 4.25 and according to

the simulation study performed in section 4.6.1, cloud droplet effective radii retrieved

for partly cloudy pixels are expected to be larger than those retrieved for overcast

pixels. But, the results presented in sections 4.4 and 4.5 show that cloud droplet

effective radii retrieved for the partly cloudy pixels were smaller than those retrieved

for their overcast counterparts.

00
0

U

C-)

U
0

0

U
z

U
UU

SINGLELAYERED LOWLEVEL CLOUDS

ru

3

1

0 20 40 60 80 100 120

CLOUD COVER FRACTION (%)

Figure 4.25 Frequency distribution of the mean cloud cover fraction (%) for
partly cloudy pixels. Observations are for 60-km regions containing single-
layered, low-level cloud systems for March 1989 for the Pacific ocean. The
observations are restricted to near-nadir satellite zenith angles.
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To further examine this discrepancy, for each 60-km region, the observed radi-

ances for the partly cloudy pixels were compared to those calculated using Eqs. 4.4-4.6

for the same cloud cover fraction. In calculating the partly cloudy radiances for the

March 1989 data, cloud-free and overcast radiances were obtained from the spatial

coherence analysis. The 60-km mean cloud cover fraction A for the partly cloudy

pixels was calculated using Eq. 2.1. For the data shown in Tables 4.1 and 4.2, the

calculated 60-km mean radiances for the partly cloudy pixels are also shown in the

right columns of each box in Table 4.2. The cloud visible optical depths, droplet effec-

tive radii, and cloud top emission temperatures retrieved using these calculated partly

cloudy radiances are also shown in Table 4.2. The droplet effective radii retrieved

from the calculated partly cloudy radiances (right columns) are generally larger than

those retrieved for the observed partly cloudy radiances (left columns) and the calcu-

lated 3.75-1am radiances are smaller than the observed 3.75-gm radiances. Figure 4.26

shows the radiances calculated and observed for the partly cloudy pixels for the March

1989 data. Each point in the figure gives mean values for a 60-km region. The 60-km

regions were restricted to near-nadir view angles (< 25°). Figure 4.26a shows that the

observed channel-i radiances are systematically smaller than the calculated channel-i

radiances. Figure 4.26b shows that the observed channel-3 radiances are systematically

larger than the calculated channel-3 radiances. Note that, for channel 4, the observed

and calculated radiances are identical. The smaller channel-i radiances observed for

partly cloudy pixels may result from broken clouds having smaller liquid water paths

or they may be due to cloud 3-dimensional effects or both (Coakley, 1991). The larger

channel-3 radiances observed for partly cloudy pixels may result from shifts to smaller

droplets at cloud edges (Coakley and Davies, 1986; Coakley, 1991) or may be due to

cloud 3-dimensional effects. The contribution of surface emission through thin cloud
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edges will make the 3.75-1um radiances larger, but the effect is small compared with that

calculated. In any case, using a retrieval scheme similar to that described here, cloud

droplet effective radii retrieved for the partly cloudy pixels, when they are assumed to

be overcast, are generally smaller than those retrieved for the overcast pixels.
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Chapter 5
Dependence of Cloud Visible Optical Depth on Cloud Top,

Atmospheric, and Sea Surface Temperatures

5.1 Introduction

The greenhouse effect due to the buildup of trace gases is expected to warm the

earth's climate (e.g., Charison et al., 1992). As the climate warms, the "cloud radiative

forcing" the change to the earth's radiation budget brought about by the presence

of clouds (Ramanathan et al., 1989) - may change due to changes in cloud optical

properties. Such changes may amplify the warming and provide a positive feedback

or diminish the warming and provide a negative feedback to the climate change. The

cloud feedback problem is a major source of uncertainty in climate change predictions.

Comparing results from 19 general circulation models, Cess et al. (1990) showed that

different GCMs disagree on the magnitude and even the sign of the cloud feedback.

Whether the changes in clouds will produce a positive or negative feedback depends

on the changes in the cloud properties, such as cloud amount, cloud top altitude, cloud

optical depth, and cloud hydrometeor size. While many climate simulation models have

been used for studying the responses due to changes in cloud amount, cloud optical

depth, and cloud top altitude, changes in cloud particle size have not been incorporated

due to the lack of reliable, large-scale, long-term cloud observations (e.g., Roeckner et

al., 1987; Mitchell et al., 1989; Le Treut and Li, 1991).
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In this chapter, relationships between cloud visible optical depths and the tem-

peratures of the cloud tops, the atmosphere, and the sea surface are examined for

single-layered, low-level clouds. The study uses observations from the NOAA-1 1

AVHRR for March 1989 over the Pacific ocean. The identification of single-layered,

low-level cloud systems and the retrieval of cloud properties were described in the

proceeding chapter. The low-level cloud visible optical depth and temperature rela-

tionships are examined for both overcast and partly cloudy pixels. The effect of cloud

breakup on the cloud visible optical depth-temperature relationship is demonstrated.

Because the retrieved cloud visible optical depths exhibit a satellite view angle depen-

dence, as was shown in the previous chapter, the results presented in this chapter are

restricted to cloud properties retrieved at near-nadir satellite zenith angles. ISCCP Cl

data for March 1989 is also analyzed for the visible optical depths and temperatures

of the low-level clouds.

This study focuses on low-level clouds in order to limit variations in cloud vertical

extent and effects due to changes in water phase. Low-level clouds have been shown to

have a strong impact on the earth's net radiation balance (Hartmann et al., 1992). These

clouds contribute a substantial fraction of planetary albedo but they have little impact

on the thermal radiation emitted to space. Since their effect on the albedo dominates,

the net effect of these clouds is to cool the earth. Hartmann et al. showed that low-level

clouds reduce the net radiation balance at the top of the atmosphere by 15 Wm2 on

a global-annual mean basis. Low-level clouds are primarily found over the subtropical,

mid-latitude, and Arctic oceans. The average fraction of the earth covered by these

clouds is -'-'29%. For oceans, the coverage is 34% (Klein and Hartmann, 1993).

Obviously, the radiation balance of the earth is expected to be sensitive to changes in

the amount and optical properties of these clouds.
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5.2 Cloud optical depth feedback

5.2.1 Negative or positive cloud optical depth feedback

Using more than 20,000 measurements from aircraft flights into clouds over the

former Soviet Union, Feigelson (1978) concluded that cloud liquid water concentration

generally increases with temperature. Based on these observations, Somerville and

Remer (1984) proposed a negative cloud optical depth feedback hypothesis - cloud

optical depth increases with increasing temperature, which in turn diminishes the impact

of a climate warming.

Since a warmer atmosphere contains more water vapor, warm clouds will contain

more condensed liquid water than the same clouds that are colder (Betts and Harsh-

vardhan, 1987). As cloud optical depth is proportional to cloud liquid water content

(Stephens, 1978), clouds having larger liquid water content would be optically thicker

for the same vertical thickness. Optically thicker clouds reflect more sunlight back to

space. Clouds, particularly low-level clouds, are often opaque at infrared wavelengths.

Consequently, the increase in cloud liquid water would have little effect on the emitted

radiation. As a result, an increase in cloud liquid water content would provide a neg-

ative feedback to a climate warming if all other cloud properties remain unchanged.

Somerville and Remer (1984) also utilized the empirical relationship between cloud

liquid water content and temperature to account for the changes in cloud optical depth

in a radiative-convective model. They concluded that cloud optical depth, which de-

pends strongly on cloud liquid water content, is sensitive enough to temperature to

provide a substantial negative feedback to a CO2-induced climate warming.



Satellite observations have been used for studying the cloud optical depth and

cloud temperature relationship on a global scale. Tselioudis et al. (1992) used two

years of ISCCP cloud data to investigate the low-level cloud visible optical depth

and cloud temperature relationship. They showed that for colder, continental, low-

level clouds, cloud optical depth increases with increasing temperature. This result

agrees with the negative cloud optical depth hypothesis proposed by Somerville and

Remer (1984) based on aircraft observations. However, for warmer continental and

most marine low-level clouds, they discovered that cloud optical depth decreases with

increasing temperature. Based on this finding, they suggested that in the event of

a global warming there would be a decrease in global-mean, low-level cloud optical

depth. Such a decrease in cloud optical depth implies a positive cloud optical depth

feedback to a climate warming.

5.2.2 Effects of partly cloudy pixels on the optical depth-temperature relationship

As indicated in Chapter 2 and in earlier studies (Wielicki and Parker, 1992; Chang

and Coakley, 1993), many of the satellite pixels identified by the ISCCP processing

system as being overcast are in fact only partly covered by clouds. Because ISCCP

treats these partly cloudy pixels as overcast and because these partly cloudy pixels

are included in the ISCCP cloud optical depth and temperature retrieval scheme, the

ISCCP-derived cloud optical depths are smaller than the actual optical depths of the

clouds being observed and ISCCP-derived cloud temperatures are higher than the actual

temperatures of the clouds. The relationship between low-level cloud optical depths

and temperatures obtained by Tselioudis et al. may simply reflect cloud breakup on the

regional scale where temperatures are warmer. The clouds that remain may still have
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larger optical depths when the temperatures are warmer, as suggested by Feigelson,

Somerville and Remer, and Betts and Harshvardhan.

To illustrate the effect of cloud breakup, Figure 5.1 shows the cloud visible optical

depths, cloud top emission temperatures, and cloud cover fraction retrieved for partly

cloudy pixels. The data is taken from the left column in Table 4.2. Each point represents

a -(60 km)2 portion of a (250 km)2 region and gives cloud properties retrieved for

partly cloudy pixels that are taken to be overcast. The (250 km)2 region contains a

uniform, single-layered, low-level cloud system and no evidence for upper-level clouds

is found in the region. Figure 5.1 a shows that, when partly cloudy pixels are assumed

to be overcast, the retrieved visible optical depth decreases with decreasing fractional

cloud cover. Conversely, Figure 5. lb shows that the retrieved cloud top emission

temperature increases with decreasing fractional cloud cover. Clearly, variations in

cloud cover fraction could easily explain the negative relationship between cloud optical

depth and temperature inferred by Tselioudis et al. (1992).

5.3 ISCCP low-level cloud visible optical depths and temperatures

To examine the finding by Tselioudis et al., ISCCP Cl data (Rossow and Schiffer,

1991) for March 1989 over the Pacific ocean is used to obtain the low-level cloud optical

depth and temperature relationship. The ISCCP Cl data provides cloud information

for every 2.5° x 2.5° (latitude x longitude) region in space and every 3 hours in time.

The ISCCP cloud properties were derived from the 0.63- and 1 1-gm radiances taken

from four geostationary satellites and two NOAA polar orbiting satellites. The imager

pixels had a spatial resolution of approximately 4-8 km at nadir.
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The ISCCP cloud analysis procedure consists of two steps: cloud detection

followed by radiative transfer analysis. For cloud detection, each pixel is taken to

be either clear or cloudy based upon a bi-spectral threshold test applied to the 0.63 and

11-sam radiances. The cloudy pixels are those which are colder (11 pm) or brighter

(0.63 tm) by pre-determined margins than the corresponding clear sky radiance. The

margins represent the estimated uncertainty in the clear sky radiances. In the radiative

transfer analysis, clouds are assumed to cover each cloudy pixel completely and

uniformly. The 0.63- and 1 1-1um radiances of the cloudy pixels are then compared

with calculated radiances to infer cloud visible optical depths and cloud emission

temperatures. A plane-parallel model is used for the radiative transfer calculations.

For low-level clouds, the droplets are assumed to be spherical, liquid water droplets

with sizes specified by a gamma distribution (Hansen and Travis, 1974). An effective

droplet radius of 10 m and an effective variance of 0.15 are used in the gamma

distribution.

Figure 5.2a shows the latitudinal distribution of the zonal-mean, low-level, cloud

visible optical depths obtained by ISCCP for March 1989. The ISCCP cloud visible

optical depths were derived from radiances taken from four geostationary and two

NOAA polar orbiting satellites. The curves are the monthly averages obtained for every

2.5°-latitude band. The thin error bars indicate the standard deviations representing the

variations of the daily means. The thick error bars indicate the 95% confidence intervals

obtained for the monthly means and are determined by assuming that each daily mean

represents an independent estimate of the monthly mean. Here, following Tselioudis et

al. (1992), only pixels with retrieved 11-tm emission temperatures consistent with air

temperatures occurring in the pressure interval between 680-800 mb were used. The

ISCCP mean low-level cloud visible optical depths obtained for March 1989 are similar
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in magnitude to those obtained by Tselioudis et al. for 1984. Figure 5.2b shows the

latitudinal distribution of zonal-mean cloud visible optical depths obtained for pixels

overcast by single-layered, low-level clouds as identified by the spatial coherence

method. Figure 5.2b is identical to Figure 4.9a. Figure 5.2c compares the means

obtained in 5.2a and 5.2b and Figure 5.2d shows the differences between the means

shown in 5.2c. Since many of the ISCCP cloudy pixels are only partially covered by

clouds, the ISCCP mean low-level cloud optical depths are much smaller than those

obtained for the overcast clouds. An interesting feature is that the magnitude of the

ISCCP low-level cloud optical depths is similar to that obtained for low-level, partly

cloudy pixels, as shown in Figure 4.9b.

Figure 5.3a shows the latitudinal distribution of the zonal-mean, cloud tempera-

tures obtained by ISCCP for low-level clouds. Because ISCCP cloud retrieval proce-

dures do not provide specific temperature information for low-level clouds, following

Tselioudis et al., the 740-mb atmospheric temperature derived from TOYS (TIROS

Operational Vertical Sounder) is used as an index of low-level cloud temperatures.

Figure 5.3b shows the cloud top emission temperatures obtained for pixels overcast

by single-layered, low-level clouds. The comparison and differences in the means are

shown in Figures 5.3c and 5.3d. The distributions of the 740-mb atmospheric tem-

perature and the cloud top emission temperature have similar features, that is, high

temperatures at low latitudes and decreasing with increasing latitude. Although these

latitudinal variations are expected, the low-level cloud top emission temperatures are

on average 1-2 degrees higher than the associated 740-mb atmospheric temperatures.

The cloud top altitudes of these single-layered, low-level clouds are on average a few

hundred meters lower in altitude than the 740-mb level (Betts et al., 1992).
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5.4 Variations of cloud visible optical depth with cloud top and
740-mb atmospheric temperatures

The spatial and temporal variations of the low-level cloud visible optical depths

and cloud top emission temperatures obtained for the Pacific ocean for March 1989

are examined. In time, the daily-mean, low-level, cloud visible optical depths and

cloud top emission temperatures are averaged for 300 x 10° (longitude x latitude)

regions. Then for every 30° x 100 region (30° x 15° in the tropics), day-to-day

variations of the daily-mean optical depths and emission temperatures are correlated. In

space, the monthly-mean, low-level, cloud visible optical depths and cloud top emission

temperatures are averaged for every 2.5° x 2.5° (longitude x latitude) region. Then

for each of the 2.5°-latitude bands, the longitudinal variations of the 2.5° x 2.5°-scale,

monthly-mean optical depths and emission temperatures are correlated. The latitudinal

correlation between cloud visible optical depths and cloud top emission temperatures is

not examined here. As noted by Loeb and Davies (1996), cloud optical depths obtained

with the plane-parallel theory show a strong dependence on solar zenith angle. For the

AVHRR data, the latitude and solar zenith angle are tightly coupled so that the solar

zenith angle dependence of the retrieved cloud optical depths leads to a latitudinal

dependence of the optical depths.

5.4.1 Day-to-day correlations

Figure 5.4 shows cloud visible optical depths and cloud top emission temperatures

obtained for pixels overcast by single-layered, low-level clouds. The figure shows

results for fifty 30° x 10° regions covering the Pacific ocean from 55°S to 55°N.
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The sub-figures associated with the fifty regions are placed such that top-to-bottom

represents north-to-south and left-to-right represents west-to-east. The locations of

these regions are given in Table 5.1 and indicated by the index numbers in the upper-

right corners of the sub-figures. Each sub-figure represents a 300 x 100 region and

each point gives the daily-mean cloud visible optical depth and cloud top emission

temperature observed within that 30° x 100 region. Also, the number of days

when single-layered, low-level clouds were identified by the spatial coherence method

is given in Table 5.1 and the least-squares linear regression fit for the day-to-day

correlation is plotted in the figure for each region. The empty sub-figures have no

observations. These results show that cloud visible optical depths and cloud top

emission temperatures for single-layered, low-level, overcast systems are negatively

correlated on a day-to-day basis.

Table 5.1 shows the values for the slopes of the least-squares linear regression

fits, the correlation coefficients p, and the 90% confidence level of the least-squares

linear regressions for all of the 30° x 10° regions. The monthly-mean, low-level,

cloud visible optical depths and cloud top emission temperatures are also listed in the

table. The values for the slopes of the least-squares linear regression fits and their 90%

confidence intervals are plotted in Figure 5.5, along with their corresponding monthly-

mean cloud top emission temperatures. These results show that negative correlations

between low-level cloud visible optical depths and cloud top emission temperatures

are found in all of the regions and most of them are statistically significant at a 90%

confidence level.
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Table 5.1 Index numbers, locations, d(TAU)/d(TC), monthly-mean cloud visible
optical depths, cloud top emission temperatures, numbers of days, correlation coeffi-
cients p, and whether the correlation is significant at the 90% confidence level. Results
are shown for fifty 300 x 10° (longitude x latitude) regions over the Pacific for March
1989.

Index
No.

Region
(latitude, longitude)

d(TAu) TAU N
90%
t td(TC)

1 (45°N-55°N, 120°E-150°E) 9
2 (45°N-55°N, 150°E-180°E) -1.172 14.7 267.6 20 -0.712 PASS
3 (45°N-55°N, 180°W-150°W) -0.385 14.0 266.9 23 -0.338
4 (45°N-55°N, 150°W-120°W) -0.326 13.6 267.5 25 -0.309
5 (45°N-55°N, 120°W- 90°W) 0

6 (35°N-45°N, 120°E- 90°E) -0.742 18.1 265.6 20 -0.419 PASS
7 (35°N-45°N, 150°E- 180°E) -0.808 17.8 269.3 29 -0.562 PASS
8 (35°N-45N, 180°W- 150°W) -0.356 16.1 270.3 23 -0.278
9 (35°N-45°N, 150°W- 120°W) -0.545 12.8 270.9 26 -0.675 PASS
10 (35°N-45°N, 120°W- 90°W) 0

11 (25°N-35°N, 120°E- 90°E) -0.877 23.6 274.9 21 -0.703 PASS
12 (25°N-35°N, 150°E- 180°E) -0.574 15.4 275.7 28 -0.515 PASS
13 (25°N-35°N, 180GW- 150°W) -0.439 11.1 279.4 25 -0.679 PASS
14 (25°N-35°N, 150°W- 120°W) -0.472 11.0 279.6 27 -0.674 PASS
15 (25°N-35°N, 120°W- 90°W) 10

16 (15°N-25°N, 120°E- 90°E) -2.336 17.0 284.6 21 -0.897 PASS
17 (15°N-25°N, 150°E- 180°E) -1.303 14.6 283.6 27 -0.698 PASS
18 (15°N-25°N, 180°W- 150°W) -0.330 13.1 283.9 27 -0.207
19 (15°N-25°N, 150°W- 120°W) -0.711 9.7 284.5 28 -0.554 PASS
20 (15°N-25°N, 120°W- 90°W) -0.434 7.6 284.6 17 -0.686 PASS

21 (0°N-15°N, 120°E- 90E) 9
22 (0°N-15°N, 150°E- 180°E) -0.497 11.8 286.1 20 -0.300
23 (0°N-15°N, 180°W- 150°W) -0.282 11.4 286.8 26 -0.216
24 (0°N-15°N, 150GW- 120GW) -0.531 11.1 287.0 29 -0.294
25 (0°N-15°N, 120°W- 90°W) -0.136 12.8 285.0 17 -0.078

26 (0°S-15°S 120°E-90°E) 1

27 (0°S-15°S, 150°E- 180°E) 5
28 (0°S-15°S, 180°W- 150°W) -0.883 8.3 287.7 19 -0.464 PASS
29 (0°S-15°S, 150°W- 120°W) -0.526 11.6 285.4 23 -0.365 PASS
30 (0°S-15°S, 120°W- 90°W) -0.384 10.6 285.6 24 -0.179

31 (15°S-25°S, 120°E-90°E) 4
32 (15°S-25°S, 150°E- 180°E) -0.262 11.2 286.7 20 -0.289
33 (15°S-25°S, 180°W- 150°W) -0.342 9.9 287.9 13 -0.340
34 (15°S-25°S, 150°W- 120°W) -0.087 11.3 283.2 19 -0.079
35 (15°S-25°S, 120°W- 90°W) -0.230 11.6 282.5 27 -0.193

36 (25°S-35°S, 120°E- 90°E) 0
37 (25°S-35°S, 150°E- 180°E) -0.315 11.4 283.7 23 -0.266
38 (25°S-35°S, 180°W- 150°W) -0.513 10.2 283.9 27 -0.736 PASS
39 (25°S-35°S, 150°W- 120°W) -0.920 9.9 285.5 28 -0.866 PASS
40 (25°S-35°S, 120°W- 90°W) -0.043 12.9 279.3 27 -0.035

41 (35°S-45°S, 120°E- 90°E) 8
42 (35°S-45°S, 150°E- 180°E) -0.532 12.3 278.9 25 -0.476 PASS
43 (35°S-45°S, 180°W- 150°W) -0.592 12.2 277.4 30 -0.535 PASS
44 (35°S-45°S, 150°W- 120°W) -0.426 11.4 279.6 27 -0.650 PASS
45 (35°S-45°S, 120°W- 0°W) -0.373 12.8 276.2 29 -0.489 PASS

46 (45°S-55°S, 120°E- 90°E) 7
47 (45°S-55°S, 150°E- 180°E) -0.630 13.4 273.8 24 -0.716 PASS
48 (45°S-55°S, 180°W- 150°W) -1.027 14.6 274.3 26 -0.710 PASS
49 (45°S-55°S, 150°W- 120°W) -0.617 13.0 274.0 28 -0.489 PASS
50 (45°S-55°S, 120°W- 90°W) -0.439 13.9 271.9 23 -0.377 PASS
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Table 5.2 Index numbers, latitudes, d(TAU)/d(TC), monthly-mean cloud visible
optical depths and cloud top emission temperatures, numbers of 2.5° x 2.5° samples,
effective numbers of independent sample, and correlation coefficients, p, and whether
the correlation is significant at the 90% confidence level. Results are shown for forty-
four 2.5°-latitude bands over the Pacific for March 1989.

Index

0.
Latitude TA U N N* p

90%
stat.

test/

1 (52.5°N-55.0°N) -0.137 16.5 263.6 24 16.9 -0.109
2 (50.0°N-52.5°N) -0.880 14.9 266.9 29 24.3 -0.453 PASS
3 (47.5°N-50.0°N) -0.914 16.1 267.4 35 25.3 -0.411 PASS
4 (45.0°N-47.5°N) -0.633 16.5 267.6 38 18.5 -0.321

5 (42.5°N-45.0°N) -0.289 15.6 267.4 35 25.9 -0.298
6 (40.0°N-42.5°N) -0.309 16.1 268.5 34 13.0 -0.281
7 (37.5°N-40.0°N) -0.608 15.2 271.1 40 8.9 -0.564 PASS
8 (35.0°N-37.5°N) -1.147 14.6 274.0 42 7.9 -0.856 PASS

9 (32.5°N-35.0°N) -0.913 15.0 274.6 47 8.1 -0.677 PASS
10 (30.0°N-32.5°N) -1.193 16.3 275.8 49 11.9 -0.700 PASS
11 (27.5°N-30.0°N) -1.367 14.9 278.9 50 7.2 -0.755 PASS
12 (25.0°N-27.5°N) -1.393 13.8 281.7 51 11.9 -0.641 PASS

13 (22.5°N-25.0°N) -1.450 13.7 282.8 52 26.6 -0.484 PASS
14 (20.0°N-22.5°N) -1.145 13.2 283.8 53 40.5 -0.501 PASS
15 (17.5°N-20.0°N) -0.917 12.9 284.7 54 43.8 -0.461 PASS
16 (15.0°N-17.5°N) 0.137 12.1 285.0 53 19.8 0.061

17 (12.5°N-15.0°N) -0.625 12.6 285.7 55 25.4 -0.315
18 (10.0°N-12.5°N) -0.895 12.9 286.3 49 29.7 -0.607 PASS
19 (7.5°N-10.0°N) -0.098 12.8 285.9 41 41.0 -0.099
20 (5.0°N- 7.5°N) -0.501 12.4 286.5 37 29.2 -0.355 PASS

21 (2.5°N- 5.0°N) -0.705 11.0 287.5 34 26.5 -0.404 PASS
22 (0.0°N- 2.5°N) 0.292 9.3 287.3 38 23.5 0.172
23 (0.0° S- 2.5°S) -0.309 9.3 287.6 34 21.4 -0.222
24 (2.5°S- 5.0°S) -0.345 10.2 286.7 36 26.1 -0.329 PASS

25 (5.0°S- 7.5°S) -0.438 11.0 286.4 37 27.9 -0.322 PASS
26 (7.5°S-10.0°S) -0.456 10.6 286.0 25 16.8 -0.4 13 PASS
27 (10.0°S-12.5°S) -1.020 11.0 285.7 22 22.0 -0.672 PASS
28 (12.5°S-15.0°S) -0.437 11.2 285.0 22 22.0 -0.435 PASS

29 (15.0°S-17.5°S) -0.208 11.8 284.7 32 18.9 -0.128
30 (17.5°S-20.0°S) 0.099 11.6 284.8 41 33.9 0.137
31 (20.0°S-22.5°S) -0.109 11.1 284.8 47 46.5 -0.123
32 (22.5°S-25.0°S) -0.392 11.1 284.7 49 18.2 -0.409 PASS

33 (25.0°S-27.5°S) -0.559 11.8 284.6 47 28.2 -0.622 PASS
34 (27.5°S-30.0°S) -0.747 11.6 284.3 46 21.6 -0.712 PASS
35 (30.0°S-32.5°S) -0.611 11.2 283.2 49 10.9 -0.794 PASS
36 (32.5°S-35.0°S) -0.523 10.9 282.2 51 10.2 -0.808 PASS

37 (35.0°S-37.5°S) -0.425 11.5 280.5 52 13.2 -0.689 PASS
38 (37.5°S-40.0°S) -0.629 12.2 278.9 53 23.2 -0.683 PASS
39 (40.0°S-42.5°S) -0.782 12.5 277.3 53 21.5 -0.738 PASS
40 (42.5°S-45.0°S) -0.724 12.6 276.4 54 17.9 -0.533 PASS

41 (45.0°S-47.5°S) -0.603 12.7 275.3 54 20.4 -0.479 PASS
42 (47.5°S-50.0°S) -0.623 12.8 274.1 54 28.7 -0.451 PASS
43 (50.0°S-52.5°S) -0.597 13.3 272.4 51 21.1 -0.498 PASS
44 (52.5°S-55.0°S) -0.556 13.2 269.4 15 7.1 -0.565
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Figure 5.6 Cloud visible optical depths and cloud top emission temperatures for
pixels overcast by single-layered, low-level clouds. Observations are for March 1989
for the Pacific ocean. Each sub-figure is for a 2.5°-latitude band. The latitudes are
given in Table 5.2. Each point gives monthly means of a 2.5° x 2.5° region within
the 2.5°-latitude band. Straight lines represent the least-squares fits.
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Figure 5.7 Latitudinal distribution of d(TAU)/d(TC) for observations shown in
Figure 5.6. The values of d(TAU)/d(TC) are the slopes of the least-square fits.
Each data is for a 2.5°-latitude band. Open symbols indicate that TAU and TC
are correlated at the 90% confidence level. Error bars indicate the 90% confidence
intervals.
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5.4.2 Longitudinal correlations

Figure 5.6 shows the cloud visible optical depths and cloud top emission tem-

peratures obtained for pixels overcast by single-layered, low-level clouds for forty-four

2.5°-latitude bands from 55°S to 55°N. Each sub-figure represents a 2.5°-latitude band.

The latitudes for these sub-figures are given in Table 5.2 as indicated by the index num-

bers. Each point in the figure gives the monthly-mean, low-level, cloud visible optical

depth and cloud top emission temperature for a 2.5° x 2.5° region. The number of

2.5° x 2.5° regions containing single-layered, low-level clouds is given in Table 5.2.

The least-squares linear regression fit for the longitudinal correlation is also plotted

in the figure for each latitude band. The longitudinal correlations between cloud vis-

ible optical depths and cloud top emission temperatures for single-layered, low-level

clouds are generally negative.

In Section 5.4.1, when examining the day-to-day correlation between visible

optical depth and cloud top emission temperature, clouds observed on different days

were assumed to be independent samples. However, when examining the longitudinal

correlation, the 2.5°-scale variations in the cloud properties are correlated. When the

observations are not statistically independent, the number of independent samples is

smaller than the total number of samples. Here an effective number of independent

samples, N*, is used in place of the number of samples, N, to determine the significance

of the longitudinal correlations between low-level cloud optical depths and cloud top

emission temperatures.

The effective number of independent samples, N*, is estimated following the

method of Dr. Dudley Chelton and Nathaniel Plant (personal communications). The



effective number is given by

and

N*=vN

204

(5.1)

M
ii = (5.2)

where M = 1 for the linear regression model, T is the lag in the longitude domain,

S is the square of the estimated value of the lag-cross-correlation coefficient between

two variables, x and y. The cross-correlation coefficient for lag r is given by

pxy(T) , ( . )

o-xo.y

where r is the standard deviation. The expected value < N()S(r) > can be

estimated by {N(r)'(r)} which is the average of N(rk)S(rk) calculated for lags Tk,

k = 1, 2,. . . K and 1, 2, . . . , K. The estimated effective number of independent

samples, N*, is then given by

N

{iv(r)(r)
}

(5.4)

Table 5.2 shows the effective number of independent samples obtained for each

of the 2.5°-latitude bands, along with the number of samples, the slopes of least-

squares linear regression fit, the correlation coefficient, and whether the correlation is

significant at the 90% confidence level. The monthly-zonal-mean cloud visible optical

depths and cloud top emission temperatures are also listed. The values for the slopes
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of the least-squares linear regression fits and their 90% confidence intervals are plotted

in Figure 5.13 as a function of the latitude. These results show that significant negative

longitudinal correlations between low-level cloud optical depths and cloud top emission

temperatures are found in most of the latitudes.

5.4.3 Comparisons for the overcast and partly cloudy pixels

Figures 5.8 and 5.9 show results obtained for the partly cloudy pixels that are

assumed to be overcast. Figure 5.8 is plotted in the same way as Figure 5.4. Figure 5.9

is plotted in the same way as Figure 5.6. As was illustrated in Figure 5.1, for partly

cloudy pixels, the retrieved cloud visible optical depth decreases and the retrieved

cloud top emission temperature increases with decreasing cloud cover fraction. These

negative correlations are expected for the partly cloudy pixels. However, the negative

correlations are also obtained for the overcast pixels. The negative visible optical depth-

emission temperature relationship obtained for the partly cloudy pixels appears to be

similar to that obtained for the overcast pixels. To examine the similarity, following

Tselioudis et al. (1992), Figures 5.10 and 5.11 show the values of dln(TAU)/d(TC)

obtained from the day-to-day variations shown in Figures 5.4 and 5.8. Figure 5.10 is

for the overcast pixels and Figure 5.11 is for the partly cloudy pixels. Likewise, Figures

5.12 and 5.13 show the values of dln(TAU)/d(TC) obtained from the longitudinal

variations shown in Figures 5.6 and 5.9. Figure 5.12 is for the overcast pixels and

Figure 5.13 is for the partly cloudy pixels. Comparing Figure 5.10 with Figure 5.11

and comparing Figure 5.12 with Figure 5.13, the cloud visible optical depths and cloud

top emission temperatures for the partly cloudy pixels seem to be strongly correlated

with those for the overcast pixels for the same region or latitude.
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Figure 5.8 Same as Figure 5.4, except that observations are for pixels that were
partly covered by the single-layered, low-level clouds. These partly cloudy pixels
were assumed to be overcast.
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Figure 5.9 Same as Figure 5.6, except that observations are for pixels that were
partly covered by the single-layered, low-level clouds. These partly cloudy pixels
were assumed to be overcast.



0,2

0.1

C)
H
..- 0

H

0.2

SINGLELAYERED LOWLEVEL OVERCAST

NORTH PACIFIC

+ U:

o MID LATITUDE
0 SUBTROPICS
A TROPIC

I I I

265 270 275 280 285 290

CLOUD TOP EMISSION TEMPERATURE (K)

0.2

0.1

I.-)
H

0
-d

1°"

0.2

SINGLE LAYERED LOWLEVEL OVERCAST

SOUTH PACIFIC

o MID LATITUDE
0 SUBTROPICS
A TROPIC

0,3 I
I I

265 270 275 280 285 290

CLOUD TOP EMISSION TEMPERATURE (K)

Figure 5J0 Same as Figure 5.5, except for dln(TAU)/d(TC).
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Figure 5.11 Same as Figure 5.10, except that observations are for pixels that were partly covered by the single-layered, low-level
clouds. These partly cloudy pixels were assumed to be overcast.
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Figure 5.13 Same as Figure 5.12, except that observations are for pixels that are
partly covered by the single-layered, low-level clouds. These partly cloudy pixels
were assumed to be overcast.
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Figure 5.14 Cloud visible optical depths for pixels that were overcast and partly

covered by the single-layered, low-level clouds. Observations are for March 1989 for

the Pacific ocean. Each sub-figure is for a 300 x 100 region. The regions are given

in Table 5.1. Each point gives daily means for that 30° x 10° region. Straight lines

represent the least-squares fits. Empty boxes indicate sparse or no observations.
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Figure 5.15 Correlation coefficients of cloud visible optical depths for the overcast and partly cloudy pixels obtained from the
day-to-day variations shown in Figure 5.14. The X-axis indicates the monthly-mean visible optical depths for pixels overcast by
the single-layered, low-level clouds. Each data is for a 300 x 10° (longitude x latitude) region. Open symbols indicate that the
coefficients are significant at the 90% confidence level. Error bars indicate the 90% confidence intervals.
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Figure 5.16 Same as Figure 5.14, except for cloud top emission temperatures (K).
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Figure 5.17 Same as Figure 5.15, except that the correlation coefficients are for the cloud top emission temperatures shown
in Figure 5.16.
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Figure 5.18 Same as Figure 5.14, except for cloud droplet effective radii (gm).
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UD

:1

0
U
>-

02O1

4
(1 10 20 30

11.

17

21

10 20

29

102030

5

0 10 2030

0W20

0 10 20 30
IC

22
10

0 10 20 30
15

34
10

5

0
10 20 30

1

38
10

5

0 10 20 30

42
10

0 10 20 30

5

1 20 30

IC
15

poJ
5

O 10 20 30

1

23
10

0 10 20 30

27
105--
C
0 10 20 30

31
10

1020 30

35
10

0 10 20 30

39

TAU OVERCAST PIXELS

218

15
4

8

0 10 20 30

IC
20

24

I' I

0 10 20 30
ii,

28
10

5

I'

0 10 00 30

12
5----
0
0 10 20 30

40

Figure 5.20 Cloud visible optical depths for pixels that were overcast and partly
covered by the single-layered, low-level clouds. Observations are for March 1989
for the Pacific ocean. Each sub-figure is for a 2.5°-latitude band. The latitudes are
given in Table 5.2. Each point gives monthly means of a 2.5° x 2.5° region within
the 2.5°-latitude band. Straight lines represent the least-squares fits. Empty boxes
indicate sparse or no observations.



SINGLE-LAYERED LOW-LEVEL SYSTEMS
1.5

0.5
0

0
[II

-0.5

1.OL_
-60

N o MIDLATITUDE
0 SUBTROPICS

A TROPIC

40 -20 0 20 40

LATITUDE

219

Figure 5.21 Correlation coefficients of cloud visible optical depths for the overcast
and partly cloudy pixels obtained from the longitudinal variations shown in Figure
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Figure 5.22 Same as Figure 5.20, except for cloud top emission temperatures (K).
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Figure 5.24 Same as Figure 5.20, except for cloud droplet effective radii (itm).
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Figure 5.26 Same as Figure 5.4, except that the visible optical depths and cloud

temperatures were obtained by ISCCP for low-level clouds.
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Figure 5.28 Same as Figure 5.6, except that the visible optical depths and cloud

temperatures were obtained by ISCCP for low-level clouds.
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Figure 5.30 Same as Figure 5.4, except for cloud visible optical depth and 740-mb
atmospheric temperature.
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Figure 5.32 Same as Figure 5.6, except for cloud visible optical depth and 740-mb
atmospheric temperature.
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Figure 5.14 shows the day-to-day variations of cloud visible optical depths

obtained for the partly cloudy and overcast pixels. Figure 5.15 shows the correlation

coefficients of the cloud visible optical depths for the partly cloudy and overcast pixels

from the day-to-day variations shown in Figure 5.14. Figures 5.16 and 5.17 show the

correlations of cloud top emission temperatures for the partly cloudy and overcast pixels

from the day-to-day variations. Figures 5.18 and 5.19 show the correlations of cloud

droplet effective radii for the partly cloudy and overcast pixels from the day-to-day

variations. Likewise, Figures 5.20-5.25 show the correlations from the longitudinal

variations. In conclusion, there are strong correlations between properties retrieved for

partly cloudy pixels and those retrieved for overcast pixels so that, while the properties

for the partly cloudy pixels are biased, the relationships between cloud visible optical

depth and cloud top emission temperature are relatively unaffected.

5.4.4 ISCCP low-level clouds and 740mb atmospheric temperature

Figure 5.26 shows the same as Figure 5.4 and Figure 5.27 shows the same as

Figure 5.5, except that these results were obtained by JSCCP for low-level clouds.

Although most of the regions show no significant correlation or weak correlations,

negative correlations are found in northern subtropics and positive correlations are

found in the southern Pacific and northern midlatitudes. These results are similar to

those obtained by Tselioudis et al. for the northern hemisphere. They found significant

negative correlations in most of the subtropics and part of the midlatitudes. Tselioudis

et al. did not study the southern hemisphere because the variation in ISCCP cloud

temperatures (the 740-mb level temperature) was often too small to obtain a statistically

significant correlation between cloud visible optical depth and temperature. As shown



233

in Figure 5.26, the variations of ISCCP cloud temperatures are small for the tropics

and subtropics.

The longitudinal correlations obtained by ISCCP for low-level clouds are shown

in Figures 5.28 and 5.29. Although negative correlations appear in most of the regions,

they are generally weak. Negative correlations are statistically significant for latitudes

> 25°N. These results are similar to those obtained by Tselioudis et al. (1992). For

the tropical and southern Pacific oceans, ISCCP cloud temperature variations are too

small to provide statistically significant correlations between the visible optical depths

and the cloud temperatures.

Figures 5.30 and 5.31 show day-to-day correlations between cloud visible optical

depths for pixels overcast by single-layered, low-level clouds and the 740-mb atmo-

spheric temperatures. As with the cloud top emission temperatures, significant negative

correlations exist between the cloud visible optical depths and the 740-mb atmospheric

temperatures for most of the subtropics and midlatitudes in both the northern and

southern Pacific ocean. The longitudinal correlations between the cloud visible op-

tical depths for pixels overcast by single-layered, low-level clouds and the 740-mb

atmospheric temperatures are shown in Figures 5.32 and 5.33. The correlations are

generally negative in the subtropics and midlatitudes, but a few cases of positive cor-

relations were also encountered.

5.5 Variations of cloud visible optical depth with sea surface temperature

The relationship between cloud visible optical depth and the sea surface temper-

ature is also examined for pixels that were overcast by the single-layered, low-level
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clouds. Figures 5.34 and 5.35 show the day-to-day correlations obtained in the same

way as in Figures 5.4 and 5.5. Figures 5.36 and 5.37 show the 2.5°-longitudinal corre-

lations obtained in the same way as in Figures 5.6 and 5.7. Little correlation is found

between the cloud visible optical depth and the sea surface temperature. Negative day-

to-day correlations are found in a few regions and positive longitudinal correlations

are found near 30°N.

5.6 Implications of the negative relationship between cloud visible
optical depth and cloud top emission temperature

ISCCP Cl data for the Pacific ocean and March 1989 show negative day-to-day

and longitudinal correlations between low-level cloud visible optical depths and cloud

temperatures. While few statistically significant correlations are found for tropical and

subtropical regions, the negative correlations obtained for the northern subtropics and

midlatitudes agree with those obtained by Tselioudis et al. (1992) using ISCCP data

for 1984 and 1985. The negative relationship between low-level cloud visible optical

depth and cloud temperature obtained with ISCCP data is thought to be due to the

breakup of clouds.

To illustrate further the role of broken clouds, Figures 5.38 and 5.39 show the

day-to-day correlations between cloud visible optical depth and cloud cover fraction

obtained for pixels that were partly covered by single-layered, low-level clouds as

identified by the spatial coherence method. Figures 5.40 and 5.41 show the same,

except for the 2.5°-longitudinal correlations. These results show that as the mean

cloud cover fraction for the partly cloudy pixels decreases, i.e., clouds become more

broken, the retrieved mean cloud visible optical depth also decreases. Figures 5.42-
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5.45 show the same as Figures 5.38-5.41, except for the correlations between cloud

top emission temperature and cloud cover fraction. These results show that cloud

top emission temperature slightly increases with decreasing cloud cover fraction.

Combining the decrease in cloud visible optical depth and the increase in cloud top

emission temperature, a change in cloud cover fraction for the partly cloudy pixels

can give rise to a negative relationship between cloud visible optical depth and cloud

temperature when the partly cloudy pixels are assumed to be overcast, as was done

by Tselioudis et al. (1992).

However, the cloud visible optical depths and cloud top emission temperatures

retrieved for pixels that were overcast by single-layered, low-level clouds are also neg-

atively correlated on a day-to-day and a longitudinal basis. These negative correlations

were found to be statistically significant in nearly all regions. On a day-to-day and

2.5°-scale basis, the relationships between cloud visible optical depth and cloud top

emission temperature obtained for partly cloudy pixels were similar to those obtained

for the overcast pixels. The cloud visible optical depths and cloud top emission tem-

peratures retrieved for partly cloudy pixels appear to be strongly correlated with those

retrieved for overcast pixels. Because of the strong correlations between partly cloudy

and overcast pixels, the relationships between cloud visible optical depth and cloud

top emission temperature are relatively unaffected by the fractional cloud cover of the

partly cloudy pixels. The effect of cloud breaks in the partly cloudy pixels had little

impact on both the temporal and spatial relationships between cloud visible optical

depth and cloud emission temperature.

This negative relationship between cloud visible optical depth and cloud top

emission temperature is thought to result from the relationship between cloud visible
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optical depth and cloud vertical extent. Figures 5.46 and 5.47 show the day-to-

day correlations between the cloud visible optical depth for overcast pixels and the

sea surface-cloud top temperature difference. Figures 5.48 and 5.49 show the 2.5°-

longitudinal correlations. Here, the sea surface-cloud top temperature difference, /XT =

sea surface temperature (SST) minus cloud top temperature (TC), is used as an index

of cloud vertical thickness. Low-level cloud optical depths generally increase with an

increase in the sea surface-cloud top temperature difference. Interestingly, comparing

Figures 5.46-5.49 with Figures 5.4-5.7, the absolute magnitudes of d(TAU)/d(T)

are similar to those of d(TAU)/d(TC). Since sea surface temperatures vary little

within a latitude zone (see Figure 4.4), the comparisons show that clouds having

a lower temperature, which is further from the sea surface temperature, are often

optically thicker than those having a higher temperature, which is closer to the sea

surface temperature. Since marine boundary layer clouds usually form with similar

cloud base heights and since colder cloud top temperatures indicate higher cloud top

altitudes (Betts and Ridgeway, 1989), the positive correlations between cloud visible

optical depth and the sea surface-cloud top temperature difference imply that these

low-level cloud optical depths may be strongly correlated with the vertical thickness

of the cloud layer. It is unfortunate that the cloud base information for these low-level

clouds cannot be retrieved using the AVHRR satellite data alone. In situ soundings

of temperature and humidity are needed to determine the cloud vertical thickness and

provide insight into the cloud optical depth and cloud vertical thickness relationship

for low-level clouds.

The negative relationship between low-level cloud visible optical depth and cloud

top emission temperature obtained here agrees with that obtained by Tselioudis et al.

(1992). The negative relationship may simply reflect changes in cloud vertical thickness
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so that cloud liquid water concentration may still increase with an increase in cloud

temperature (Somerville and Remer, 1984). In situ observations are needed to determine

the relationship between cloud liquid water concentration and cloud temperature. In

the next chapter, the relationships between low-level cloud visible optical depth,

droplet effective radius, cloud liquid water path, and sea surface-cloud top temperature

difference are examined. The role of cloud vertical thickness in determining these

low-level cloud properties is explored.
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Figure 5.34 Same as Figure 5.4, except for cloud visible optical depth and sea

surface temperature.
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Figure 5.36 Same as Figure 5.6, except for cloud visible optical depth and sea
surface temperature.
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Figure 5.38 Same as Figure 5.4, except for cloud visible optical depth and cloud

cover fraction for pixels that were partly covered by single-layered, low-level clouds.

The cloud visible optical depths were obtained by assuming that the partly cloudy

pixels were overcast.
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Figure 5.39 Same as Figure 5.5, except for d(TAU)/d(CCF) and the monthly-mean cloud cover fraction for the partly cloudy
pixels shown in Figure 5.38.
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Figure 5.40 Same as Figure 5.6, except for cloud visible optical depth and cloud

cover fraction for pixels that were partly covered by single-layered, low-level clouds.

The cloud visible optical depths were obtained by assuming that the partly cloudy

pixels were overcast.
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Figure 5.42 Same as Figure 5.4, except for cloud top emission temperature and

cloud cover fraction for pixels that were partly covered by single-layered, low-level

clouds. The cloud top emission temperatures were obtained by assuming that the

partly cloudy pixels were overcast.
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Figure 5.43 Same as Figure 5.5, except for d(TC)/d(CCF) and the monthly-mean cloud cover fraction for the partly cloudy
pixels shown in Figure 5.42.
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Figure 5.44 Same as Figure 5.6, except for cloud top emission temperature and

cloud cover fraction for pixels that were partly covered by single-layered, low-level

clouds. The cloud top emission temperatures were obtained by assuming that the

partly cloudy pixels were overcast.
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pixels shown in Figure 5.44.
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Figure 5.46 Same as Figure 5.4, except for cloud visible optical depth and sea

surface-cloud top temperature difference.
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Figure 5.48 Same as Figure 5.6, except for cloud visible optical depth and sea

surface-cloud top temperature difference.
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Figure 5.49 Same as Figure 5.7, except for d(TAU)/d(/T) shown in Figure 5.48.
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Chapter 6
Relationships between Cloud Liquid Water Path, Cloud Visible

Optical Depth, Cloud Droplet Effective Radius, and
Sea Surface-Cloud Top Temperature Difference

6.1 Introduction

The earth's radiation balance is sensitive to changes in cloud properties. Actually,

how clouds would respond to a climate change is poorly understood. Cess et al. (1990)

compared 19 general circulation models (GCMs) and found that the response in the

radiation budgets of these models to a fixed change in sea surface temperature differed

by a factor of three. They attributed most of these differences to differences in the

cloud parameterizations used in the models. These differences suggest that reliable,

large-scale, longterm observations of cloud properties are needed. For cloud properties

that affect the earth's radiation budget, the climate modeling community has focused

on cloud amount, cloud top altitude, and cloud optical depth (e.g., Roeckner et al.,

1987; Mitchell et al., 1989; Randall et al., 1992). It is hoped that by incorporating

information on cloud microphysics, namely, cloud droplet size and cloud liquid water

path, climate modelers can improve the parameterizations of cloud properties.

As the concentration of anthropogenic aerosols increases, variations in cloud

optical depth and cloud droplet size due to interaction between the clouds and aerosols

have recently received considerable attention (King et al., 1993; Platnick and Twomey,

1994; Twohy et al., 1995; Han et al., 1997; Coakley et al., 1997). The interactions,
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referred to as the aerosol indirect effect, result from an increase in the number of

cloud condensation nuclei (CCN) (Twomey et al., 1984). Higher concentrations of

CCN generally produce higher concentrations of cloud droplets, but the droplets are

smaller (Twomey, 1974; Charison et al., 1987; Coakley et al., 1987). For similar

liquid water content and vertical thickness, clouds with small droplets reflect more

sunlight than those with larger droplets (Twomey, 1977). Since anthropogenic aerosols

contain soluble sulfate and nitrate compounds, they are likely to be a source for

CCN. Polluted clouds are likely to have higher concentrations of small droplets and,

consequently, larger reflectivities than unpolluted clouds. The larger reflectivities

counteract somewhat the warming caused by the increase of greenhouse gases. The

global average value for the indirect radiative cooling was estimated to be about

1 Wm2 for the present atmosphere, which is equivalent in sign and magnitude to

that for the direct radiative cooling due to the backscattering of sunlight by aerosol

particles (Charlson et al., 1992). But, the uncertainty in this estimate is as large

as the estimate. Combining both direct and indirect effects, the total net cooling is

comparable to the current 3 Wm2 warming due to the buildup of the greenhouse

gases (IPCC, 1994).

Effects of ship effluents on cloud droplet radius, droplet numbers, and therefore

cloud reflectivities have long been used to demonstrate the aerosol indirect effect

(Coak!ey et al., 1987; Radke et al., 1989). Coakley et al. (1987) showed that ship tracks

are found as lines of augmented reflectivity in the overlying low-level marine stratus and

stratocumulus. Higher CCN concentrations may also lead to larger cloud liquid water

paths because a decrease in droplet size may reduce precipitation efficiency thereby

reducing the sink of cloud water and possibly increasing cloud lifetime (Albrecht, 1989;

Radke et al., 1989). For marine boundary layer clouds, Charlson et al. (1987) also



proposed that increased production of dimethylsulfide, a natural precursor of sulfate

aerosols over ocean, by phytoplankton would lead to an increase in cloud droplet

number, a decrease in droplet radius, and an increase in cloud reflectivity.

Han et al. (1997) used four years of ISCCP data to study the global-scale, spatial

and temporal relationships between cloud droplet radius and cloud albedo. They found

positive correlations between low-level cloud droplet radius and albedo for most of the

globe. They proposed that variations in cloud liquid water path were responsible for

these positive correlations. However, ISCCP takes many pixels that are partly cloudy

and analyzes their radiances as if they were overcast. The smaller cloud droplet radii

and smaller cloud optical depths obtained for partly cloudy pixels, as shown in Chapter

4, may lead to incorrect inferences concerning cloud albedo, cloud droplet size, and

cloud liquid water path.

As in previous chapters, NOAA-1 1 AVHRR 4-km GAC data for March 1989 was

used to study the 60-km-scale, single-layered, low-level, cloud liquid water paths, cloud

visible optical depths, droplet effective radii, and cloud top altitudes for the Pacific

ocean. Cloud liquid water paths were compared for overcast and partly cloudy pixels,

as determined with the spatial coherence method. The satellite zenith angle dependence

in the retrieved cloud liquid water paths was also examined. In addition, day-to-

day correlations and longitudinal correlations between cloud liquid water paths, cloud

visible optical depths, droplet effective radii, and sea surface-cloud top temperature

differences were examined. Variations in cloud layer vertical thickness were suggested

to be the primary mechanism for the relationship observed between cloud visible

optical depth, cloud liquid water path, droplet effective radius, and cloud top emission

temperature.
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6.2 Low-level cloud liquid water paths

Figure 6.1 a shows the latitudinal distribution of the zonal-mean cloud liquid water

paths obtained for pixels overcast by single-layered, low-level clouds for March 1989.

The cloud liquid water path (g/m2) is given by

LT'VP
P1iqTeffTc(eff)

(6.1)-
Qext(A,reff)

where Pliq (g/m3) is the density of water, re/f (tm) is the droplet effective radius,

r is the cloud optical depth, Q is the extinction coefficient, and A (1um) is the

wavelength. (For the definitions of these variables, see section 3.2.1.) In the figure,

thick error bars indicate the 95% confidence intervals of the monthly means and thin

error bars indicate the standard deviations of the daily averages. Relatively small cloud

liquid water paths of "-' 75 g/m are obtained for equatorial regions. For the rest of

the latitudes, the cloud liquid water path ranges between about 100-130 g/m2. These

results were obtained for near-nadir satellite zenith angles (< 25°). The mean cloud

liquid water path for the pixels overcast by single-layered, low-level clouds is 117.8

g/m2 for the northern Pacific and 115.7 g/m2 for the southern Pacific. These mean

values are larger than the annual mean of 87.4 g/m2 for global oceans obtained by Han

et aT. (1994) using ISCCP data. The smaller value obtained by Han et aT. is attributable

to the effect of partly cloudy pixels in the ISCCP data.

Figure 6. lb shows the same as Figure 6. la, except that results are obtained for

partly cloudy pixels that were assumed to be overcast. The mean cloud liquid water

path for these partly cloudy pixels is 44.3 g/m2 for the north Pacific and 40.0 g/m2

for the south Pacific. The comparison for the means obtained in Figure 6. la and 6.lb



are shown in Figure 6. ic and the differences between the means are shown in Figure

6. id. Cloud liquid water paths obtained for the partly cloudy pixels were on average

30-50% of those obtained for the overcast pixels. Figure 6.2a shows cloud liquid water

paths for the overcast and partly cloudy pixels drawn from the same 60-km region.

The frequency of occurrence of the cloud liquid water paths are shown in Figure 6.2b.

Again, these observations were restricted to near-nadir satellite zenith angles. Clearly,

cloud liquid water paths derived for partly cloudy pixels were significantly smaller

than those derived for overcast pixels.

Figure 6.3 shows cloud liquid water paths for the overcast pixels as a function of

satellite zenith angle. As in Figure 4.15, the monthly means, 95% confidence intervals

(thick error bars), and the standard deviations (thin error bars) of the daily means are

shown for both the northern and southern midlatitudes, subtropics, and tropics. In

both the forward and backward scattering directions, a decrease of -20-30% in the

mean cloud liquid water path was obtained for a change from nadir to 60° oblique

satellite zenith angles. Figure 6.4 shows the monthly-mean cloud liquid water paths

for overcast (solid curves) and partly cloudy pixels (dashed curves). Large differences

were found at all satellite zenith angles. The satellite zenith angle dependence of cloud

liquid water paths for partly cloudy pixels was smaller than that for the overcast pixels.

Table 6.1 shows the average low-level cloud liquid water paths obtained for

overcast and partly cloudy pixels at near-nadir satellite zenith angles. The near-global

mean, low-level, oceanic cloud liquid water path obtained by Han et al. (1994) using

ISCCP data is also listed in the table. Their mean cloud liquid water path lies between

the mean cloud liquid water paths obtained for overcast and partly cloudy pixels.
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intervals for the means and thin bars indicate the standard deviations of the daily
means. (a) overcast; (b) partly cloudy; (c) means shown in (a) and (b); (d) differences
between the means shown in (c). Negative latitudes are for the south Pacific.



250
>

0
° 200
H

150
H

c:r

H

0

0
0
C)

(1

SINGLELAYERED LOWLEVEL CLOUDS

/ -' . . - . .
/ 'I -

..

.:....;. .

-4 ' T r ________ I t

0 50 100 150 200 250

CLOUD LIQUID WATER PATH (OVERCAST)

cD
0

cz
C)
z

C)
C)
0

0

C)
z

I

ru

3

2

1

0
0 50 100 150 200 250

CLOUD LIQUID WATER PATH

SINGLELAYERED LOWLEVEL CLOUDS

-t

III]IIIItI

OVERCAST

PARTLY CLOUDY

Figure 6.2 Cloud liquid water paths (gIm2) for overcast and partly cloudy pixels drawn from the same 60-km region. Observations
are for single-layered, low-level clouds identified by the spatial coherence method for March 1989 over the Pacific ocean. The
observations were restricted to near-nadir satellite view angles. (a) overcast and partly cloudy pixels. (b) frequency distributions.

0



261

LOW-LEVEL, SINGLE-LAYERED, OVERCAST CLOUDS
250

r
250

00

I I I I I

150-
HIUH1

150

III r'j\4

100

50- 50

e I fl

1SN-35N

150

100

50

1)

ON-15N

-80 -40 0 40 80 :80 -40 0 40 80 :80 -40 0 40 80

250

:1
200

150

0
100

U

50

200

150

100

50

200

150

100

50

(.)I I I I I I I I 01 I I I I I I I 01 I

-80 -40 0 40 80 -80 -40 0 40 80 ---80 -40 0

SATELLITE ZENITH ANGLE

40 80

Figure 6.3 Cloud liquid water paths as a function of satellite zenith angle. Obser-
vations are for pixels overcast by single-layered, low-level clouds identified by the
spatial coherence method for March 1989 for both northern and southern midlatitudes
(35°-55°), subtropics (15°-35°), and tropics (00_150). Curves are for the monthly
means. Thick bars indicate the 95% confidence intervals for the means. Thin bars
represent the standard deviations of the daily means. Negative view angles indicate
the backward scattering direction.



200

35N-55N

150

100

E- 50

r_ fl

SINGLE-LAYERED, LOW-LEVEL CLOUDS
nnr\ flflfluu

150

100

50

1SN-35N

C

150

100

50

()

ON-15N

-80 -40 0 40 80 -80 -40 0 40 80 -80 -40 0

200

O 150

1000
U

50

uu

150

100

50

150

100

50

262

40 80

01 I I I I I Q1 I I I I I I I Q1 I

-80 -40 0 40 80 -80 -40 0 40 80 -80 -40 0 40 80

SATELLITE ZENITH ANGLE
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Table 6.1 Monthly-mean cloud liquid water paths (g/m2). Results are for pixels overcast by single-layered, low-level
clouds for March 1989 over the Pacific. The observations were restricted to near-nadir view angles. Numbers in the
parentheses are for partly cloudy pixels assumed to be overcast. Results obtained by Han et al. (1994) (Table 9)
are also listed for comparisons.

35°N-55°N 15°N-35°N 0°N-15°N 0°S-15°S 15°S-35°S 35°S-55°S

Cloud liquid water path (g/m2)

126.3
(58.4)

116.4
(40.5)

115.0
(38.3)

106.1
(36.0)

122.9
(40.8)

112.0
(38.6)

117.8 (44.3) 115.7 (40.0)

116.8 (42.2)

Han et al.: 80.2 (April), 87.4 (annual)
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6.3 Effects of partly cloudy pixels on cloud liquid water path
and droplet effective radius

Figure 6.5 shows cloud liquid water paths and cloud cover fractions obtained for

the pixels that were partly covered by single-layered, low-level clouds, as identified

by the spatial coherence method for March 1989 over the Pacific ocean. Figure 6.5 a,

which is similar to Figure 5.24, illustrates the day-to-day variations of cloud liquid

water path and cloud cover fraction for fifty 300 x 10° regions. The locations of these

regions are given in Table 5.1. Figure 6.5b, which is similar to Figure 5.26, illustrates

the 2.5°-scale longitudinal variations for forty-four 2.5°-latitude bands. The latitudes

for these 2.5°-latitude bands are given in Table 5.2. Figure 6.5 shows that as the mean

cloud cover fraction of the partly cloudy pixels decreases, i.e., clouds become more

broken, the retrieved mean cloud liquid water path also decreases.

Figure 6.6 shows the same as Figure 6.5, except for the cloud droplet effective

radii and cloud cover fractions for the partly cloudy pixels. Figure 6.6a shows the day-

to-day variations and Figure 6.6b shows the 2.5°-scale longitudinal variations. Cloud

droplet effective radius shows no discernible trends with a change in the cloud cover

fraction of the partly cloudy pixels. The lack of a trend with cloud cover fraction may

result from the small differences of the droplet effective radii retrieved for overcast and

partly cloudy pixels. As was shown in Figure 4.11, the differences were on average

only - 1-2 jim.
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Figure 6.5(b) Same as Figure 5.6, except for cloud liquid water path and cloud
cover fraction for pixels that were partly covered by single-layered, low-level clouds.
The cloud liquid water paths were obtained by assuming that the partly cloudy pixels
were overcast.
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Figure 6.6(a) Same as Figure 5.4, except for cloud droplet effective radius and
cloud cover fraction for pixels that were partly covered by single-layered, low-level
clouds. The droplet effective radii were obtained by assuming that the partly cloudy
pixels were overcast.
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Figure 6.6(b) Same as Figure 5.6, except for cloud droplet effective radius and

cloud cover fraction for pixels that were partly covered by single-layered, low-level

clouds. The droplet effective radii were obtained by assuming that the partly cloudy

pixels were overcast.
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6.4 Relationships between cloud visible optical depth, droplet
effective radius, and cloud liquid water path

6.4.1 Cloud visible optical depth and droplet effective radius

The relationship between cloud visible optical depth and droplet effective radius

is examined for pixels that were overcast by the single-layered, low-level clouds.

Figures 6.7 and 6.8 show the day-to-day correlations obtained in the same way as in

Figures 5.4 and 5.5. These day-to-day correlations show that either cloud visible optical

depths increased with droplet effective radius or showed no significant correlation with

the droplet effective radius. Only one region, 1 5°N-25°N and 120°E- 1 50°E, (index

number 16, see Table 5.1) off the coast of southeast China showed a strong negative

correlation between cloud optical depth and droplet effective radius.

Figures 6.9 and 6.10 show the longitudinal correlations obtained in the same way

as in Figures 5.12 and 5.13. These figures show very little correlation between cloud

visible optical depth and droplet effective radius for the tropics and for relatively high

latitudes. However, it is interesting that positive correlations are found in the south

Pacific between 30°S-40°S and negative correlations are found in the north Pacific

between 20°N-45°N. These findings would be consistent with the effects anticipated

for the different aerosol loadings expected for the northern and southern Pacific.

To further examine the cloud visible optical depth and droplet effective radius

distributions, Figure 6.11 shows the longitudinal variations of the monthly-mean, low-

level cloud visible optical depths (dashed) and droplet effective radii (solid) across the

Pacific ocean. The observations were restricted to near-nadir pixels that were overcast
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by single-layered, low-level clouds, as determined with the spatial coherence method.

The monthly-mean longitudinal variations are shown for every 2.5°-latitude band. In

the northern Pacific, as is shown in Figure 6.11 a, cloud droplet effective radii generally

decreased when approaching the continents (both sides of solid curves). Such a decrease

is most obvious in the subtropics and is stronger in the west Pacific than in the east

Pacific. Also, a large increase in cloud visible optical depth with decreasing droplet

effective radius was found in the western subtropical Pacific. The negative longitudinal

correlations found between 20°N-45°N shown in Figure 6.9, were primarily due to the

strong negative correlations in the western Pacific ocean, as shown in Figure 6.1 la. For

the east Pacific, cloud visible optical depths generally showed in-phase variation with

droplet effective radii. In Figure 6.1 ib, the cloud visible optical depths and droplet

effective radii for the southern Pacific showed little variation across the Pacific.

6.4.2 Cloud visible optical depth and cloud liquid water path

Figures 6.12 and 6.13 show the day-to-day correlations between cloud visible

optical depths and cloud liquid water paths for pixels overcast by single-layered, low-

level clouds. Figures 6.14 and 6.15 show the longitudinal correlations. These figures

show strong positive correlations between cloud visible optical depths and cloud liquid

water paths. These positive correlations were found in all regions and all latitudes. On

average, an increase of '- 10 g/m2 in the low-level cloud liquid water path corresponded

to an increase of one unit in the cloud visible optical depth. The variation in cloud

visible optical depth with cloud liquid water path is smaller for the tropics and larger

for the northern subtropics around 25°N.
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Figure 6.7 Same as Figure 5.4, except for cloud visible optical depth and cloud
droplet effective radius.
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Figure 6.9 Same as Figure 5.6, except for cloud visible optical depth and cloud
droplet effective radius.
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Figure 6.11(a) Longitudinal variations of monthly-mean cloud visible optical depth
(dashed) and cloud droplet effective radius (solid) for the north Pacific between 7.5°N
and 45°N. Results obtained for pixels overcast by single-layered, low-level clouds
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Figure 6.12 Same as Figure 5.4, except for cloud visible optical depth and cloud
liquid water path.
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Figure 6.16 Same as Figure 5.4, except for cloud liquid water path and cloud

droplet effective radius.
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Figure 6.17 Same as Figure 5.5, except for d(LWP)/d(REFF) and the monthly-mean cloud droplet effective radii shown
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Figure 6.18 Same as Figure 5.6, except for cloud liquid water path and cloud
droplet effective radius.
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6.4.3 Cloud liquid water path and droplet effective radius

Figures 6.16 and 6.17 show the day-to-day correlations between cloud liquid

water paths and droplet effective radii for pixels overcast by single-layered, low-level

clouds. The longitudinal correlations are shown in Figures 6.18 and 6.19. These

figures show that cloud liquid water paths were positively correlated with cloud droplet

effective radii. However, exceptions were found near 25°N. These exceptions are

shown in region 16 of Figure 6.16 and in latitude bands 11 and 12 of Figure 6.18.

The exceptions showed no significant correlations between cloud liquid water path and

droplet effective radius. These regions, as shown previously in Figures 6.7 and 6.9,

displayed an increase in cloud visible optical depth with decreasing droplet effective

radius. In general, for the single-layered, low-level clouds, large cloud liquid water

paths were associated with large cloud droplets; small cloud liquid water paths were

associated with small cloud droplets. The low-level cloud visible optical depth, cloud

liquid water path, and droplet effective radius were all positively correlated.

6.5 Variations of cloud liquid water path and droplet effective radius
with cloud top emission temperature

Figures 6.20 and 6.21 show the day-to-day correlations between low-level cloud

liquid water path and cloud top emission temperature. Figures 6.22 and 6.23 show

the longitudinal correlations for the two. These figures show that cloud liquid water

path generally decreased with increasing cloud top emission temperature. The negative

correlations obtained here are similar to those obtained for cloud visible optical depth

and cloud top emission temperature. These negative correlations are thought to be due
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to variations in the cloud vertical thickness. As cloud vertical thickness decreases,

cloud visible optical depth, cloud liquid water path, and cloud top altitude all decrease.

As cloud top altitude decreases, cloud top temperature increases.

The relationships between cloud droplet effective radii and cloud top emission

temperatures for these low-level clouds are illustrated in Figures 6.24 and 6.25 for the

day-to-day correlations and in Figures 6.26 and 6.27 for the longitudinal correlations.

In the day-to-day correlations, cloud droplet effective radius generally decreased with

increasing cloud top emission temperature. As warmer cloud top temperatures often

mean lower cloud top altitudes or smaller cloud vertical thickness, smaller droplets

found in clouds having lower altitudes on a day-to-day basis may be due to the low-level

clouds coupling with marine boundary layer (Coakley et al., 1997). Since the marine

boundary layer is thought to be more polluted (e.g., ship effluents, sea salt, sulfate

aerosols), such a coupling between the low-level cloud layer and the marine boundary

layer may give rise to smaller cloud droplets. For the longitudinal correlations, cloud

droplet effective radius and cloud top emission temperature show very little correlation,

except for the tropics. For most of the southern Pacific ocean, the droplet effective

radii for the low-level, overcast pixels were constant across the ocean in each of the

2.5°-latitude bands.

For most of the tropical regions, the correlations between cloud droplet effective

radius and cloud top emission temperature were negative for both day-to-day and

longitudinal correlations. The larger droplet effective radii at colder cloud top emission

temperatures may result from the vertically thicker clouds being accompanied by

stronger, long-lasting vertical motions which tend to produce larger droplets near cloud

top (Rodger and Yau, 1980). Thicker clouds are expected to have larger droplets.
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Figure 6.20 Same as Figure 5.4, except for cloud liquid water path and cloud top

emission temperature.
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Figure 6.21 Same as Figure 5.5, except for d(LWP)/d(TC) and the monthly-mean cloud top emission temperatures shown
in Figure 6.20. LWP is in g/m2.
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Figure 6.22 Same as Figure 5.6, except for cloud liquid water path and cloud top
emission temperature.
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Figure 6.24 Same as Figure 5.4, except for cloud droplet effective radius and cloud
top emission temperature.
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6.6 Variations of cloud liquid water path and droplet effective radius with
sea surface-cloud top temperature difference

To study the role of cloud vertical thickness, the sea surface-cloud top temperature

difference, LiT = SST TC, was used here as an index of cloud vertical thickness.

The latitudinal distributions of the sea surface-cloud top temperature differences were

shown in Figure 4.15. The monthly-mean, sea surface-cloud top temperature differ-

ences for pixels overcast by the single-layered, low-level clouds were about 8-14K.

For a lapse rate of 7 K/km (Betts et al., 1992), the 8-14K, sea surface-cloud top tem-

perature differences correspond to a r'. 1-2 km range in cloud top altitude. The sea

surface-cloud top temperature differences obtained for partly cloudy pixels were about

2-4K smaller than those obtained for the overcast pixels. This difference is due to

the higher cloud top emission temperatures obtained for the partly cloudy pixels when

they were assumed to be overcast. An interesting result shown in the figure is that

the sea surface-cloud top temperature differences for the overcast and partly cloudy

pixels were similar at the higher latitudes (>r 45°N). This finding may be explained

by the relatively large cloud optical depths and cloud cover fractions obtained for the

partly cloudy pixels at these latitudes. These large optical depths and cloud cover frac-

tions make the partly cloudy pixels appear as if they were opaque, like their overcast

counterparts, at 11

Figures 6.28 and 6.29 show the day-to-day correlations between low-level cloud

liquid water paths and the sea surface-cloud top temperature differences. Figures

6.30 and 6.31 show the longitudinal correlations. Cloud liquid water paths and sea

surface-cloud top temperature differences were positively correlated. The values of

d(LWP)/d(z.T) for the pixels overcast by single-layered, low-level clouds for March
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1989 over the Pacific ocean were 5-10 g/m2/K. Some values between 10-15 g/m2/K

were also found in the tropics and subtropics.

Figures 6.32-6.35 show the same as Figures 6.28-6.3 1, except for cloud droplet

effective radius and the sea surface-cloud top temperature difference. In the day-to-day

variations, droplet effective radii generally increased with increasing sea surface-cloud

top temperature differences. The increase was relatively large in the tropics. Again, the

only significant decrease in droplet effective radius with increasing sea surface-cloud

top temperature difference was found in region 16 (15°N-25°N, 120°E-150°E). Positive

correlations were common between cloud droplet effective radius and sea surface-cloud

top temperature difference and would appear to be consistent with expectations for

droplet growth with increasing cloud vertical thickness. The longitudinal correlations,

as shown in Figures 6.34 and 6.35, were also positive in most of the tropics, the

southern subtropics, and northern midlatitudes. Low-level cloud droplet effective radii

in the southern subtropics and southern midlatitudes appeared to vary little, whereas

relatively large variations were found in the northern Pacific.

6.7 The role of cloud vertical thickness in determining cloud
liquid water path, optical depth, and droplet radius

It has been shown that low-level cloud liquid water path generally increased with

an increase in the sea surface-cloud top temperature difference. Since the change in

the difference between sea surface and cloud top temperature often indicates a change

in cloud top altitude (Betts et al., 1992) and since the maritime, single-layered, low-

level cloud base is assumed to vary little in altitude, it is proposed that the increase in

low-level cloud liquid water path is mainly due to an increase in the vertical thickness
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Figure 6.28 Same as Figure 5.4, except for cloud liquid water path and sea surface-

cloud top temperature difference.
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cloud top temperature difference.
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Figure 6.32 Same as Figure 5.4, except for cloud droplet effective radius and sea

surface-cloud top temperature difference.
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surface-cloud top temperature difference.



SINGLE-LAYERED LOW-LEVEL OVERCAST
'I

2

1

iI

-1

-2k---
-60

MIDLATITUDE
a SUBTROPICS

A TROPIC

-40 -20 0 20 40

LATITUDE

304

Figure 6.35 Same as Figure 5.7, except for d(REFF)/d(T) shown in Figure 6.34.
REFF is in jtm.



305

of these layered clouds. The cloud liquid water path is given by

Z2 00

LWP
Pliq ff

r3n(r) dr dz, (6.2)

z1 0

where Z1 is the altitude of the cloud base and Z2 is the cloud top altitude. Based on

the definition, cloud liquid water path is governed by cloud vertical thickness and the

cloud droplet size distribution, which in turn is characterized by the droplet effective

radius (see Eq. 3.4). Figures 6.16-6.19 show that cloud liquid water path is a strong

function of droplet effective radius. Figures 6.28-6.31 show that cloud liquid water

path is a strong function of the sea surface-cloud top temperature difference.

The spatial distributions of the monthly-mean, low-level cloud properties for

pixels overcast by the single-layered, low-level clouds for March 1989 are shown in

Figure 6.36. The observations were restricted to near-nadir satellite zenith angles and

to 2.5°-regions for which single-layered, low-level clouds were identified on more than

three of the thirty-one days. Figure 6.36a shows the sea surface and the cloud top

temperature differences. Figure 6.36b shows the cloud liquid water paths. The sea

surface-cloud top temperature differences and cloud liquid water paths appear to be

nicely correlated over the Pacific ocean. Large cloud liquid water paths and large

sea surface-cloud top temperature differences were found east of Japan, southeast of

Australia, in the central north Pacific, and south eastern subtropics. Small cloud liquid

water paths and small sea surface-cloud top temperature differences were found in the

central tropics and off the coast of Baja California.

Figure 6.36c shows the low-level cloud visible optical depths; Figure 6.36d shows

the low-level cloud droplet effective radii; and Figure 6.36e shows the low-level cloud
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top emission temperatures. Large cloud visible optical depths were found southeast

of Japan. Small cloud visible optical depths were found in the central tropics and off

the coast of Baja California. Large cloud droplet effective radii were found in the

north central subtropics and south eastern subtropics. Small cloud droplet effective

radii were found along the coast of Asia and off the coast of Baja California. Cloud

visible optical depths and sea surface-cloud top temperature differences appeared to

be more correlated in the northern Pacific than in the southern Pacific. Cloud droplet

effective radii and sea surface-cloud top temperature differences were more correlated

in the southern Pacific than in the northern Pacific. Further observations on seasonal,

interannual, and diurnal time scales and on other portions of the globe, both ocean

and land, are necessary for a better understanding of the large time- and space-scale

relationships between low-level cloud liquid water path, cloud optical depth, cloud

droplet radius, cloud top temperature, and cloud vertical thickness.
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Figure 6.36(a) Monthly-mean sea surface-cloud top temperature differences (K)
for March 1989 for the Pacific ocean. Observations are for pixels overcast by single-
layered, low-level clouds identified by the spatial coherence method. The observations
were restricted to near-nadir satellite view angles. The contour interval is every 2K.
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Figure 6.36(d) Same as Figure 6.36a, except for cloud droplet effective radius (pm).
The contour interval is every 2 tm.



LOWLEVEL CLOUD TOP EMISSiON TEMPERATURES

- -.----- j- ---i

311

- - - 6O

L
0

Figure 6.36(e) Same as Figure 6.36a, except for cloud top emission temperature (K).
The contour interval is every 2K.



312

Chapter 7
Concluding Remarks: Summary and Future Studies

7.1 Cloud detection

In Chapter 2, three cloud detection methods, the spatial coherence, CLAVR,

and an ISCCP-like threshold method, were applied to September 6, 1989, NOAA-

11 AVHRR 4-km GAC data to identify pixels that were either cloud-free, overcast,

or partly cloud-covered. Comparisons between the three methods were performed

for well-defined, single-layered cloud systems as identified by the spatial coherence

method over oceans. The comparisons relied on the performance of the spatial

coherence method which has been a reliable method for the identification of single-

layered cloud systems and the identification of cloud-free, overcast, and partly cloud-

covered pixels. The three methods employed distinct algorithms for cloud detection.

The primary objective of the comparison was to investigate differences in the cloud

physical properties derived by the three methods.

The ISCCP-like threshold method identified far more pixels as cloudy and

overcast than were identified as overcast by either CLAVR or the spatial coherence

method. Many pixels that are identified by threshold methods as being cloudy or

overcast are only partly cloud-covered. Taking these partly cloud-covered pixels to be

overcast leads to an overestimate in fractional cloud cover, an underestimate in cloud

reflectivity, and an overestimate in cloud emission temperature. As shown in Chapter 2,

the 250-km and 60-km-scale cloud cover fractions produced by applying the ISCCP-
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like threshold method were systematically larger than those produced by the spatial

coherence method. Likewise, the mean 0.63-tm cloud reflectivities were systematically

smaller and the mean 11 -m cloud brightness temperatures were systematically larger

than those produced by the spatial coherence method.

Unlike ISCCP, both the spatial coherence method and CLAVR allow for partly

cloud-covered pixels. However, the different cloud detecting algorithms employed by

the two methods lead to the selection of different pixels as cloud-free, overcast, and

partly cloud-covered. Consequently, the methods produce different cloud properties.

For the September 6, 1989 data, CLAVR identified fewer cloud-free and overcast pixels

than did the spatial coherence method. This result was attributed to the restrictive

criteria employed by the CLAVR cloud detection algorithm. The restrictive criteria led

to a large fraction of pixels being identified as partly cloud-covered by CLAVR. Despite

the restrictive criteria, the mean O.63-tm cloud reflectivities and mean 11 -m cloud

brightness temperatures produced by CLAVR on a 250- or a 60-km-scale basis were

generally similar to those produced by the spatial coherence method. Occasionally, the

mean 0.63-tm cloud reflectivities produced by CLAVR were smaller than those for the

spatial coherence method and the mean 1 1-tm cloud brightness temperatures produced

by CLAVR were larger than those produced by the spatial coherence method. These

differences were attributed to a gross cloud-reflectivity threshold employed by CLAVR.

When the reflectivity for a pixel was larger than the CLAVR gross cloud-reflectivity

threshold, the pixel was taken to be overcast regardless of the actual cloud cover, which

was often substantially less than unity. The smaller reflectivities and larger brightness

temperatures associated with these partly cloud-covered pixels caused the smaller mean

cloud reflectivities and larger mean cloud brightness temperatures for CLAVR.
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In determining the fractional cloud cover, pixels identified by ISCCP as being

cloudy or overcast were all assigned a cloud cover fraction of 100%. Since the ISCCP

threshold method takes many pixels that are only partly cloud-covered as overcast, an

overestimate in fractional cloud cover would be expected. For the 250-km-scale regions

containing single-layered cloud systems obtained on September 6, 1989 over oceans, the

total fractional cloud cover derived by TSCCP (O.70) was about 0.25 larger than that

derived by the spatial coherence method (O.45). CLAVR has been developed to allow

for partly cloud-covered pixels. However, all partly cloud-covered pixels identified by

CLAVR were assigned a cloud cover fraction of 0.5. With such an assignment for all

partly cloud-covered pixels, CLAVR underestimates the fractional cloud cover for areas

that have large cloud cover fractions and overestimates the fractional cloud cover for

areas that have little cloud cover. For the 250-km-scale, single-layered cloud systems

over oceans on September 6, 1989, the total fractional cloud cover derived by CLAVR

was

The performance of ISCCP and CLAVR cloud detecting algorithms needs to

be justified for other more complex cloud systems and for continental clouds. The

justification will rely on the quality of the "truth" data. The spatial coherence method

only produces reliable results for well-defined, single-layered cloud systems, but it

fails, like all other currently available methods, when more complex clouds occur. It is

hoped that future comparisons between satellite observations and in situ or LIDAR data

can help to characterize the performance of JSCCP, CLAVR, and the spatial coherence

method as well as provide guidance for other cloud detecting algorithms.
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7.2 Cloud property retrievals

In Chapter 3, a cloud property retrieval scheme was developed for extracting

cloud visible optical depths, cloud droplet effective radii, and cloud top emission

temperatures from AVHRR satellite observations. The scheme incorporated a radiative

transfer model which adopted Mie theory to account for the light scattering by cloud

droplets, the adding-doubling method to perform the radiative transfer calculations,

the correlated k-distribution model to account for the atmospheric gaseous absorption,

Rayleigh theory to account for atmospheric molecular scattering, and a Lambertian

surface to account for the surface reflectance. The model was used to calculate

cloud bidirectional reflectivities for various cloud visible optical depths and droplet

effective radii by employing 148-stream and 16-stream adding-doubling radiative

transfer calculations. For both the visible (AVHRR channel 1) and near-infrared

(AVHRR channel 3) wavelengths, the cloud bidirectional reflectivities obtained with

the 16-stream scheme were generally within ±5% of those obtained with the 148-stream

scheme when the satellite zenith angle and the solar zenith angle were both less than

,,7O0 and cloud visible optical depths were larger than 4. The ±5% differences

caused differences of the same magnitude in the retrieved cloud visible optical depths

and droplet effective radii when using the 16-stream retrieval scheme to approximate the

148-stream retrieval scheme. Larger differences were sometimes found when satellite

or solar zenith angles were greater than 700 or when cloud visible optical depths were

smaller than 4.

The model was also employed to study the performance of the double Henyey-

Greenstein phase function when used to approximate the Mie phase function. Cloud
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were generally within ±10% of those obtained with the Mie phase functions when

the satellite zenith angle and the solar zenith angle were both less than '--70° and

cloud visible optical depths were larger than 4. Differences larger than ±10% were

found when satellite or solar zenith angles were greater than 70° or when cloud visible

optical depths were smaller than 4.

The model was applied to March 1989, NOAA-1 1 AVHRR GAC 0.63-, 3.75-, and

11 -,um radiances that were observed for completely overcast pixels to retrieve cloud

visible optical depths, droplet effective radii, and cloud top emission temperatures.

These overcast pixels were identified by the spatial coherence method and were

taken from 60-km-scale regions which contained horizontally uniform, single-layered,

low-level cloud systems over the Pacific ocean. The sensitivity studies showed

that: The retrieved cloud droplet effective radii and cloud top emission temperatures

were sensitive to the retrieved cloud optical depths, the instrument calibration, and

the atmospheric absorption above the cloud, which in turn was governed by the

atmospheric temperature and humidity profiles. They were insensitive to the sea

surface temperature, the surface reflectance, and the atmospheric absorption inside

clouds. The retrieved cloud visible optical depths were rather sensitive to the instrument

calibration, but relatively insensitive to the atmospheric absorption and scattering, the

surface reflectance, the cloud altitude, and the cloud droplet size.

In Chapter 4, the satellite zenith angle dependence of the retrieved cloud prop-

erties was examined. The satellite zenith angle dependence suggested either a failure

of the plane-parallel assumption that was employed in the radiative transfer calcula-

tions or an angular dependence in the performance of the spatial coherence method.



317

The study focused only on low-level cloud systems that were horizontally uniform

and formed a single layer over the Pacific ocean. These uniform single-layered cloud

systems are the closest in nature to being plane-parallel. For the March 1989 data,

the retrieved cloud visible optical depths were on average smaller at larger satellite

zenith angles. The cloud visible optical depths retrieved at oblique satellite zenith

angles of 600 were 60-7O% of those retrieved at nadir. Likewise, cloud liquid

water paths were 7O-8O%. This dependence was found for both the forward and

backward scattering directions. The retrieved cloud droplet effective radii showed no

significant dependence on satellite zenith angle, except that the overall mean droplet

effective radius in the forward scattering direction was 1 ,am larger than that in

the backward scattering direction. The retrieved cloud top emission temperatures also

showed no angular dependence for satellite zenith angles < 400. But, for satellite

zenith angles > 50°, the emission temperatures were on average 1-2K larger than the

near-nadir values. As a result of the satellite zenith angle dependence, retrievals were

restricted to near-nadir satellite zenith angles, where at least the pixels identified as

being overcast were more likely to be overcast. The solar zenith angle dependence

of the cloud properties retrieved for near-nadir satellite zenith angles remains to be

studied. Biases in the retrieved cloud properties due to variations in the solar zenith

angle have been presented by Loeb and Davies (1996) and Loeb and Coakley (1997).

Comparisons between plane-parallel and Monte Carlo simulations of radiative transfer

would also help to understand the failures of the plane-parallel radiative transfer model

(Loeb et al., 1997).
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7.3 Properties of low-level marine clouds

In Chapters 4 and 6, NOAA- 11 AVHRR GAC pixels observed at near-nadir

satellite view angles (< 250) and identified by the spatial coherence method as being

overcast by single-layered, low-level cloud systems were used to retrieve low-level

cloud properties. For the March 1989 data, the mean cloud visible optical depths

derived for overcast pixels was 13.9 for the northern Pacific and 11.9 for the southern

Pacific. Likewise, the mean cloud liquid water path was 117.8 g/m2 for the north Pacific

and 115.7 g/m2 for the south Pacific and the mean cloud droplet effective radius was

13.1 tm for the north Pacific and 14.7 tm for the south Pacific. The mean cloud top

altitude was estimated to be 1.5-1.8 km for both the north and south Pacific.

These cloud properties were also retrieved for the near-nadir pixels that were

identified by the spatial coherence method as being partly covered by the same single-

layered, low-level cloud systems. These partly cloudy pixels had cloud cover fractions

ranging between 0.0 and 1.0 and had a total mean cloud cover fraction of --'0.75. In

the retrievals, the partly cloudy pixels were taken to be overcast. The resulting cloud

properties were compared with those retrieved for the overcast pixels in the same 60-km

region. For the single-layered, low-level cloud systems over the Pacific ocean during

March 1989, cloud visible optical depths retrieved from the partly cloudy pixels were

on average --'40-60% of those for the overcast pixels. Likewise, cloud liquid water

paths were -'30-50%, cloud droplet effective radii were 1 2 jm smaller, and

cloud top emission temperatures were 2-4K larger. Clearly, cloud properties retrieved

from partly cloudy pixels, when assumed to be overcast, differ significantly from those

retrieved for their overcast counterparts. Such findings have suggested that the cloud
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properties produced in the ISCCP data stream are biased because many pixels identified

by ISCCP as being overcast are only partly cloudy.

In Chapters 5 and 6, temporal (day-to-day) and spatial (longitudinal) variations of

the cloud visible optical depth, cloud droplet effective radius, cloud liquid water path,

cloud top emission temperature, and sea surface-cloud top temperature difference were

examined for pixels overcast by the single-layered, low-level clouds obtained over the

Pacific ocean during March 1989. The sea surface-cloud top temperature difference

was used as an index of cloud vertical thickness. As shown in Chapter 5, the cloud

visible optical depths and cloud top emission temperatures were negatively correlated.

The negative correlations were obtained for both the temporal and spatial variations and

were often statistically significant at a 90% confidence level. The negative correlations

were thought to be due mainly to the dependence of cloud visible optical depth on cloud

vertical thickness. The negative correlations between cloud visible optical depth and

cloud temperature obtained by Tselioudis et aT. (1992) using ISCCP data for low-level

clouds were attributed in part to the breakup of clouds, i.e., ISCCP takes partly cloudy

pixels as being overcast, and in part to the effect of cloud optical depth increasing

with cloud vertical thickness.

In Chapter 6, cloud visible optical depths and cloud droplet effective radii were

often positively correlated for both temporal and spatial variations. Positive correlations

were also obtained between cloud liquid water paths and cloud visible optical depths and

between cloud liquid water paths and cloud droplet effective radii. These correlations

were attributed mainly to the effects of changes in cloud vertical thickness. The cloud

visible optical depths, droplet effective radii, and cloud liquid water paths were all

shown to be positively correlated with sea surface-cloud top temperature differences.
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Evidently, cloud vertical thickness plays a major role in governing the properties of

low-level marine clouds. The sea surface-cloud top temperature difference may be a

useful variable for the parameterization of low-level marine clouds in climate models.

As shown in Chapters 5 and 6, a change of 1K in sea surface-cloud top temperature

difference brought about a change of ,-.i4_12 g/m2 in cloud liquid water path and

a change in cloud visible optical depth of 1.2-1.6 for the northern subtropics and

0.2O.8 for other latitude zones. The change in cloud droplet effective radius was

generally small, -'0-1 jim.

To summarize, for the March 1989, single-layered, low-level clouds for the

Pacific ocean, cloud liquid water paths were strongly and positively correlated with

the sea surface-cloud top temperature differences. Cloud visible optical depths and

droplet effective radii were also positively correlated with the sea surface-cloud top

temperature differences, except that the correlations between cloud visible optical depth

and sea surface-cloud top temperature difference were weaker in the south Pacific

and the correlations between cloud droplet effective radius and sea surface-cloud top

temperature difference were weaker in the north Pacific. These correlations were

attributed to the role that cloud vertical thickness plays in governing the properties

of low-level marine clouds. Unfortunately, cloud vertical thickness cannot be directly

retrieved from satellite observations. Future studies should examine these correlations

using data obtained for different seasons, years, and locations, and in particular over

land. At last, it is worth noting that the low-level cloud properties retrieved here

rely on the quality of the overcast pixels as were determined by the spatial coherence

method. If the spatial coherence method has errors, thin "overcast" clouds may be

caused by breaks in the clouds. So, the positive correlations obtained here between

cloud visible optical depth, cloud liquid water path, cloud droplet effective radius,
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and sea surface-cloud top temperature difference may be caused by breakdowns of the

spatial coherence method.
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Procedures for Constructing the Spatial Coherence Cloud Mask

Color coded images of pixel-scale cloud cover and cloud layer emission are

designed to convey the fractional cloud cover within a pixel and the layered structure

associated with the clouds in the region from which the pixel is drawn. The color code

ranges from 1 to 255. The images are created as follows:

1. Cloud-free pixels

Cloud-free pixels are obtained from the spatial coherence analysis (Coakley and

Bretherton, 1982) as being exhibiting spatially uniform emission and reflection.

cloud cover: = 0.0
I 251 (blue), over ocean

pixel code =
252 (brown), over land

2. Overcast pixels

Overcast pixels are also obtained from the spatial coherence analysis as being

exhibiting spatially uniform emission.

cloud cover: = 1.0

pixel code = 5 x mt (Imax

where I is the pixelscale 1 1tm emission (in mWm2sr tcm) and Imas is the

maximum 1 1tm emission allowed for individual overcast pixel. Imax = 109.



3. Partially cloud-covered pixels

Pixels that are neither cloud-free nor overcast are decided to be partially cloud-

covered. The coding procedures are as follows:

1. Collect subframe-scale cloud layer information (retrieved by spatial coherence

technique) of a region of 9 subframes x 9 subframes with the subframe containing

the pixel of interest at the center.

2. Classify all cloud layers collected in step 1 into clusters. Each of these clusters is

now determined to be one cloud layer representitive for the region.

3. Calculate a mean radiance, I(i), and a standard deviation, zI(i), for each cloud

cluster i, where i = 1 refers to the warmest cloud cluster.

4. Calculate the pixel-scale cloud cover fraction. Calculation is essentially based on

the formula, A(i)
I IS

, where I is the subframe cloud-free radiance and I
I(i) I.

is the pixel radiance. For the calculation there are three circumstances may occur:

1) Single-layered cloud system (only one cloud cluster is present):

I I
cloud cover: = _____

I(1) I

Imaz I(1)\
k, I>I(1)z\I(1)

pixel code = J ( )
l(Im55 I5xiut )_k, I<I(1)L\I(1)

1, A > 0.9 (overcast)
2, 0.9 A > 0.5 (mostly cloudy)

where k

{
3, 0.5 0.1 (partly cloudy)

4, A < 0.1 (clear)
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2) No layered cloud system (no cloud cluster is present):

I I
cloud cover: = ____ , where = I i and

{
20, over ocean

I(o) I over land

( Ima I,(0)

pixel code 2 )
k, I I(0)5 x mt

( Imax I
mt

2 )
k, I < I(0)

3) Multi-layered cloud system (N cloud clusters): The pixel-scale cloud cover is

determined to be the average value of cloud cover calculated for each cluster.

cloud cover: A(1)+A(2)+...+A(j)
3

where j N and 7) < I. < I(j 1). '10th is the 10th percentile radiance

value of the 1 ltm pixel-scale radiance probability distribution for the subframe

of interest.

5 X mt
2 )

k, I I(1) I(1)( Imax I(1)

code= {5x mt 2) k,( Imax I(z)

5 X mt
2 ) k, I < 10(N) - I(N)( Imax I




