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THE EFFECT OF UNCERTAINTY REPRESENTATION ON INFORMATION
INTEGRATION IN A SIMULATED OCEAN SURVEILLANCE TASK

CHAPTER 1

INTRODUCTION

Human factors is the discipline that tries to

optimize the relationship between technology and the

human. Wherever we find technology and people

interacting, there is a need for human factors [Kantowitz

and Sorkin, 1983]. The initial focus of human factors was

mainly on designing military equipment for human use. It

has been widely applied in many nonmilitary areas in

present days, but applications

still stimulating much research

the most important research is

control, and communications.

in military systems are

on the subject. Some of

in the area of command,

"Modern warfare is electronic warfare. The side

which controls the electromagenetic spectrum and denies

its use to the enemy will be the winner of the next war.

A ship unable to use its electronic sensors is helpless,

unable to strike at the enemy or repel his blow." [Warship

Commander, 1979] As improvements in weapons technology

increase the range from which missiles can be fired, it is

essential that the effective range of sensor technology

increase to compensate. Therefore, sensors must be lumped
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with command, control, and communication systems under the

term "C3". This term is valuable because it emphasizes

the unity of a system of command and control links by

sensors [Friedman, 1977].

Command and control is the process whereby a set of

military assets is managed in order to achieve an

objective; a C3 system is a collection of men and machines

which support this process.

The theory of C3 began to emerge in the last decade.

It has not been possible to carry out a complete set of

calculations which show how a C 3 system will, or should

behave [Lawson, 1982], but one extremely important aspect

about C3 was introduced by Friedman [1977]: the highest

level of naval C3 is ocean-wide surveillance. The axiom

of a fleet commander is to so maneuver his fleet as to

destroy his enemy's and thus to gain command of the sea.

This statement conceals a major problem: how to know where

the enemy fleet is in the first place.

The basic task of tactical ocean surveillance is to

maintain a continuous picture of the Position, identity,

course and speed, and in some cases, the behavior

Patterns, of all platforms in the vicinity of a ship

[Novak and Walker, 1978].
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In general, it is difficult to maintain an accurate

surveillance picture; only a partially complete, and

somewhat delayed picture can be maintained. The task of

ocean surveillance is itself very complex, and is

characteristically one of maintaining the best possible

world picture based on bits and pieces of partial

information [Novak and Walker, 1978]. Hence, the task of

ocean surveillance can become very difficult to perform,

and depends on information from many sources that vary

widely in the types of information they provide, and the

area covered.

Multisource tactical information integration (MTII)

in the context of tactical ocean surveillance is to

determine the position, identity, course, and speed of all

platforms in the vicinity of a ship [Novak and Walker,

1978]. It is one of the problems involved in the tactical

ocean surveillance task being investigated in this thesis.

Problems of the MTII type contain a great deal of

uncertainty and are hard to resolve. The uncertainty

includes many things such as identity of a platform,

moving speed of a platform, radar emissions of a platform,

and to a certain extent, the course of a platform. Novak

and Walker [1978] presented the results of their research

on the MTII problem in a tactical ocean surveillance

environment. The approach used in their research was

artificial intelligence. They tried to find a set of

rules which would apply to some of the subproblems in the
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MTII problem in an information processing sense. They

found out that AI is presently not an appropriate field to

be applied in the MTII task. Also, they examined and

reported that human performance on the MTII problem was

very poor.

Figure 1-1 shows the relationship between C3, ocean

surveillance task, and the MTII problem, in which the C3

term is a more general term than the others. We can see

that "MTII" is a more specific term than "ocean

surveillance task".

This thesis is motivated by Novak and Walker's

proposal for explicitly showing uncertainty in the display

interface between the human operator and the machine.

This thesis presents the results of a study of human

capabilities in performing the ocean surveillance task of

radar emission/platform association. The study was

accomplished by comparing human performance under two

types of display interfaces. The association tasks were

performed while monitoring simulated, digitized, and time-

compressed sensor returns displayed on a computer-graphics

display.

The contents are outlined as follows. First, Chapter

2 provides descriptions of the background of the MTII

problem. Along with this, a simplified model and an
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Figure 1-1 Relationship between C3, ocean
surveillance, and MTII.
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example are presented to illustrate the central idea.

Also, the two displays under comparison and expected

results are discussed. Chapter 3 describes the

methodology used to achieve the objective of the study.

The experiment being employed is described in detail.

Next, the results and statistical analysis of the

experiment are presented in Chapter 4. There follows a

discussion of results in Chapter 5. The conclusions and

recommendations for future research are presented in

Chapter 6.



CHAPTER 2

BACKGROUND

INTRODUCTION TO MTII

7

As mentioned before, multisource tactical information

integration (MTII) in the context of ocean surveillance is

to determine the position, identity, course and speed, of

objects in the vicinity of a ship. Let us consider a

simplified model of the MTII task. As illustrated in

Figure 2-1, the left half of the model represents the

state before information is received aboard ship. The

right half of the model shows that information from

different sources is integrated and displayed to the

operator. The general features of this model are

described in the following paragraphs.

Pieces of information such as position, identity,

radar emissions, and speed of a platform must first be

brought together through several communication channels at

a central location. This is a serious problem due to the

physical separation of the areas where different sensor

reports are received aboard ship. In practice, a ship

will actively gather additional information if necessary

to locate and identify potentially high-interest

platforms.
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However, even when sensors of the same type are

involved it is necessary to translate their reports into a

common frame so they can be integrated; therefore, the

MTII problem is made more difficult when more information

sources are to be integrated. Conversion of information

to locally usable form may involve such things as

coordinate transformations to convert positions relative

to another ship to ownship coordinates.

Existing computer systems using various mathematical

techniques have generally been able to deal with only a

very few kinds of information, and they are adequate only

for a few very narrowly defined parameters.

The association of an input datum with the correct

existing object is heavily dependent on the accuracy and

timing of the report. If the association and

identification information are sufficiently imprecise to

allow associations of the new report with more than one

existing object, the probability of an erroreous decision

is high. [Runback and Owens,1972]

After the association operation, estimates are made

of position, identification, course and speed of objects.

Bookkeeping of the previously analyzed data is necessary

for later retrieval, for a surveillance task generally

extends over a long time period. It is of course

necessary to be able to retrieve information and display
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it for the operator.

It can be easily seen that all the operations in an

MTII task are more or less correlated to one another, and

that each operation plays an important role. Therefore,

the MTII problem contains several subproblems itself. As

noted by Novak and Walker, these problems range from

relatively easy problems to impossible (unsolvable)

problems. Hence, the MTII problem consists of a class of

problems. Since there are presently no sensors that can

provide position and identification information at the

same time, it is worthwhile to investigate the MTII

problem.

AI AND MTII

Artificial Intelligence (AI) is a field of inquiry

within computer science that attempts to increase the

reasoning and perceptual abilities of computer systems.

Novak and Walker were among the first to explore the

applicability of AI technology to the MTII problem. In

their work, they examined the MTII problem from

information processing views and discussed the possible AI

technology which might be applied to it. They selected

one of the most frequently used knowledge representation

and inferences systems of complex AI systems - the rule-

based system - to explore the applicability of AI to MTII.



11

Novak and Walker originally thought they could come

up with a knowledge base of rules which could be applied

to the MTII task. After thorough research, they concluded

that AI is not appropriate for the MTII task at the

present time. They did come up with a few rules, but were

not able to improve the current system significantly. The

main reasons that AI is not applicable to MTII are: (1)

The lack of sufficient information for the MTII problem is

the main obstacle. (2) MTII problem is ill-defined; there

is not such a thing as a single, well-defined "MTII"

problem. (3) The most critical subproblems of MTII are

not problems of the type with which AI has dealt.

Although they found some subproblems which AI can be

applied to, the cost was high and payoff was low, hence it

made no operational sense to them to use AI in MTII.

According to Novak and Walker's report, people

perform the MTII task rather poorly. This introduces an

interesting problem: how well does the human perform an

MTII task, and what are the human's limitations in an MTII

task? It seems to make more sense to think in terms of a

system that has a human in the loop rather than a fully

automatic system. Since AI is not applicable to MTII at

the present time, the human still must play a vital role

in such a task.
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HUMAN PERFORMANCE IN THE ASSOCIATION TASK

The single most critical subproblem in MTII is the

association task [Novak and Walker, 1978]. This is the

most critical problem since if reports are incorrectly

associated, not only are errors in position and

identification likely, but a single platform may be

reported as multiple platforms, or multiple platforms may

be reported as a single platform.

Smith [1979] presented a computer-aided manual

technique for performing tracking and multisensor

correlation of ocean surveillance data. In his research,

some computer algorithms were used to correlate a large

fraction of ship sightings. A human operator was assigned

to resolve the ambiguous situations in which the computer

could not decide. His results showed that better

performance was obtained by having a human operator

resolve ambiguous situations.

Novak and Walker pointed out that human operator

performance in an MTII task is poor. From the above

discussion, it is easy to see that human operator can

resolve problems in a specific range of difficulty. Some

characteristics of human operator are outlined by Funk
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by mechanical subtosks
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[1986] as illustrated in Figure 2-2. Among these

characteristics, this thesis addresses memory and problem

solving skills.

Since human performance on the MTII task is poor, we

are interested in how many objects a human operator can

keep track of at a time. Human memory can be augmented by

proper coding methods, but it is limited in capacity and

duration [Miller, 1956]. Greitzer et al [1982] conducted

an experimental task which was similar to the MTII task to

examine human memory limitations in multi-object tracking.

They showed that an unaided operator can keep track of

about seven tracks. When the number of tracks increased,

the performance decreased. Thus, in order to elaborate

the operator's memory, the elements representing

information in an association task need to be meaningful

to the operator.

From the results of Greitzer et al and Smith, it can

be seen that one of the problems associated with human

performance in the association task is the density of

targets. Also, there is another serious problem which

restricts human performance significantly, i.e., the

sampling rate. A low sampling rate can result in an

unresolved situation which will make the association task

infeasible.
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PROBABILITY POLYGONS

Now let us consider an example of an association

task. In this example, two platforms (ships) are under

ownship surveillance. Assume the bearing and range

information of these two platforms are as listed in Table

2-1 but unknown to ownship, and the true movement patterns

of these platforms are shown in Figure 2-3 (also unknown

to ownship). During the surveillance period, ownship

receives pieces of information about these platforms from

sensor systems. Suppose the reports received on board

contain only the information at time 0, 6, 10, and 12,

then the best surveillance picture is as shown in Figure

2-4 where squares represent the platforms. Subsequently

it becomes difficult to associate the new information

received at time = 10 with the existing tracks because of

the low sampling rate. Hence there is much uncertainty

associated with this situation.

This association problem can be solved by either

increasing sampling rate or having an improved

representation of the information, which are two ways to

reduce the uncertainty in the decision process.

The question of interest is what the decision will be

if we show not only the range and bearing information but

also the estimated direction of movement in the

representation. The representation in Figure 2-5 shows
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time

whale Rass

bearing range bearing range

0 45 21 315 32

2 30 22 330 34

4 15 23 334 34

6 7 29 5 38

8 9 31 10 47

10 27 32 5 47

12 40 34 343 49

Table 2-1 The bearing and range information of
the two platforms under surveillance.



17

tout
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1=112

toile
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Figure 2-3 True movement pattern of the
platforms under ownshin
surveillance from time 0 to 12.
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Fiqure 2-4 The best surveillance picture for
the two Platforms when information
is received only at time 0, 5, 10,
and 12.
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information and estimated moviry
direction in the representation.
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such a situation for this example. This representation

makes it easier to associate the updating information with

the previous data.

Suppose that in this example the two platforms under

surveillance use their radars over some period of time.

Our goal is to detect such radar emissions and decide

which platform each emission comes from. Such a situation

is shown in Figure 2-6. Under this representation, most

people will intuitively decide that radar emission B is

from track 2. What will happen if the previous position

is shown for each platform? Figure 2-7 shows the

situation in which the last updates for those two

platforms are also shown in the representation; the

decision may be changed. [Funk, 1986]

Therefore, the decisions are strongly influenced by

the representation of the situation when uncertainty

exists in the information. And this raises the idea of

explicitly showing uncertainty in the representation of

information.

The representations of platforms are all point

estimates of the true positions of the platforms, and are

obtained by means of sampling. It is also possible to

form a confidence region for a platform under surveillance

by the method of sampling. The problem arises when such

representation is presented to the human operator, i.e.,
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B

Figure 2 -6 A radar emission B was detected
at time = 7.
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Figure 2-7 Representation which shows the last
updates of the Platforms.
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can such a representation be a decision aid to the

operator? This idea can be realized by providing the

human operator with some extra information which is based

on the same data collected for the association task.

Novak and Walker [1978] developed the concept of

using probability polygons in representing information for

the association task. As illustrated in Figure 2-8, the

first example shows a polygon representing a 95%

confidence ellipse from a shore-based sensor. If there is

a heading/speed hypothesis for the object, the polygon can

be updated according to this hypothesis for the object,

allowing for uncertainty in the course and speed. The

second example shows how bearing-only information from a

sensor such as sonar could be represented as a wedge-

shaped polygon. The angular width of the wedge represents

the sensor's uncertainty of the bearing.

The ellipse shape representation can explicitly show

the direction of movement of the platform, which is based

on the estimated heading information of the platform. The

area that an ellipse covers represent a confidence region

of the platform that can move around in a certain amount

of time, which is based on the estimated speed information

of the platform. Although this information is based on

estimates, the representation does explicitly show the

uncertainty. Novak and Walker reasoned that this might

help the human operator in an association task.
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95% confidence
ellipse from
shore-based
sensor.

min range

bearing
uncer-
tainty

max range

2.

Bearing-only information
Ce.g. sonar).

Figure 2-8 Examnles of representation using
Probability Polygons.
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Let us reconsider the example in Figure 2-7. In

Figure 2-9, the sensor reports provide information that

locates targets within ellipses of specified orientation

and axis lengths; typically, these ellipses are taken to

represent a high confidence area of a bi-variate normal

distribution. The question that arises from this

discussion is: "Will association performance be improved

using polygons?".

The above examples show that the probability polygon

concept allows many types of information to be represented

and used for an interface between human operators and the

association task. As noted by Novak and Walker, the

concepts of probability polygons offer a good possibility

for improvement beyond what existing systems can do, and

that these methods, when incorporated in a well-designed

man/machine system, could help significantly with the

operational problems of MTII. Furthermore, such a system

could be used as a testbed to determine the effects of

improvements in sensor systems in terms of the end-product

of the multisensor integration process. Such a facility

could be very valuable, because possible improvements or

new sensor systems could be tested before major

investments were made in their development. This research

is aimed at evaluating human performance under such

information representation methods.
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Figure 2-9 Another renresentation shows the
confidence region of a nlatform
association with the detected
radar emission B.
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The approach used was to perform an experiment and

compare the performance of human operators under two

different types of displays in which the displays were

varied in the manner of representing information in an

association task.

RESEARCH HYPOTHESIS

The baseline display for comparison with the

Probability polygon display was a display which did not

explicitly show uncertainties (Figure 2-10). In this

display, the sensor report contained estimated bearing

information only.

The experiment was an attempt to compare the two

types of displays: the probability polygon display and the

baseline display. The former will be called the "Polygon

type display", and the later will be called the "Line type

display". The main objective was to see if one type of

information representation would produce better operator

performance than the other. In order to answer the

questions being posed in the previous paragraphs, the

following hypothesis can be stated: H0: Display type

(Polygon or Line) does not affect operator performance.

The experiment is described in the next chapter.
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t4

B

Figure 2-10 Baseline display for coinnarison:
Line type disolay.
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CHAPTER 3

METHODOLOGY

An experiment was designed to make inferences about

human performance using the two types of displays

described in the previous chapter: the Polygon type

display and the Line type display. Each subject in this

experiment utilized one of the displays in performing a

simulated, ocean surveillance task.

In the task, the subject viewed a screen which

represented the display of sensor information in the

vicinity of ownship. When a sensor report appeared on the

screen, the subject was required to associate radar

emissions with the platform which he thought was the most

likely one to have generated the emissions. For example,

one of the Line type displays might be as shown in Figure

3-1(a) when a sensor-report event occured. The subject had

to judge if radar emission B came from platform 3, 4, or

5. The same situation for a Polygon type display is shown

in Figure 3-1(b).

INDEPENDENT VARIABLES AND DEPENDENT VARIABLES

Three independent variables were defined. They were:
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B

Figure 3-la One possible configuration of the
Line type display when a radar
emission of the frequency B band
was detected.
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B

Figure 3-lb The configuration of the Polygon
type display under the same
conditions as in Figure 3-la.
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1) Display type (Polygon type and Line type).

2) Data rate (15 emissions and 30 emissions per

experimental session.)

3) Ship density (4 ships per screen and 8 ships per

screen).

Two dependent variables were selected to measure the

performance:

1) Percent correct (accuracy).

2) Response time (time in seconds to respond

to a sensor report).

DESIGN

The design was a completely randomized one in which

there were 8 treatments. Each treatment contained 2

levels of each factor. The factors were the independent

variables described in the previous section (Table 3-1).

Following Yate's notation [1933], capital letters are

used to refer to factors; combinations of lower case

letters and numerical subscripts, or simply the

subscripts, are used to denote treatment combinations.

Thus, the 8 treatments were as shown in Table 3-2. Two
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levels of display type, two levels of data rate, and two

levels of ship density completed a 23 completely

randomized factorial (CRF) design.

Factor Abbreviated form level 0 level 1

Display type

Data rate

Ship density

T

R

D

Polygon Line

15 30

4 8

Table 3-1 Three factors, abbreviated forms, and levels.

treatment
level

factor
1 2 3 4 5 6 7 8

T

R

D

0 0 0 0 1 1 1 1

0 0 1 1 0 0 1 1

0 1 0 1 0 1 0 1

Table 3-2 An exhibit of the 8 treatment.

It was assumed that the experimental units were

homogeneous; i.e., the variability among subjects was

small.
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The CRF design was chosen since, according to Steel

and Torrie [1980], it is valuable in explanatory work

where little is known concerning the optimum levels of the

factors, or even which ones are important. When

considerable information is available, the best approach

may be to compare a very limited number of combinations of

several factors at specific levels.

SUBJECTS

Thirty-two subjects participated voluntarily in this

experiment. All subjects were from graduate and

undergraduate schools at Oregon State University. Five of

these subjects were Americans and twenty-seven were

foreign students. Twenty-eight of the thirty-two were

males. Two of the thirty-two reported that they had prior

experience with radar systems.

EOUIPMENT AND MATERIALS

The equipment and materials used in this experiment

included the following:

1) Hardware:

The experimental task was implemented on a Tektronix

4107 color graphics terminal driven by a Tektronix 4170
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microcomputer. An HP-86 microcomputer with a real-time

clock was interfaced to the Tektronix 4170 to pace the

experiment. Figure 3-2 illustrates the configuration of

this hardware.

2) Software:

Five programs were designed for this experiment to

simulate the association task. Four of them were written

in FORTRAN and one in BASIC (Table 3-3). The functions of

each program are described in the following paragraphs.

Listings of these program are contained in Appendix B.

Program Computer Purpose
language

SCENARIO FORTRAN Generate a scenario file which included
all information.

ESTIMATE FORTRAN Simulate the ownship sensor behavior.

POLYGON FORTRAN Draw Polygon type display.

LINE FORTRAN Draw Line type display.

READY BASIC Pace the performance of the experiment.

Table 3-3 Programs and their purposes.
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port 0
port 1

Tektronix 4170

HP-86
Tektronix

4107

Figure 3-2 Hardware configuration.
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a) SCENARIO: This program was used to generate true

information about the platforms in the experiment, which

included speed, direction of movement, radars on board,

time between radar emissions, identity, and location.

Several rules for the movement of platforms were derived

by the experimenter from Warship Commander [1979], a

commercially available naval war game which provides very

realistic information about naval warfare. The program

employed a simulation program developed by Law and Kelton

[1982] called SIMLIB. SIMLIB is a discrete-event-

oriented, FORTRAN-based simulation language, which offers

simple file manipulation, statistics collection, and a

time-advance routine for the programmer.

b) ESTIMATE: This program simulated ownship sensor

behaviors. When there was no radar emission present, the

program updated the position of each platform. When a

radar emission was detected, the program generated

estimated bearing information for the source of that radar

emission. The main function of this program was to

generate an "estimated position" for each platform through

Monte Carlo simulation. It took the output file from

SCENARIO, which included all true information required,

and generated the "detected position" by the procedures

provided by Law and Kelton [Page 258, 1982].
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A sensor on board a ship can detect positions of

platforms precisely only within its effective range. When

the distance between the detected platform and ownship

exceeds this range, precision decreases. For simplicity in

this experiment, sensor accuracy was simulated by adding

noise to the true position of the platform. The estimated

location of a platform was computed as its true location

(known from SCENARIO) plus a random term. The random term

was a function of the distance between ownship and the

detected ship. It was assumed that the estimated location

of a platform followed a bivariate normal distribution

[Law and Kelton, 1982].

c) POLYGON and LINE: These two programs utilized the

Interactive Graphic Library (IGL) software support of

Tektronix 4170 to facilitate the graphical display of

position information on the Tektronix 4107. Symbols such

as squares, lines, ellipses, and characters can be easily

generated through this support. POLYGON took the output

file from ESTIMATE and drew the relevant symbols for the

Polygon type display, which contained ellipses, squares,

lines and a circle. The size of the ellipse represented

the region that a platform would be in. When a radar

emission was detected, POLYGON took the information from

ESTIMATE to draw a region for the source of the radar

emission. The program LINE did basically what POLYGON did

except it did not draw an ellipse and when a radar

emission was detected, it drew a line passing through
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the mean estimated position of the emission source instead

of a region.

d) READY: This program, which ran on the HP-86, was

used to pace the experiment and to record the associations

made by the subject. The pacing was performed by

transferring data between the Tektronix 4170 and the HP-

86. When there was no sensor-report event, the Tektronix

4170 simply sent an arbitray datum to the HP-86. Then

the HP-86 responded with the simulation time. When

sensor-report events occured, the Tektronix 4170 sent the

request for subject input to the HP-86. Next, the HP-86

asked the subject to enter his choice. After the subject

entered his decision, the HP-86 returned the answer to the

Tektronix 4170. All associations made by the subject were

shown as a table on the monitor of HP-86 for the subject's

reference (Figure 3-3).

3) Written materials:

Written materials included two sets of instructions

to the subject, a data sheet, a test sheet, and a trial

sheet. A copy of these materials can be found in Appendix

A.
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STIMULI AND RESPONSE

The stimuli used in this experiment were a series of

sensor-report events. For example, under the Polygon type

of display, the presentation of a sensor-report event was

shown as in Figure 3-4. In Figure 3-4(a), the display

represents the state prior to a sensor-report event.

After a period of time, a radar emission of type B was

detected from either platform 3 or 1. Hence, a sensor-

report event occured. This is represented in Figure 3-

4(b). For the Line type display given the same scenario

as in Figure 3-4, the situation is represented in Figure

3-5.

The subject was required to make one association when

a sensor-report event occured. During the other time, the

screen displayed the locations of all platforms. The

positions of platforms were updated according to the time

elapsed between each update.

PROCEDURE

The subjects were tested individually, each of them

performing one treatment. Four subjects participated in

each treatment.

The subject's task was to associate each radar

emission given by a sensor report with one of the
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Figure 3-4a A state Prior to a sensor-report
event under the Polygon type
display.
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B

Figure 3-4b A state following the sensor-report
event under the Polygon type
display; the detected emission was
of the B frequence band.
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Figure 3-5a A state prior to a sensor-report
event under the Line type display.
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Figure 3-5b A state following the sensor-report
event under the Line type display;
the detected emission was of the
B frequency band.
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platforms. This required the subject to monitor the

display and respond when a sensor-report event occurred.

When this happened, the subject responded by hitting a key

designating the identity of the platform which he thought

was the most likely one responsible for generating the

emission.

Testing was conducted in a small quiet room. The

subject was first seated at a desk 29 inches in height

with the center point of the Tektronix 4170 screen at a

height of 12 inches above the desk. The HP-86 monitor was

on the left hand side of the subject at the same height as

the Tektronix 4107. Viewing distance was 22 inches (Figure

3-6) .

Figure 3-6 Experimental set up.
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Next, the subject sat at the station, and detailed

written instructions were provided to familarize him with

the task. Two sets of instructions were used in the

experiment, but each subject read only one of them

according to the display assigned. Then he was given a

written test to be qualified for the task. This was done

to insure that the subject understood the database of

ships and radars in the experiment. When the subject

passed the written test and indicated that he understood

the task procedures, 10 trials with feedback were provided

for him as warmup. A trial sheet was provided to the

subject during the 10 trials. It was required for the

subject to fill out the trial sheet for these trials.

After the detailed instructions and warm up trials,

the test began. Upon completion of the experiment the

subject was given a questionnarie to fill out. The

purpose of this questionnaire was to gather opinions and

strategies used by the subjects. Two questionnaires

were designed for the two types of displays; each subject

received the one which was related to his treatment.

Responses were used to perform subjective evaluation of

the display on which he was tested, and to discover the

strategies used in this experiment. A copy of the

questionnarie can be found in Appendix A. Results of the

questionnaires are discussed in Chapter 5.
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SOURCES a VARTATTON

A characteristic of all experiments is variation.

The sources of variation in this experiment are discussed

below.

1) Scenario: The design of a scenario was based on

two levels of data rate and two levels of ship density.

There were altogether four different scenarios. The main

objective of this experiment was to compare display types;

therefore, when data rate and ship density were fixed,

subjects with different displays still viewed the same

scenario. For example, the subjects in treatment 1

(Polygon 15 emissions 4 ships), and treatment 5 (Line 15

emissions 4 ships), viewed the same scenario but under

different displays. The same was true for subjects in

treatment 2 and 7, 3 and 6, and 4 and 8.

2) Time of day: No early morning or late night sessions

were conducted. All experiments were conducted between 9

A.M. and 5 P.M..

3) None of the subjects were color-blind, which might have

influenced interpretation of the color coding.

The results of this experiment are presented in the

following chapter.
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CHAPTER 4

RESULTS

This section presents the statistical analysis and

results of the experiment. The experiment was a

completely randomized 23 factorial design, in which the

factors were T (display type), R (data rate), and D (ship

density). Performance measures of the experiment were

percent correct and response time.

Two major statistical analyses are performed,

analysis of variance (ANOVA) and comparison of means. The

assumptions underlying these analyses are that the samples

were independent, identical samples from normally

distributed random variables. The process of analysis for

each explanatory variable started with ANOVA, and then t-

tests were made to compare the means of interest.

The ANOVA calculations were performed by a computer

program developed for the IBM PC based on a statistical

model adopted from Miller and Freund [1977]. A copy of

this program can be found in Appendix C. Calculations for

t-tests were done using the SIPS (Statistical Interactive

Porgramming System) developed at Oregon State University.

All statistical analyses employed the 0.05 level of

significance.
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DATA TRANSFORMATION

Cox [1970] described that the most useful way to deal

with binary data is to perform a logistic transformation

for fullfilling the assumption of normality. Percent

correct of each subject was obtained by computing the sum

of successful associations divided by total number of

associations. Therefore, the raw data of percent correct

were transformed according to the logistic transformation:

ui = In (pi/1 - pi) i = 1 to 32,

where pi is the percent correct for the ith subject, and

ui is the natural log of the success/failure ratio. For

example, if pl = 0.9333, then ul = ln(0.9333/0.06667),

which is 2.639, and so on. The original data and their

transformations can be found in Appendix D.

PERCENT CORRECT

The analysis concerning percent correct was performed

on the transformed data.
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(A) ANOVA

The ANOVA table for percent correct is presented in

Table 4-1. The effect of display type was not

significant, which was not expected. C F(1,21) = .1516 1.

This will be discussed in the "Discussion" section.

However, data rate had a very significant effect [ F(1,21)

= 112.2655]; as expected, the higher the data rate, the

more information that had to be processed by the subject

and the higher the probability of making wrong

associations. The effect of D was also significant

[ F(1,21) = 156.0246 ]; in general, more ships meant that

there were more choices and hence it was more difficult to

decide. Figure 4-1 shows the effects of R and D. It can

be easily seen that there is a trend to a lower

performance as the rate and density increase.

By the ANOVA table, the effect of R interacted with

that of D I F(1,21) = 41.3891, p < .01 1, which was

expected, too. The display type T neither interacted with

R nor with D. The three factor interaction was

significant, too.

B) t-test

Inferences about mean performance under each factor

were drawn. Before performing the tests, F tests were
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Source of Degree of Sum of Mean F value
variation freedom squares squares

Replicates 3 0.0191 0.0064 0.0673

Main effects

T 1 0.0143 0.0143 0.1516
R 1 10.6127 10.6127 112.2655**
D 1 14.7664 14.7664 156.2046**

Two-factor
interactions

TR 1 0.2102 0.2102 2.2233
TD 1 0.3126 0.3126 3.3067
RD 1 3.9126 3.9126 41.3891**

Three-factor
interaction

TRD 1 2.0746 2.0746 21.9461*

Error 21 1.9852 0.0945

Total 31 33.9076

Table 4-1 ANOVA table for performance accuracy.
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Figure 4-1 Percent correct as a function of
Ship density and Data rate.
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done to support the assumption that the two samples under

comparision had a common population variance. For factor

T, the display type, three treatment comparisons showed

significant differences. Figure 4-2 and Figure 4-3

illustrate the descriptive results under this factor.

There was no difference between the display type when

R = 15 and D = 4. However, the other three comparisons

were all significant. For performance under R = 30 and D

= 4, and R = 15 and D = 8, the polygon type of display was

better than the Line type display. Performance under R =

30 and D= 8, the Line type display was better. The t

values for each comparison are summarized in Table 4-2.

The results were not clear enough to draw the conclusion

that which type of display was better, or there was a

difference between the displays.

Hypothesis: H0: pA=pB vs HI: pA>pB or HT; pA<pB

Comparison between
treatment

Calculated
t value

Decision

1 and 5 -1.00 Accept H,

2 and 6 2.9422 Accept 1-14-
1

3 and 7 3.1692 Accept HI

4 and 8 -3.1538 Accept H1

Table 4-2 t values for treatment comparisons; comparisons
between display types.
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Because T was not significant in the ANOVA, the

results from the two types of displays were collapsed for

further analyses. Figure 4-4 shows the performance as

function of data rate. As the result of this analysis

(Table 4-3), it is clear that the performance was better

under the lower data rate condition.

Comparison between Calculated
treatment t value

Decision

1+5 and 3+7 12.0417**

2+6 and 4+8 1.8658

Accept HI

Accept Ho

Table 4-3 t values for treatment comparisons; comparisons
between data rate.

Figure 4-5 shows the performance as a function of

shin density. The t values are listed in Table 4-4. It

can be seen that although at significance level = 0.01 at

data rate [11] = 30, 2.6489 < 2.97; but it would he

significant if the significant level was 0.05. This means

that the performance was better under shin density = 4.

The t values for the above comparisons are contained in

the SIPS output form and can be found in Appendix E.
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Comparison between Calculated
treatment t value

Decision

1+5 and 2+6 14.3911**

3+7 and 4+8 2.6489

Accept HI

Accept H,

Table 4-4 t values for treatment comparisons; comparisons
between data density.

RESPONSE TIME

A) ANOVA

Table 4-5 shows the ANOVA table for response time.

The results showed that neither the main effects nor the

interactions were significant. The reasons for these

results could be due to the design of this experiment,

which will be discussed in the next chapter.

B) t -test

Before comparing the mean performances between each

factor, the data were combined. For example, the

performances under different data rate and shin density

were combined to compare the performance of two display

types. To compare the Performance under the two data

rates, data from different display types and ship

densities were combined, and so on.
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Source of Degree of Sum of Mean F value
variation freedom squares squares

Replicates 3 1144.3570 381.4523 2.4677

Main effects

T 1 19.4376 19.4376 0.1257
R 1 464.4963 464.4963 3.0050
D 1 61.1291 61.1291 0.3955

Two-factor
interactions

TR 1 8.6930 8.6930 0.0562
TD 1 0.3894 0.3894 0.0025
RD 1 197.1007 197.1007 1.2751

Three-factor
interaction

TRD 1 53.2377 53.2377 0.3444

Error 21 3246.0880 154.5756

Total 31 5194.9290

Table 4-5 ANOVA table for performance of response time.
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Figure 4-6 shows the mean response time for the two

display types. It can be seen that there was no

statistical difference. The t value was .3357, which was

less than the table value of 2.0423 ( degrees of freedom =

30).

The performance under different data rates was not

significant, either. Even though Figure 4-7 seems to

indicate that response time was longer for data rate = 30,

this difference was not statistically significant ( t

value = -1.7163, table t value = -2.0423)

As above, the effect of ship density on response

time was not significant. The t value was -1.1549 and the

mean response time is shown in Figure 4-8.

The t values for the above three comparisons are

contained in the SIPS output form and can be found in

Appendix E.
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SUMMARY

Table 4-6 presents the statistical significance for

the ANOVA for all levels of treatment in all categories

considered for this experiment.

The summary for all t tests under both performance

measurements is presented in Table 4-7. For the

comparison of display types, "1 vs 5" stands for

"treatment 1 vs treatment 5", and so on. The table shows

comparison criteria, calculated t values for each test,

table t values under given test and degrees of freedom,

test decision, and the factor which resulted in higher

(better) performance.



Source of variation Percent correct Response time

Replicates NS NS

Display type (T) NS NS

Data rate (R) S NS

Ship density (D) S NS

T *R NS NS

T * D NS NS

R*D S NS

T*R*D S NS

TABLE 4-6 Summary of Significance.



Comparison factor: Display type

Performance
measurement

Comparison Calculated
criteria t statistic

Table t Test decision
value Higher performance

criteria

1 vs 5 -1.00 t=2.4469 not significant no difference
(d.f.=6)

2 vs 6 2.9421 t=2.4469 significant Polygon typePercent
correct

(d.f.=6)
display

3 vs 7 3.1692 t=2.4469 significant
(d.f.=6)

Polygon type
display

4 vs 8 -3.1538 t=2.4469 significant
(d.f.=6)

Line type
display

Response 0.3357 t=2.0423time
(d.f.=30) not significant no difference

TABLE 4-7a Summary of the t tests (significant level = .05).



Comparison factor: Data rate

Performance
measurement

Comparison
criteria

Calculated
t statistic

Table t
value

Test decision Higher performance
criteria

case 1:
test under 12.0417 t=2.1450 significant Low data rate

Percent

correct

ship density
= 4.

case 2:

(d.f. . 14) (15 associations
per session)

test under 1.8658 t=2.1450 not significant no difference
ship density (d.f. = 14)
= 8.

Response -1.7163 t=2.0423 not significant no differencetime (d.f. = 30)

TABLE 4-7b Summary of the t tests (significant level = .05).



Comparison factor: Ship density

Performance
measurement

Comparison
criteria

Calculated
t statistic

Table t
value

Test
decision

Higher performance
criteria

Percent
correct

case 1:
test under
data rate
= 15

case 2:
test under
data rate
= 30

14.3911

2.6489

t=2.1450
(d.f. = 14)

t=2.1450
(d.f. = 14)

significant

significant

Low ship density

Low ship density

Response
time

-1.1549 t=0423
(d.f. = 30) not significant no difference

TABLE 4-7c Summary of the t tests (significant level = .05).

0
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CHAPTER 5

DISCUSSION

The two measurements of human performance used in

this experiment were accuracy and response time. They

were applied for two different types of displays (i.e.,

Polygon and Line) under a set of combinations of two

levels of independent variables (i.e., data rate and data

density). This section presents the discussion of the

results from the experiment.

ACCURACY

There was no significant difference in overall

accuracy between the two displays (F(1,21) = .1516, p-

value = .10]. While there were some differences between

the display types over different treatments, these

differences were inconsistent. For example, the effect of

display type was significant when comparing the two sample

means under the same data rate and same data density; but

neither display was consistently superior to the other.

This can be explained by the possibility that some effects

were canceled out by other effects in the treatments.

Also, this may be related to factors such as the design of

the displays, training of subjects, and the scenarios

being used.
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1) Design of the displays:

The design of the displays was the major concern in

this research project. We were to test if the polygon

type display could be an aid to human operators while

performing the MTII task. One way to investigate this

qualitative question is to look at the subjective

responses from the post-experiment questionnaries.

The strategies employed by the subjects were obtained

from the questionnaries as shown in Table 5-1. The

strategies employed by the Polygon type subjects are

listed in Table 5-1 (a); the strategies of the Line type

subjects are listed in Table 5-1 (b).

Under the polygon type display, 31.25% of the

subjects chose the platform which was closest to the

middle of the sensor report (Center of the report),

another 31.25% employed the largest intersection coverage

of the uncertain region and the sensor report as their

strategy (Intersection coverage), and 31.25% of the

subjects relied on the direction of movement of the

platform (direction of platform) when there was more than

1 candidate for the target platform. 6.25% of the

subjects (i.e., one subject out of 16) used previous

associations as a reference. This subject indicated

that he made detailed reference to the HP-86 monitor. For

example, as illustrated in Figure 5-1, the first 13
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Polygon type display
Strategies employed Percent

Center of the report 31.25%

Intersection coverage 31.25%

Direction of platform 31.25%

Previous associations 6.25%

Table 5-1 (a) Strategies used in Polygon display.

Line type display
Strategies employed

Closeness to report

Distance to ownship

Percent

75%

25%

Table 5-1 (b) Strategies used in Line display.
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associations show a tendency that platform 4 (track 4)

emits radar B all the time. Hence, it makes more sense to

select 4 again on the 14th association given the display

on Figure 5-2. Under the Line type display, the strategies

were narrowed down to closeness and distance: 75% of the

subjects chose the platform which was nearest to the line

(Closeness to report), and 25% of the subjects chose the

platform which was nearest to ownship. On the quantity of

strategies, the subjects using Polygon display employed

more strategies than those who using Line type display.

The mean accuracy under the two displays differ by a very

small margin. Most of the subjects in this experiment

turned out to be performing an absolute judgement task

instead of thinking about the meaning behind the abstract

symbols. This leads to the discussion of training.

2) Training

There was only one subject in the experiment who did

a detailed trace on his previous associations. This

strategy was good only if his associations of a specific

platform were accurate, otherwise it could be even worse

upon the completion of the experiment.

The other subjects did not pay much attention to the

data sheet provided to them as the database of platforms

and radar information in this experiment. One important
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Figure 5-2 The display for the 14th
association.
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drawback of the design of this data sheet was that two of

the platforms (i.e., WHALE and TROUT) had exactly the same

type of radars (i.e., they both possessed radar types B,

H, and I). This made the first question on the post-

experiment questionnaire very difficult to answer if

indeed WHALE and TROUT were engaged in the scenario. It

would be much better to have only a few different type

radars in different platforms in the data sheet.

For most of the subjects a 10-minute warm up trial

was not enough to let them understand the task. First, the

association task was complicated to perform. Next, it

required more elaboration to encode abstract symbols into

memory under such an experimental situation. The subjects

failed to recognize the meaning behind those symbols.

Mills [1973] performed an experiment to evaluate operator

capabilities in performing a surveillance task of aircraft

track initiation and maintainance. The subjects in his

experiment received at least 50 hours of training in order

to perform the task. Greitzer et al [1982] pointed out

that rehearsal serves as a memory maintenance function

that refreshes the encoded representations that would

otherwise be lost from primary memory. Because of the

lack of experience, it would be considered that the

subjects in this study didn't even have enough training to

encode enough knowledge to permit successful task

performance. Therefore, the subjects possibly did not

understand the task well enough. This could be resolved
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in two different ways. One would be to make the task

easier. For example, make the experimental task into a

simple stimulus/response task such that little cognitive

ability is required. The other one is to prolong the

training until each subject receives a specific amount of

time. It is quite possible that, since rehearsal is a way

to imptove the performance on a task, more training would

result in different results for this experiment.

3) Scenario

Important factors affecting performance were the

scenarios in this experiment. These scenarios were pseudo

war games, which were designed by the experimenter.

Figure 5-3 displays a scenario with 4 platforms on the

sea. The symbol * represents the time for radar emission

of each platform, and the positions of each platform are

denoted by showing the current time beside its route. For

example, the platform "WHALE" has the highest speed, and

it emits its radar at time = 10, 20, and 40 units.

Consider at time = 20, it would be easy for the subject to

decide where radar E is from (in this example it is from

platform "BASS") . But at time=45, while we can see from

the scenario that radar E is from platform BASS, it is

difficult for the subject to decide while he is viewing

the display in real time. Therefore, the degree of
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difficulty varies over a large range. When the scenarios

were applied using the two displays, the same scenario

could be perceived differently by the same subject. For

example, one of the scenes in this experimental task

occured as shown in Figure 5-4. Radar emission B was

truly from platform 2, but under the Line type display,

the subjects employing the closeness strategy would choose

platform 1 as their answer (which was a wrong

association), but 75% of the subjects used such a

strategy.

DATA RATE AND DATA DENSITY

The results revealed a significant difference in

accuracy under different data rates [ F(1,21) = 112.2655,

p-value = 0 or under different data density ( F(1,21) =

156.2046, p-value = 0 The results were in accordance

with Greitzer et al [1982]. There is a strong evidence

that decision making performance degrades substantially as

track load increases beyond human capacity limits.

One drawback of this 23 factorial design is that

there are only two levels of independent variables: this

makes the prediction of performance for other data rates

and densities more difficult.
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B

Figure 5-4 An illustration of a scene in which
the strategies may cause low
accuracy.
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RESPONSE TIME

The results revealed there was no statistical

significance for either the main effect or any

interactions. In the simulated MTII task, there was no

time limit for the subjects to respond. However, the

situation is different in the real world such as in a

threat condition where the human operator is required to

produce a fast response. One consideration about

designing this experiment was to select different time

limits for subjects to respond in the experiment. For

example, an association must be made in 3 , 5, or 10

seconds by the subject. Under such conditions, the factor

of data rate would not be as consistent as it would be

among the subjects, for the subjects might have missed

some responses under a short response duration. It is also

very difficult to simulate the task in the real world

situation and produce crises to stress the subjects in the

laboratory.

For the display types, the mean response time using

the Polygon display was numerically greater than the Line

type display. Since the number of visual elements used in

the Polygon type display is more than the number in the

Line type display, it is natural to expect such a result.
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It would be expected that the performance would be

inferior to the present results if time limits were set

for the subjects to respond given the current experimental

environment.
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CHAPTER 6

CONCLUSIONS

The objective of this study was to examine the effect

of uncertainty representation on information integration

in a simulated ocean surveillance task. This objective

was accomplished using an experimental task as data source

for statical analysis. The conclusions are naturally

limited to the design of this experiment.

The statistical analysis showed that there was no

evidence to reject the null hypothesis in favor of the

alternative hypothesis; i.e., we failed to reject the

hypothesis that display type (Polygon or Line) does not

affect operator performance.

This is a negative result with respect to what was

expected before the experiment was conducted, because,

intuitively, it seemed that explicitly showing uncertainty

in the representation could produce better performance.

One of the possible reasons that the experiment did not

produce its expected results is that most subjects in this

experiment failed to understand the true meaning behind

the abstract symbols in both Polygon and Line displays.

This observation was obtained from the post-experiment

questionnaries, which indicates that lack of experience

was likely an important factor in the experiment.
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Also, although the experimental task was much

simplified as compared to a real ocean surveillance task,

it was still difficult for the subjects to perform. In the

design of such an experimental task, it might be

worthwhile to investigate some tasks simpler than the

present one. For instance, the example illustrated in

Chapter 2 contains many interesting representations for

the information association task. Future work might be

done on comparing some alternate displays instead of the

present ones. It is also recommended that in future

studies subjects take a longer training course instead of

having only a 10-minute trial before performing the task.

The idea behind an association task should be

introduced to the subjects clearly. And the training

course should emphasize the association information on the

HP-86, since most subj ects did not pay attention to their

previous associations. In order to increase the subjects'

motivation, it might be helpful to pay the subjects

instead of using volunteers.

Even though the present study did not produce the

expected results, it does not mean that the study is

without meaning. In the first place, it might actually be

the case that there is no difference in human performance

between the two types of displays. If this would be the

situation, then it makes no sense to further develop

polygon-type displays. However, there are clearly points
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where improvements could be made. On reflection on the

study, we need to think about the population of

experimental units where the sampling units come from with

respect to the experience and training of subjects, the

operations in the experimental task, and the treatments in

the experiment in order to obtain positive results.

In summary, even though the study reached a negative

conclusion, the work done for this thesis still

contributes to the study of the MTII problem. It provides

a basic model to approach the MTII problem for those who

are interested in performing further research in the area.

Furthermore, the work done so far has the flexibility to

be modified. The computer programs are easy to

understand, and the ideas presented in this thesis are

clear enough for further research. We do feel that

further studies are necessary for the MTII problem,

especially in regard to human/machine interfaces.
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APPENDIX A

Written materials
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Instruction to Subjects
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A Simplified Ocean Surveillance Task

Polygon Type Display

Instruction to Subjects
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You will be participating in a simplified simulated ocean

surveillance task. Four basic components are in this task, i.e.,

platforms (ships), ownship, sensor reports, and ellipses. Imagine

that you are in the ownship monitoring an information integration

screen.

A platform is a ship, and can emit radar emissions according

to its commander. Assume a platform can emit one type of radar at

a time. The type of radar a platform can emit depends upon the

radar systems in it. For example, platform "TROUT" can never emit

radar D if it has only radars B, H, and I on board. In this
a

experiment, a platform is represented by a sque and a bar which

shows its direction of movement (Figure 1). Each platform has a

unique number.

Figure 1 Representations of platforms. Platforms 3
and 2 are moving toward east; platform 1 is
moving toward sourthwest.

Your ownship is defined as the shaped in Figure 2. The

center of the crosshair is the position of your ship on the sea.
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Figure 2 Representation of ownship.

In a military activity, own force always wants to obtain as

much information as possible about the current situation. Suppose

that your sensors on board can detect the type of radar which is

emitted by one of the platforms and report to you. This is called

a "sensor report". The sensor report in this task will provide not

only estimated bearing and range information about the source of

the emission but the type of radar. One important point for you

to keep in mind is that the sensor report covers the platform which

emitted the detected radar emission most of the time. The coverage

of a sensor report varies from time to time; but the angle which

represents the range information will be within 0° to 80° limit.

Therefore, there exists some biased sensor reports in this experiment.

See Figure 3 for shape of a sensor report (on the next page).

An ellipse represents the uncertainty area that a platform can

be in. The geometry of the ellipse takes the direction of movement

and speed of the platform into consideration, as shown in Figure 4,

and can be enlarged auromatically by your system. The meaning of

enlargement is to increase the degree of uncertainty about the

position of that platform between each update of sensor report.



Figure 3

3

Representation of a sensor report.
Note that the angle 4 ranges from
0° to 80°.
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The enlargement rate of an ellipse is proportional to the speed of

the platform and time between update of sensor reports.

Figure 4 Representation of uncertainty area
about platform 3 in a fixed amount of time.
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Your task in this experiment is to associate each

sensor report with one of the platforms, when the sensor appears on

the screen. In other words, the stimulus is the sensor report.

Your response is the identity of the platform which you think is

the most likely source of the emission.

When a sensor report appears on the screen, you respond by

hitting one of the numerical key which designates the identity of

that platform once. For example, if the screen is as shown in

Figure 5, then you need only hit the numerical key "1" (which I

think is the most likely source of radar emission B) on the

keyboard once.

Figure 5 Full representation of the display
when a response is needed to be made.

The associations you've made will be displayed on a seperate

monitor. Reference to that information might help you in your

decision.
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start performing it.

Now begin to study the data sheet and tell the experi-

menter when you are ready to take the test.

STOP Until you have finished the test.
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You will start by practicing 10 trials to warm up. These

results will not be recorded as your performance. Before you start

the task, I want to remind you that your primary objective should be

to choose the most likely platform. There is no time limit for you

to respond; but the sooner the better.

Feedback of your association will be given to you in the 10

trials. You have enough time to make your decision, so think

carefully before-you decide. There will be 4 platforms for you to

practice in the trials. The number of platforms remains constant

throughout your experiment.

You can see your-ownship on the screen now. When there is a

sensor report, the computer will beep once. When you hit a

corresponding key, the computer will beep to tell you that it has

received your responce.

Now hit the "GO ON" key and wait for the sensor report. Don't

respond; go to next page.
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Answer the question:

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and see

the other monitor for your feedback. Go to next page.
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Answer of association 1: platform 4

Now hit the "GO ON" key for the second trial. Answer the

following question before you respond.

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and

see the other monitor for your information of association.

GO TO NEXT PAGE



102

Answer of association 2: platform 4

Now hit the "GO ON" key for the *Itext trial. Answer the

following question before you respond.

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and

see the other monitor for your information of association.

GO TO NEXT PAGE
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Answer of association 3: platform 1

Now hit the "GO ON" key for the next trial. Answer the

following question before you respond.

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and

see the other monitor for your information of association.

GO TO NEXT PAGE
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Answer of association 4: platform 1

Now hit the "GO ON" key for the next trial. Answer the

following question before you respond.

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and

see the other monitor for your information of association.

GO TO NEXT PAGE
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Answer of association 6: platform 4

Now hit the "GO ON" key for the next -trial. Answer the

following question before you respond.

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and

see the other monitor for your information of association.

GO TO NEXT PAGE
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Answer of association 5: platform 1

Now hit the "GO ON" key for the next trial. Answer the

following question before you respond.

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and

see the other monitor for your information of association.

GO TO NEXT PAGE
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Answer of association 7: platform 1

Now hit the "GO ON" key for the next-trial. Answer the

following question before you respond.

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and

see the other monitor for your information of association.

GO TO NEXT PAGE
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Answer of association 8: platfnrm 1

Now hit the "GO ON" key for the nextatrial. Answer the

following question before you respond.

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and

see the other monitor for your information of association.

GO TO NEXT PAGE
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Answer of association 9: platform 3

Now hit the "GO ON" key for the next ~trial. Answer the

following question before you respond.

What radar emission is reported by this sensor report?

Please put your answer on the other sheet of paper.

Now enter your decision by hitting a corresponding key and

see the other monitor for your information of association.

GO TO NEXT PAGE
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Answer of association 10: platform 2

GO TO NEXT PAGE
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Now the experimenter will set up the task for you to perform.

A serial of associations without feedback will be presented to you.

You don't need to hit the "GO ON" key anymore; just enter your res-

ponse.

When you are ready, hit the "GO ON" key once to begin the task.
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A Simplified Ocean Surveillance Task

Line Type Display

Instruction to Subjects
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You will be participating in a simplified simulated ocean

surveillance task. Three basic components are in this task, i.e.,

platforms (ships), ownship, and sensor report. Imagine that you

are in the ownship monitoring an information integration screen.

A platform is a ship, and can emit radar emissions according

to its commander. Assume a platform can emit one type of radar

at a time. The type of radar a platform can emit depends upon the

radar systems in it. For example, platform "TROUT" can never emit

radar D if it has only radars 8, H, and I on board. In this ex-

periment, a platform is represented by a square and a bar which

shows its direction of movement (Figure 1). Each platform has a

unique number.

Figure 1 Representations of platforms. Platforms 3
and 2 are moving toward east; platform 1 is
moving toward sourthwest.

Your ownship is defined as the shape in Figure 2. The center

of the crosshair is the position of your ship on the sea.

In a military activity, own force always wants to obtain as
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Figure 2 Representations of ownship.

much information as possible about the current situation.
Suppose that

your sensors on board can detect the type of radar which is emitted

by one of the platforms and report to you. This is called a "sensor

report". The sensor report in this task is a line, which provides

bearing information and the type of radar from its source of emission.

The bearing information in this task will contain a bias upto

±40 °. for example, if the screen is shown as in Figure 3, then

radar B is possibly emitted by anyone of platform 1, 2, and 3.

8

Figure 3 Representation of a sensor report with
radar type B emission.
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Your task in this experiment is to associate each sensor report

with one of the platforms, when the sensor report appears on the

screen. In other words, the stimulus is the sensor report. Your

response is the identity of the platform which you think is the most

likely source of the emission.

When a sensor report appears on the screen, you respond by

hitting one of the numerical key which designates the identity of

that platform once.

The associations you've made will be displayed on a seperate

monitor. Reference to that information might help you in your

decision.

The knowledge base about all possible platforms and their

radars is shown on the data sheet. Please note once more that a

platform can never emit a radar it does not have on board. And a

radar emission can never be emitted from a platform which is not on

the screen.

Take 3 to 5 minutes to distinguish the characteristics of

each platform (e.g., "What type of radars does platform "PIKE"

have?", or "Which platform has a type G radar?", etc.).

You need to take a written test in order to start the experiment.

Don't hesitate to ask any questions about the experiment before you



116

start performing it.

Now begin to study the data sheet and tell the experi-

menter when you are ready to take the test.

STOP Until you have finished the test.
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Data sheet



Datil !-.heet

riditorm: SHARK WHALE TROUT BASS SALMUN LADMA1 PlKE bLUEGILL

A A A

B B B B

C C C C

Hadarb

H H H H

I I I

Note:

1) Total number of possible radar emission is 9,

i.e., from A to I.

2) Total number of possible platforms is 8.
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Test sheet



Test Sheet

1. Which platform(s) has the least amount of radars among those 8

platforms ? Now many does (do) it (they) have?

Answer:

2. Which platform has the most amount of radars? What are they?

Answer:

3. What are the common radar(s) of platform 2 and 8?

Answer:

4. Can platform 3 give radar emission of type A?

Answer:

5. What is the common radar among platforms 1, 4, 5, and 6?

Answer:

Subject II:

120
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Trial sheet
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TRIAL SHEET

Circle one radar emission for each association in the trial:

association 1 :ABCDEFGHI

association 2 :ABCDEFGHI

association 3 :ABCDEFGHI

association 4 :ABCDEFGHI

association 5 :ABCDEFGHI

association 6 :ABCDEFGHI

association 7 :ABCDEFGHI

association 8 :ABCDEFGHI

association 9 :ABCDEFGHI

association 10: A B C D E F G H I
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Questionnaries
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POST EXPERIMENT QUESTIONNAIRE

SUBJECT #: AGE:

WORK EXPERIENCE ON RADAR SYSTEM: Yes No

SEX: F M

Please answer the following questions:

1) Did you use the data sheet as your reference in this experiment?

If yes, could you give the names of platform 1, 2, 3, and 4 in

this experiment?

2) Do you think the representation of a sensor report helped you

in your decision? How?
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3) Whcih platform do you think radar B is from in the following figure?

Why?



3) Whcih platform do you think radar B is from in the following figure?

Why?
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APPENDIX B

Program listings
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SCENARIO
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SUBROUTINE DECIDE
2: C

C
4: C
5: INTEGER ID.IRAD(8),KSHIP(8),KOUNT(8).NEXTI(8).
6: 1TOTSNR.NEXT2(8),NOFPTS(8),NOFSHP
7: C
8: C
9: C

10: LOGICAL TURN(8),DONE(8)
11: C
12: C
13: C
14: REAL CTIME(8,10),DIFF,DIST(8),MARVL(8),MTSNR,RADAR(8,10),RDIST(8).
15: 1RTIME(8).SHIP(8,10,2).SPEED(8).TNOW,X1(8),X2(8).X3(8),Y3(8).
16: 2Y1(8).Y2(8),XTRUE(8).YTRUE(8).ANGLE(8),DIST12(8),DIST23(8)
17: C
18: C
19: C
20: COMMON /MODEL/ CTIME,DIFF,DIST,ID,IRAD.KSHIP,KOUNT,MARVL.MTSNR.
21: INEXTI,NEXT2,NOFPTS,NOFSHP,RADAR,RDIST.RTIME,SHIP,SPEED,XI,X2,Y1.Y2

22: 2XTRUE.YTRUE.TOTSNR,ANGLE,DIST12,DIST23,TURN,DONE,X3,Y3,ROTDEG,ITEM

23: C
24: C
25: C
26: COMMON /SYSTEM/ LRANK(25).LSIZE(25),MAXATR,NEXT,TIME.TRNSFR(10)
27: C
28: C***************************************************
29: C
30: K1 = 0
31: 55 KI = KI + I

32: IF ( KI .GT. NOFSHP ) GOTO 65
33: ID = 1,1
34: C*#11
35: PRINT 89,ID,RDIST(ID),KSHIP(ID)
36: 89 FORMAT ('IN DECIDE - SHIP ',I3,' REAL DIS: KSHIP: ',I3)
37: IF ( ( KSHIP(ID) .GE. (NOFPTS(ID)-2) ) .OR. DONE(ID) ) GOTO 55.
38: IF ( RDIST(ID) .EQ. 0.) THEN
39: X1(ID) = SHIP(ID,NEXTI(ID).1)
40: Y1(ID) = SHIP(ID,NEXT1(ID).2)
41: NEXT1(ID) = NEXT1(ID) + 1
42: X2(ID) = SHIP(ID,NEXT1(ID),1)
43: Y2(ID) = SHIP(ID,NEXT1(ID).2)
44: NEXT2(ID) = NEXT2(ID) + 1
45: X3(ID) = SHIP(ID,NEXT2(ID).1)
46: Y3(ID) = SHIP(ID,NEXT2(ID),2)
47: C
48: C
49: C
50: CALL DATA1
51: RTIME(ID) = TIME
52: CALL VALUES
53: KSHIP(ID) = KSHIP(ID) + I

54: ELSEIF ((RDIST(ID) .LE. DISTI2(I0i).AND.(RDIST(ID) .GT. o.) TH
EN

55: RTIME(ID) = RTIME(ID) + DIFF
56: CALL VALUES
57: I NDIF
59: GOTO 55
59: 65 CONTINUE

RETURN
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61: END
62: C
63: C
64: C
65: SUBROUTINE VALUES
66: C
67: C
68: C
69: INTEGER ID.IRAD(8),KSHIP(8),KOUNT(8).NEXT1(8).
70: 1TOTSNR,NEXT2(8).NOFPTS(B),NOFSHP
71: C
72: C
73: C
74: LOGICAL TURN(8).DONE(8)
75: C
76: C
77: C
78: REAL CTIME(8,10),DIFF,DIST(8),MARVL(B),MTSNR,RADAR(8.10),RDIST(8),
79: 1RTIME(8),SHIP(8.10,2).SPEED(B),TNOW,X1(8),X2(8),X3(8),Y3(8),
80: 2Y1(8),Y2(8),XTRUE(8).YTRUE(8).ANGLE(8),DIST12(8).DIST23(8)
81: C
82: C
83: C
84: REAL FACTOR,ROTDEG.XTEMP,YTEMP,A1.A2,A3,A4.A5.A6,A7,A8
85: REAL TSIMLT
86: C
87: C
88: C
89: COMMON /MODEL/ CTIME,DIFF,DIST,ID,IRAD,KSHIP,KOUNT,MARVL,MTSNR,
90: INEXTI,NEXT2,NOFPTS,NOFSHP,RADAR,RDIST,RTIME,SHIP,SPEED,X1,X2,Y1,Y2

91: 2XTRUE,YTRUE,TOTSNR,AN8LE,DIST12,DIST23,TURN,DONE,X3,Y3.ROTDEG,ITEM

92: C
93: C
94: C
95: COMMON /SYSTEM/ LRANK(25),LSIZE(25),MAXATR,NEXT,TIME,TRNSFR(10)
96: COMMON /TSTRT/ TSIMLT
97: C
98: C***************************************************
99: C
100: CALL DRADAR
101: C
102: C Calculate the true location first, then compare the real
103: C distace and the pre-specified distance to determine if there is
104: C a turning action or not.
105: C
106: FACTOR = RTIME(ID)*SPEED(ID)/DIST12(ID)
107: XTRUE(ID) = X1(1D) + FACTOR*(X2(ID)-X1(ID))
108: YTRUE(ID) = Y1(ID) + FACTOR*(Y2(1D)-Y1(ID))
109: RDIST(ID) = SQRT((XTRUE(ID)- X1(ID)) * *2 + (YTRUE(ID)-Y1(ID))**2)
110: IF ( RDIST(ID) .GE. DIST12(ID) ) THEN
111: C
112: C There is a turning action here.
117: C The time for this movement will depend on DIFF.
114: C
115: RTIMETID/ = DIFT
116: C
117: C Recalculate the factor for moving in such a short period of

118: C time. and calculate the short distance of this moving.
119: C
1 20: FACTOR RTIMETIO)*SPEED(ID)/PIST12(1D)
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121: XTEMF = X1(1D) + FACTOR*(X2(1D)-X1(10))
122: YTEMP = Yl(ID) + FACTOR*(Y2(1D)-Y1(1D))
123: RMOVE = SORT ((XTEMP-X1(ID))**2 + (YTEMP-Y1(ID))**2)
124: C
125: C Update those point coordinates accordingly.
126: C
127: X1(ID) = X2(ID)
128: X2(ID) = X3(ID)
129: NEXT2(ID) = NEXT2(ID) + 1
130: X3(ID) = SHIP(ID,NEXT2(ID).1)
131: V1(ID) = V2(ID)
132: Y2(ID) = Y3(ID)
133: Y3(ID) = SHIP(ID,NEXT2(ID),2)
134: EXCESS = RDIST(ID) - DIST12(ID)
135: FACTOR = (EXCESS/RMOVE)*RTIME(ID)*SPEED(ID)/DIST23(ID)
136: C
137: C Test if the turning angle is greater than 90 degrees.
138: C Rules: 1) Greater than 90: Reduce the speed by 2/3.
139: C 2) No greater than 90: Reduce speed only by 1/3.
140: C
141: IF ( ANGLE(ID) .GT. 90.) THEN
142: FACTOR = FACTOR*2./3.
143: ELSE
144: FACTOR = FACTOR/3.
145: ENDIF
146: C
147: C Testing if this is the last point for this ship.
148: C
149: IF ( (X3(ID) .E0. -1000.00) .AND. (Y3(ID) .EQ. -1000.00) ) THEN
150: DONE(ID) = .TRUE.
151: ELSE
152: DONE(ID) = .FALSE.
153: ENDIF
154: C
155: C Set an indicator for swithing the starting point for the next
156: C segment.
157: C
158: IND = 1
159: C
160: C Add one to the ship which has being processed.
161: C
162: KSHIP(ID) = KSHIP(ID) + 1
163: ENDIF
164: C
165: C Calculate once more the true location for the situation of
166: C turning.
167: C
168: XTRUE(ID) = X1(ID) + FACTOR*(X2(ID)-Xl(ID))
169: YTRUE(ID) = Y1(ID) + FACTOR*(Y2(1D)-Y1(ID))
170: RDIST(ID) = SORT((XTRUE(ID)-X1(ID))**2 + (YTRUE(ID)-Y1(ID))**2 )
171: C
172: C The following is the degree of rotation for drawing the ellipse.
173: C
174: ROTDEG = ATAN2 ((YTRUE(ID)-Y1(ID)).(XTRUE(ID)-Xl(ID),'
175: ROTDEG = (ROTDEG/3.1415926)#190.
176: C
177: C Switching the new starting point for the ne::t segment.
178: C
179: IF . IND .E0. 1) THEN
180: X1(1D) = XTRUE(ID)
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181: Y1(ID) = YTRUE(ID)
182: IF ( DONE(ID) ) THEN
183: DIST12(ID) = SORT((X2(ID)-X1(ID))**2 + (Y2(ID)-111(ID))**2)
184: ELSE
185: CALL DATA1
186: ENDIF
187: IND = 0
188: ENDIF
189: Al = TIME
190: A2 = FLOAT(ID)
191: A3 = XTRUE(ID)
192: A4 = YTRUE(ID)
193: AS = ROTDEG
194: A6 = RADAR(ID,KOUNT(ID))
195: A7 = SPEED(ID)
196: A8 = FLOAT(ITEMP)
197: IF ( TIME .GE. TSIMLT) THEN
198: WRITE(16,100) AI,A2,A3,A4,A5,A6.A7.A8
199: 100 FORMAT (F9.3.1X.F3.1.1X,6(F8.2.1X))
200: ENDIF
201: C
202: C
203: C
204: RETURN
205: END
206: C
207: C
208: C
209: SUBROUTINE DRADAR
210: C
211: C
212: C
213: INTEGER ID,IRAD(8),KSHIP(8).KOUNT(8),NEXT1(8),
214: ITOTSNR,NEXT2(8),NOFPTS(8).NOFSHP
215: C
216: C
217: C
218: LOGICAL TURN(8),DONE(8)
219: C
220: C
221: C
222: REAL CTIME(8.10),DIFF,DIST(8),MARVL(8),MTSNR,RADAR(8,10),RDIST(8),
223: IRTIME(8),SHIP(8,10,2),SPEED(8),TNOW,X1(8).X2(8),X3(8),Y3(8),
224: 2Y1(8),Y2(8),XTRUE(8),YTRUE(8),ANGLE(8),DIST12(8),DIST23(8)
225: C
226: C
227: C
228: COMMON /MODEL/ CTIME.DIFF.DIST,IDORAD,KSHIP,k0UNT.MARVL.MTSNR,
229: 1NEXT1,NEXT2,NOFPTS,NOFSHP.RADAR,RDIST.RTIME,SHIP,SPEED.X1.X2,Y1,Y2

230: 2XTRUE,YTRUE,TOTSNR.ANGLE.DIST12.DIST23.TURN,DONE.X3.Y3.ROTDFG.ITEM

231: C
232: C
233: C
234: COMMON /SYSTEM/ LRAM (25),LSIZE(7'5).MAXATR.NFX1.11mE.IRMSFK,o)

C
236: C***************************************************
237: C
238: DO 9(1 II=1,NOFSHE
239: DO 84/ J=1,IRAD(II)
24(1:
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241: IF (TIME .LT. CIIME(I1,J) ) THEN
242: KOUNT(I1) = J
243: GOTO 90
244: ENDIF
245: 80 CONTINUE
246: 90 CONTINUE
247: C
248: C
249: C
250: RETURN
251: END
"'52: C
253: C
254: C
255: C
256: C
257: C
258: SUBROUTINE DATA1
259: C
260: C
261: C
262: INTEGER ID,IRAD(8),KSHIP(8),KOUNT(8),NEXT1(8),
263: 1TOTSNR,NEXT2(8),NOFFTS(8),NOFSHP
264: C
265: C
266: C
267: LOGICAL TURN(8),DONE(8)
268: C
269: C
270: C
271: REAL CTIME(8,10),DIFF.DIST(8),MARVL(8).MTSNR,RADAR(8,10),RDIST(8),
272: 1RTIME(8),SHIP(8,10.2),SPEED(8),TNOW,X1(8),X2(8),X3(8),Y3(8),
273: 2Y1(8).Y2(8),XTRUE(8),YTRUE(8),ANGLE(8),DIST12(8),DIST23(8)
274: C
275: C
276: REAL TEMPX1,TEMPX2.TEMPY1,TEMPY2,TEMP
277: C
278: C
279: C
280: COMMON /MODEL/ CTIME,DIFF,DIST,ID,IRAD,KSHIP,KOUNT,MARVL,MTSNR,
281: 1NEXT1,NEXT2,NOFPTS,NOFSHP,RADAR,RDIST,RTIME,SHIP,SPEED,X1,X2,Y1,Y2

282: 2XTRUE,YTRUE,TOTSNR,ANGLE.DIST12,DIST23,TURN,DONE,X3,Y3,ROTDEG,ITEM
P

283: C
284: C
285: C
286: COMMON /SYSTEM/ LRANK(25).LSIZE(25),MAXATR,NEXT,TIME,TRNSFR(10)
287: C
288: C
289: C4***4111144WWW1******************M110************
290: DIST12(ID) = SORT( (X2(ID)-X1(ID))442 + (Y2(ID)-Y1(11)))4112 )

291: DIST23(ID) = SORT( (X3(ID)X2(ID))**2 (Y3(ID)-Y2(ID))tir2 )

292: PRINT 44,XI(ID).X2(ID).X3(ID).YI(ID),Y2(ID).Y3(ID),ID
293: 44 FORMAT ('POSI. XI,X20(3.Y1.Y2,Y3.1D: '.6F8.2.15)
294: rEMPXI = X1(ID)-X2(ID)
295: TEMPX2 = X3(ID)-X2(ID)
296: rEMPYI = YI(ID)-Y2(11))
297: TEMPY2 = Y3(ID)-Y2(ID)
298: TEMP = TEMPXItrEMPX2 * TEMPYISIEMPY:
299: C
300: C
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301: C
302: ANGLE(1D) = ACOS(TEMP/(DIST12(ID)*DIST23(ID)))
303: ANGLE(10) = (ANGLE(ID)/3.1415926)*180.
304: PRINT 10,ANGLE(ID),ID
305: 10 FORMAT ('SUB DATA1, ANGLE IS: '.F9.3." FOR SHIP ',I2)
306: RETURN
307: END
308: C
309: C
310: C
311: SUBROUTINE ENTER
312: C
313: C
314: C
315: INTEGER ID.IRAD(8),KSHIP(8),KOUNT(8).NEXT1(8),
316: 1TOTSNR,NEXT2(8).NOFPTS(8),NOFSHP
317: C
318: C
319: C
320: INTEGER*4 ISEED
321: C
322: C
323: C
324: LOGICAL TURN(8),DONE(8)
325: C
326: C
327: C
328: REAL CTIME(800),DIFF,DIST(8).MARVL(8),MTSNR,RADAR(8,10),RDIST(8),
329: 1RTIME(8),SHIP(8,10,2),SPEED(8),TNOW,X1(8),X2(8),X3(8),Y3(8),
330: 2Y1(8),Y2(8),XTRUE(8),YTRUE(8),ANGLE(8),DIST12(8),DIST23(8)
331: REAL TSIMLT
332: C
333: C
334: C
335: COMMON /MODEL/ CTIME,DIFF.DIST,IDORAD,KSHIP,KOUNT,MARVL,MTSNR,
336: INEXT1,NEXT2,NOFPTS,NOFSHP,RADAR,RDIST,RTIME,SHIP,SPEED,X1,X2,Y1,Y2

337: 2XTRUE,YTRUE,TOTSNR,ANGLE,DIST12.DIST23,TURN,DONE,X3,Y3,ROTDEG,ITEM
P

338: COMMON /TSTRT/ TSIMLT
339: C
340: C
341: C
342: COMMON /SYSTEM/ LRANK(25).LSIZE(25).MAXATR,NEXT,TIME,TRNSFR(10)
343: C
344: C
345: C
346: COMMON /ABC/ ISEED
347: C
348: C***************************************************
349: C
350: READ (15,10, ERR = 1001) NOFSHP
351: READ (15.10,ERR = 1002) (NOFPTS(I).1=1.NOFSHP)
352: READ (15.14.ERR = 1A07) (IRAD(I).T=1.NOFSHP)

READ (15.1(.1.ERR = 1004) TOTSNR
54: READ (15..!0.ERR = 10(" 5) (((SHIP(1.,10/.1,=1,2).J=1,NOFFTS(1)),1=1.N

OFSHP)
755: READ (15.3(.), ERR = 1)'06) (SFEEDtIv.1=1.NOFSHP)
356: READ (15.70,ERR = 1007) (MARVL(1).1=1.NOFSHP)
357: READ (15.3)i,ERR = 1AA8) MTSNR
358: READ (15.10.ERR = 1(")9) ((CTIME(1.J,J=1.1RAD(11).1=1.NOFSHP)
359: RIAD (15.30.ERR = 1010) (lRADAR(I.J),J=1,IRAD(1:),I=1.WAFSHP)
36A: READ (15.40.ERR = 1011) 'SEED
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361:
362:
363:
364:

C
C
C

READ (15.55,ERR = 2001) TSIMLT

365: 10 FORMAT (I2)
366: 20 FORMAT (2F8.2)
367: 30 FORMAT (F6.2)
368: 40 FORMAT (18)
369: 55 FORMAT (F9.3)
370: RETURN
371: C
372: C
373: C
374: 1001 PRINT 1101
375: 1101 FORMAT (/////,'WRONG NOFSHP')
376: STOP
377: 1002 PRINT 1102,1
378: 1102 FORMAT (/////,'WRONG NOFPTS AT THE ',I2,' VALUE.')
379: STOP
380: 1003 PRINT 1103,1
381: 1103 FORMAT (/////,'WRONG IRAD AT THE ',I2,' VALUE.')
382: STOP
383: 1004 PRINT 1104
384: 1104 FORMAT (/////,'WRONG TOTSNR.')
385: STOP
386: 1005 PRINT 1105
387: 1105 FORMAT (/////,'WRONG SHIP')
388: STOP
389: 1006 PRINT 1106,1
3901 1106 FORMAT (/////,'WRONG SPEED FOR THE ',I2,' SHIP.')
391: STOP
392: 1007 PRINT 1107,1
393: 1107 FORMAT (/////,'WRONG MEAN TIME BETWEEN EMISSION OF THE SHIP

394: STOP
395: 1008 PRINT 1108
396: 1108 FORMAT (/////,'WRONG TIME INTERVAL BETWEEN UPDATING.')
397: STOP
398: 1009 PRINT 1109
399: 1109 FORMAT (/////,'WRONG CTIME')
400: STOP
401: 1010 PRINT 1110,J,I
402: 1110 FORMAT (/////,'WRONG RADAR OF THE ',I2,' RADAR OF THE ',I2,' SHIP' '

403: STOP
404: 1011 PRINT 1111
405: 1111 FORMAT (/////,'SEED VALUE WRONG.')
406: STOP
407: 2000 PRINT 2010
408: 2010 FORMAT ( / / / / /.'TIME START TO SIMULATE WRONG.')
409: RETURN
410: END
411: C
412: C
413: C
414: SUBROUTINE. START
415:
416: C
417: C
418: INTEGER ID.IRAD( 81.1SH1F18).10UNI(8).NEXT1(8),
419: 1TOTSNR.NEXT2(8).NOFPTS(8).NOFSHP
42y: C
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421: C
422: C
423: LOGICAL TURN(8),DONE(8)
424: C
425: C
426: C
427: REAL CTIME(8,10),DIFF,DIST(8),MARVL(8),MTSNR,RADAR(8,10),RDIST(8),
428: 1RTIME(8),SHIP(8,10,2),SPEED(8),TNOW,X1(8),X2(8),X3(8),Y3(8),
429: 2Y1(8),Y2(8),XTRUE(8),YTRUE(8),ANGLE(8),DIST12(8),DIST23(8)
430: C
431: C
432: C
433: COMMON /MODEL/ CTIME,DIFF,DIST,IDORAD,KSHIP,KOUNT,MARVL,MTSNR,
434: INEXT1,NEXT2,NOFPTS,NOFSHP,RADAR,RDIST,RTIME,SHIP,SPEED,X1,X2,Y1,Y2

435: 2XTRUE,YTRUE,TOTSNR,ANGLE,DIST12,DIST23,TURN,DONE,X3,Y3,ROTDEG,ITEM

436: C
437: C
438: C
439: COMMON /SYSTEM/ LRANK(25).LSIZE(25),MAXATR.NEXT.TIME,TRNSFR(10)
440: C
441: C***************************************************
442: C
443: DO 100 ID=1,NOFSHP
444: NEXT1(ID) = 1
445: NEXT2(ID) = 2
446: TURN(ID) = .FALSE.
447: DONE(ID) = .FALSE.
448: KOUNT(ID) = 1
449: KSHIP(ID) = 0
450: RDIST(ID) = 0.
451: 100 CONTINUE
452: C
453: C
454: C
455: RETURN
456: END
457: C
458: C
459: C
460: PROGRAM CONTROL
461: C
462: C
463: C
464: INTEGER IDORAD(8),KSHIP(8),KOUNT(8),NEXT1(8),
465: 1TOTSNR,NEXT2(8),NOFPTS(8),NOFSHP
466: INTEGER ITEMP,NUMSNR
467: C
468: C
469: C
470: INTEGER*4 ISEED
471: C
472: C
473: C
474: LOGICAL TURN(8,,DONE(8)
475: C
476: C
477: C
478: REAL CTIME(11.1(!).DIFF.DIST(H).MAhVL(H).MISNR.RADAR(H.IM,RDIST(M.
479: IRTIME(6).SHIP(8.16.2/.SPEED(8),INOW.X1(H),X2te>,X3(13).Y3(8).
480: 2Y1(8).Y2( H).XTRUF(B).11TRUE(R).AN0LE(9).DISTC2(0).DIST2-.(13)
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481: REAL TSIMLT.RADNT
482: C
483: C
484: C
485: COMMON /MODEL/ CTIME,DIFF,DIST,ID,IRAD,KSHIP,KOUNT,MARVL.MTSNR,
486: INEXT1,NEXT2,NOFPTS,NOFSHP.RADAR,RDIST,RTIME,SHIP,SPEED,X1,X2,Y1.Y2

487: 2XTRUE. YTRUE, TOTSNR, ANGLE, D I ST12, DI ST23, TURN, DONE, X3, Y3. ROTDEG. ITEM

488: C
489: C
490: C
491: COMMON /SYSTEM/ LRANK(25),LSIZE(25),MAXATR,NEXT,TIME,TRNSFR(10)
492: C
493: C
494: C
495: COMMON /ABC/ ISEED
496: COMMON /TSTRT/ TSIMLT
497: C
498: Cilt**********Wittt*************04****************44#
499: C
500: OPEN (UNIT=15)
501: OPEN (UNIT=16)
502: OPEN (UNIT=17)
503: C
504: C
505: C
506: C
507: NUMSNR = 0
508: WRITE (16,5)
509: 5 FORMAT (' TIME SHIP XTRUE YTRUE DEG. RADAR SPEED
EMITTER')
510:
511:
512:
513:
514:
515:
516:
517:

C
C

C
C
C

CALL INITLK
MAXATR = 3
TNOW = 0.

518: CALL ENTER
519: CALL START
520: C
521: C THERE IS ONE TYPE OF EVENT IN THIS SIMULATION: RADAR EMISSION
522: C EVENT. THE STATISCAL RESULTS ABOUT SUCH EVENT ARE CALCULATED
523: C THROUGH THE SAMPST UTILITY IN SIMLIE.
524: C
525: C THE VALUE OF EACH PLATFORM IS ITS ID NUMBER.
526: C
527: DO 100 ID=1.NOFSHP
528: TRNSFR(1) = EXPON( MARVL (ID) )

529: TRNSFR(2) = 1

530: TRNSFR(3) = FLOAT(10)
531: 1RNSFR(4) = TRNSFR(1)
532: (:AI I. FILE(7.25)
573: 10.. CUNITNUE
534: URNM:R(1) = M1SNk
535: IRNSFR(2) = 1

536: URNSFR(7) = 11.
.53/: VRNSFR(4) TRNSF4011
538: CALI FILF(3.25)
539: C
54u: C.
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541:
542:
543:
544:
5451
546:
547:

C
110

C
C
C

CALL TIMING
ID = IFIX( TRNSFR(3) )

COLLECT RELEVANT INFORMATION ABOUT RADAR EMISSIONS.

CALL SAMPST (TRNSFR(4),ID)
548: ITEMP = ID
549: DIFF = TIME - TNOW
550: TNOW = TIME
551: IF ( ID .EQ. 11 ) THEN
552: TRNSFR(1) = TIME + MTSNR
553: TRNSFR(2) = 1.
554: TRNSFR(3) = 11.
555: TRNSFR(4) = MTSNR
556: ELSE
557: RADNT = EXPON( MARVL(ID) )

558: TRNSFR(1) = TIME + RADNT
559: TRNSFR(2) = 1.
560: TRNSFR(3) = FLOAT(ID)
561: TRNSFR(4) = RADNT
562: ENDIF
563: CALL FILE(3.25)
564: C
565: C
566: C
567: CALL DECIDE
568: IF ( (ITEMP .E0. 11) .OR. DONE(ITEMP) ) GOTO 134
569: IF (TIME .GE. TSIMLT) THEN
570: NUMSNR = NUMSNR + 1
571: RICK = -999.
572: WRITE (16,133) RICK
573: 133 FORMAT (F9.3)
574: ENDIF
575: 134 IF ( NUMSNR .LE. TOTSNR ) GOTO 110
576: C
577: C SUMMARY THE REPORT.
578: C
579: CALL REPORT
580: C
581: C
582: C
583: CLOSE (15)
584: CLOSE (16)
585: CLOSE (17)
586: STOP
587: END
588: C
589: C
590: C
591: FUNCTION EXPON(RMEAN)
592: INTEGER*4 ISEED
593: REAL RMEAN,U
594: COMMON /ABC/ ISFED
595: U = RAND(ISEED)
596: EXPON = -RMEAN*ALOGM)
597: RETURN
598: END
599: C
600: C
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e01: C
602: FUNCTION RAND(IX)
603: REAL*8 RAND
604: INTEGER *4 A,P,IX,B15,816,XHI,XALO.LEFTLO,FHI,K
605: DATA A/16807/,815/32768/0316/65536/.P/2147483647/
606: XHI=IX/816
607: XAL0=(IX-XHI*816)*A
608: LEFTLO=XAL0/816
609: FHI=XHI*A+LEFTLO
610: K=FHI/B15
611: IX=MXALO-LEFTLO*816)-P)+(FHI-K*815)*B16)+K
612: IF(IX.LT.0)IX=IX+P
613: RAND = FLOAT(IX) * 4.656612875E-10
614: RETURN
615: END
616: C
617: C
618: C
619: SUBROUTINE REPORT
620: INTEGER ID, IRAD (8),KSHIP(8),KOUNT(8),NEXT1(8).
621: 1TOTSNR,NEXT2(8),NOFPTS(8),NOFSHP
622: INTEGER ITEMP,NUMSNR
623: C
624: C
625: C
626: LOGICAL TURN(8).DONE(8)
627: C
628: C
629: C
630: REAL CTIME(8,10),DIFF,DIST(8),MARVL(8),MTSNR,RADAR(8,10),RDIST(8),
631: 1RTIME(8),SHIP(8,10,2),SPEED(8),TNOW,X1(8),X2(8),X3(8),Y3(8),
632: 2Y1(8),Y2(8),XTRUE(8).YTRUE(8),ANGLE(8).DIST12(8),DIST23(8)
633: REAL TSIMLT
634: C
635: C
636: C
637: COMMON /MODEL/ CTIME.DIFF.DIST,ID.IRAD,KSHIP,KOUNT,MARVL.MTSNR,
638: INEXT1,NEXT2.NOFPTS.NOFSHP,RADAR,RDIST,RTIME,SHIP,SPEED.X1.X2.Y1.Y2

639: 2XTRUE,YTRUE,TOTSNR,ANGLE,DIST12.DIST23.TURN,DONE,X3,Y3.ROTDEGOTEM
P

640: C
641: C
642: C
643: COMMON /SYSTEM/ LRANK(25).LSIZE(25).MAXATR,NEXT,TIME.TRNSFR(10)
644: C
645: C HEADING FOR UNIT 17.
646: C
647: WRITE (17,50)
648: 50 FORMAT ('********** TIME INFORMATION FOR RADAR EMISSIONS *********

*')
649: WRITE (17,51)
650: 51 FORMAT (' PLATFORM MINE $1 OF OBSERVATION MINIMUM MAXIMUM

)

651: WRITE (17,52)
652: 5'2 FORMAI 1'

657: C
654: L
655: C
656: DO 10: 11=1,NOFEW
657: CALL. SAMPSF (0..-11)
658: WRITE (17.100) 11.1kN4+Fk(I,.FRNW1 ).TRNSFRt.D.ISN';1"(,(41
659: 10o FORMAT (41(.12.2x.19.-..9X.11.W.F9.1. 1X.F9.7.)
AAA! )0* criur(00r

661: RETURN
662: END
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1: C
2: C This program is used to simulate the estimated locations
3: C of ships and estimated sensor report shapes.
4: C
5: PROGRAM ESTIMATE
6: REAL TBASE(300,8),ROTDEG,TRNSFR(10)
7: REAL XTRUE,YTRUE,XT,YT,XEST,YEST,X1,X2,X3,X4,Y1,Y2,XS1,XS2,XS3,
8: 1XS4,YS1,YS2
9: INTEGERS4 ISEED

10: CHARACTERZ30 FLINE
11:
12:
13:
14:
15:
16:
17: C
18: C Read the input values from a data file from unitl3 named
19: C COMING.DAT, which includes: r.n. seed value, * of records to
20: C be read in, sample size of estimation, and t-value for such
21: C df in a 95% confidence interval.
22: C
23: READ (22,34) ISEED,NODATA,NSMPL,ACURCY,T95,T90
24: 34 FORMAT (I10,5X,I5,5X,I5,5X,F6.2,5X,2(F6.3,5X))
25: C
26: C FORMAT THE CORRESPONDING OUTPUT FILES:
27: C
28: C UNIT13 = CONFIDENCE INTERVALS FOR ESTIMATIONS OF SENSOR LOCATIONS.
29: C UNIT3O = CONFIDENCE INTERVALS FOR ESTIMATED PLATFORMS LOCATIONS.
30: C
31: CALL HEAD(NSMPL,ACURCY,T95,T90)
32: C
33: C PROCESS THE DATA.
34: C
35: READ (15,108) FLINE
36: 108 FORMAT (A30)
37: READ (15,98) ((TBASE(I,J),J=1,8),I=1,NODATA)
38: 98 FORMAT (F9.3,1X,F3.1,1X,F8.2,1X,F8.2,1X,F8.2,1X,F8.2,1X,F8.2,1X,F8

.2,1X)
39: C
40: C
41: C
42: WRITE (16,499) NODATA
43: 499 FORMAT (I5)
44: C
45: CSSSSSSSZSSILSOISSSSSSSMSS******SSIESS******************************
46: C
47: 150 DO 200 I=1,NODATA
48: IF (TBASE(I,1) .01. O.) GOTO 500
49: IF ((TBASE(I,1).E0.-999.).AND.(PREVS.GE.TBASE(I-1,1))) THFN
50: WRITE(16,33) (TRNSFR1K1),V1=1.10)
51: 33 FORMAT (F9.7.1X.F7.1,1X,F8.2,1Y.F8.2.1x.F8.2.1X.F8.2.1X,F8.2.1

DATA TBASE /2400S0./,TRNSFR/10S0./
OPEN (UNIT = 13)
OPEN (UNIT = 15)
OPEN (UNIT = 16)
OPEN (UNIT = 22)
OPEN (UNIT = 30)

X,

1F0.2.1X,F8.2.1X.F-..1)
GOTO 199

54: ENDIF
XTRHE -

56: YTRUE = TbASE(1,4)
57: CALL EST(XTRUE.YTRUE,XEST.YEST,ISLED,NSMPL.T,'5.TBASE(1,2»
58: IF (TPASE(I.2) .E0. T13ASE(I.8)) THEN
59: ROTDEG = ATAN2 ((YTRUE-17..),(vTRUE-65.»
60: RNTDEG (RHTDEG/"..1415926).1110.
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61: CALL ESTSNR (XEST,YEST,X1,X2,X3,X4,Y1,Y2,ISEED,NSMPL,ACURCY,
62: $T95,T90,TBASE(I,21)
63: TRNSFR(1) = TBASE(I,1)
64: TRNSFR(2) = TBASE(I.2)
65: TRNSFR(3) = X1
66: TRNSFR(4) = X2
67: TRNSFR(5) = X3
68: TRNSFR(6) = X4
69: TRNSFR(7) = Y1
70: TRNSFR(8) = Y2
71: TRNSFR(9) = ROTDEG
72: TRNSFR(10) = TBASE(I,6)
73: PREYS = TRNSFR(1)
74: ENDIF
75: TBASE(I,3) = XEST
76: TBASE(I,4) = YEST
77: IF ( TBASE(I,1) .NE. -999. ) THEN
78: WRITE (16,110) (TBASE(I,L),L=1,8)
79: 110 FORMAT (F9.3,1X,F3.1,1X,6(F8.2,1X))
80: ENDIF
81: 199 CONTINUE
82: 200 CONTINUE
83: 500 CONTINUE
84: CLOSE(13)
85: CLOSE(15)
86: CLOSE(16)
87: CLOSE(22)
88: CLOSE(30)
89: STOP
90: END
91: C
92: C
93: C
94: C
95: C
96: C
97: FUNCTION RAND(IX)
98: REAL*8 RAND
99: INTEGER *4 A.P,IX,815,816.XHI,XALO,LEFTLO,FHI,K
100: DATA A/16807/0315/32768/.816/65536/,P/2147483647/
101: XHI=IX/816
102: XAL0=(IX-XHI*816)*A
103: LEFTLO=XAL0/816
104: FHI=XHI*A+LEFTLO
105: K=FHI/B15
106: IX=MXALO-LEFTLO*816)-P)+(FHI-101815)*816)+K
107: IF(IX.LT.0)IX=IX+P
108: RAND = FLOAT(IX) # 4.656612875E-10
109: RETURN
110: END
111: C
112: C
11 :: C
114: C
115: C
116: C
117: C
118: SUBROUTINE ESI(XA.YA.) MEAN.YMLAN,IVAL,ISMPL,T95.SHIPID)
119: REAL X(50),Y(50).XNEAN.YMFAN
120: REAL A.B.C.S.XE.YF.YA.YA.XSUM.YSUM.DENUM.E.XUP.XLOW.Wr.YLOw
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121: INTEGER*4 IVAL
122: DATA X/501110./,Y/50110./
123: XMEAN = O.
124: YMEAN = O.
125: XSUM = O.
126: YSUM = O.
127: DO 30 I=1,ISMPL
128: 10 A = RAND(IVAL)
129: A = 2.*A - 1.
130: B = RAND(IVAL)
131: 8 = 2.$B - 1.
132: C
133: C
134: C
135: IF (A*A+B*8) .GT. 1.) GOTO 10
136: DENUM = ASA + BIB
137: C = (A*A-8*B)/DENUM
138: S = (2.*A*8)/DENUM
139: E = SORT(-ALOG(RAND(IVAL)))
140: XE = E*C*SORT(2.)
141: YE = E*S*SORT(2.)
142: X(I) = XE + XA
143: Y(I) = YE + YA
144: 30 CONTINUE
145: C
146: C
147: C
148: DO 40 I=1,ISMPL
149: XMEAN = X(I) + XMEAN
150: YMEAN = Y(I) + YMEAN
151: 40 CONTINUE
152: XMEAN = XMEAN/ISMPL
153: YMEAN = YMEAN/ISMPL
154: DO 50 I=1,ISMPL
155: XSUM = XSUM + (X(I)-XMEAN)*(X(I)-XMEAN)
156: YSUM = YSUM + (Y(I)-YMEAN)*(Y(I)-YMEAN)
157: 50 CONTINUE
158: XSUM = SORT( (XSUM/FLOAT(ISMPL-1) )/ISMPL)
159: YSUM = SORT( (YSUM/FLOAT(ISMPL-1) )/ISMPL)
160: C
161: C
162: C
163: XUP = XMEAN+ T95 * XSUM
164: XLOW = XMEAN- T95 * XSUM
165: VUP = YMEAN+ 795 * YSUM
166: YLOW = YMEAN- T95 * YSUM
167: C
168: C OUTPUT THE ACCORDING DATA FOR PLATFORM INFROMATION (UNIT30).
169: C
170: ISHIPD = IFIX(SHIPID)
171: INS1 = 0
172: INS2 = 0
173: IF ( (XA .GE. XLOW) (XA .LE. XUP) ) INS1 = 1

174: IF ( (YA .GE. YLOW) .AND. (YA .LE. YUP) ) INS2 = 1

175: WRITE (30.91) ISHIPD.XA,YA.XMFAN.YMEAN.XLOW.XUP.INS1.YLOW.YUP.INS2
176: 91 FORMAT (4X.I2.4X.'( '.F6.2. . 1 ( .F6.2. . ",F6.2.' 4

( .
177: $F6.2.- . '.74,11.f4,*( . )

178: RETURN
179: END
190: C
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181: C
182: C
183: C
184: C
185: C
186: C
187: SUBROUTINE ESTSNR (XT,YT,XSI,XS2,XS3,XS4,YS1,YS2,IXAL,ISMPL,PCISN,
188: $795,T90,SHIPID)
189: REAL X(50),Y(50),XMEAN,YMEAN,XEST1,YEST1,XSI,XS2,XS3,XS4,YS1,YS2
190: REAL XSUM,YSUM,A,B,C,S,E,XE,YE,XA,YA
191: INTEGER*4 IXAL
192: DATA X/50*0./,Y/50*0./
193: XMEAN = O.
194: YMEAN = O.
195: XSUM = O.
196: YSUM = O.
197: C
198: C SET AN INDECATOR FOR GENERATING A DIRECTION OF NOISING.
199: C
200: IRV = 1
201: IF ( RAND(IXAL) .GE. 0.5 ) IRV = -1
202: IF ( RAND(IXAL) .GE. (1.-PCISN) ) IRV = 0
203: C
204: C
205: C
206: DIS = SORT ((XT-65.)**2+(YT-13.)**2)
207: FATR = DIS /100.
208: IF (DIS .LT. 100.) STD = 21.
209: IF (DIS .LT. 90.) STD = 18.
210: IF (DIS .LT. 80.) STD = 15.
211: IF (DIS .LT. 70.) STD = 12.
212: IF (DIS .LT. 60.) STD = 9.
213: IF (DIS .LT. 20.) STD = 1.5
214: C
215: C Senser accuracy is accomplished by the following calculations.
216: C
217: NOFOUT = ISMPL - IFIX(ISMPL*PCISN)
218: C
219: C
220: C
221: DO 30 l=1,ISMPL-NOFOUT
222: 10 A = RAND(IXAL)
223: A = 2.*A-1.
224: 8 = RAND(IXAL)
225: B = 2.*B-1.
226: IF ( (A*A+B*13) .GT. 1.) GOTO 10
227: DENUM = A*A + 801B
228: -C = (A*A-108)/DENUM
229: S = 2.*A*B/DENUM
230: E = SORT (-ALOG(RAND(IXAL)))
231: XEST1 = E*C*SORT(2.)

YEST1 = E*S*SORT(2.)
277: X(I) = XEST1 *STD +XT
234: Y(I) = YESTICSTD4YT
27.5: 7. CONTINUE
236: DO 35 I=(ISMEL-NOFOUr+1),ISMPL
237: 36 A = RAND(TXA1 )
238: A =
27.9: E = RAND(IXAL)
240: H =
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241: IF ( (A*A+B*13) .GT. 1) GOTO 36
242: DENUM = A*A + 8*8
243: C = (A*A-8*8)/DENUM
244: S = 2.*A*B/DENUM
245s E a SORT (ALOG(RAND(IXAL)))
246: XEST1 = E*C*SORT(2.)*STD+XT
247s YEST1 = E *S*SQRT(2.) *STD +XT
248: C
249: C PUT SOME RANDOM NOISE TO THE POSITION.250: C
251: X(I) = XEST1 + XEST1*FATR*RAND(IXAL)*IRV
252: Y(I) = YEST1 + YEST1*FATR*RAND(IXAL)*IRV
253: 35 CONTINUE
254: DO 40 I=1,ISMPL
255: XMEAN = X(I) + %MEAN
256: YMEAN = Y(I) + YMEAN
257: 40 CONTINUE
258: XMEAN = XMEAN/ISMPL
259: YMEAN = YMEAN/ISMPL
260: DO 50 I=1,ISMPL
261: XSUM = XSUM + (X(I)XMEAN)*(X(I)XMEAN)
262: YSUM = YSUM + (Y(I)YMEAN)*(Y(I)YMEAN)
263: 50 CONTINUE
264: XSUM = SORT ( (XSUM/FLOAT(ISMPLI))/ISMPL )
265: YSUM = SORT ( (YSUM/FLOAT(ISMPL-1))/ISMPL )
266: C
267: C
268: C
269: XS1 = XMEAN + 195* XSUM
270: XS2 = XMEAN + T90* XSUM
271: XS3 = XMEAN 195* XSUM
272: XS4 = XMEAN T90* XSUM
273: XTEMP1 = XS1
274: XTEMP3 = XS3
275: C
276: C
277: C
278: YS1 = YMEAN + T95* YSUM
279: YS2 = YMEAN T95* YSUM
280: C
281: C
282: C
283: C
284: C WRITE SENSOR INFORMATION TO UNIT 13.
285: C
286: ISHIPD = IFIX(SHIPID)
287: INDRC = 0
288: IF ( (XS1 .GE. XT) .AND. (XS3 .LE. XT) ) INDRC = I289: WRITE (13,104)

ISHIPD,XT.YT.XMEAN,YMEAN,XS3,XS1,YS2,YS1,XS4,XS2.1RV,INDRC
290: 104 FORMAT (2X,I2,3X,1H(.F6.2.1H..F6.2.-) (',F6.2.291: $111..F6.2,')

'.70),11,4x.i)

292: C
293: C
294: C
295: XSI = 10.*(XSI-61-,.) + 65.
296: XS.S. = 10.*(XS3-65.) + 65.
297: YS1 = 10.4(YMEAN-13) + 1f.
298: YS2 = VS1
299: XS2 = (XSI +XS3) /2.
700: RETURN
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301: END
302: C
303: C
304: C
305: SUBROUTINE HEAD(NSMPL,ACURCY,T95,T90)
306: C
307: C
308: C
309: C
310: C HEADING FOR UNIT 13.
311: C
312: WRITE (13.495)
313: 495 FORMAT ("****************************************** '
314: $'RELEVANT DATA FOR SENSOR INFORMATION ****************************

*',

315: $'*************')
316: WRITE (13,560) NSMPL,ACURCY,T95,T90
317: 560 FORMAT (25X,'SAMPLE POINT = '.I5,2X,', X ACCURACY = ',F6.2,2X,
318: $'; T-VAL = ',F6.3,3X,F6.3)
319: WRITE (13,505)
320: 505 FORMAT ('
321: $'
322: $' ')

323: WRITE (13,801)
324: WRITE (13,802)
325: 801 FORMAT ('PLAT- ',6X.'EST.',9X,'EST. -2ND'.7X,'95% CONFIDENCE INTER

VALS',
326: $9X,'907. C.I.',SX,' ',6X,' IRV IN')
327: 802 FORMAT ('FORM LOCATION',8X,'LOCATION',7X,'X-POSITION',6X,
328: $'Y-POSITION".6X,'X-POSITION DIREC. DIREC. EST. DIREC.')
329: WRITE (13,505)
330: C
331: C HEADING FOR UNIT 30.
332: C
333: WRITE (30,510)
334: 510 FORMAT ('************************************
335: $'RELEVANT DATA FOR PLATFORM INFORMATION **************************

336: $'******')
337: WRITE (30,560) NSMPL,ACURCY,T95,790
338: WRITE (30,995)
339: 995 FORMAT ('

340: $' ')

341: WRITE (30,811)
342: 811 FORMAT ('PLATFORM',5X.'TRUE LOCATION'.5X,"ESTIMATED LOCATION',
343: $3X,'95X C.I. X-POSITION IN 957. C.I. Y-POSITION IN')
344: WRITE (30,995)
345: RETURN
346: END
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POLYGON



.L 4 ti

1: (.

C
C This program is composed 01 ihe iolIowihg

4: C
5: C 1. CONTROL (MAIN PROGRAM).
6: C 2. CRETRK:
7: C This subroutine is to draw a track for a ship given the
8: C estimated position and direction.
9: C 3. CRELPS:

10: C This is used for the drawing of a polygon (ellipse),
11: C according to the given position and direction of the
12: C track.
13: C
14: C
15: C This is the main program which controls:
16: C
17: C 1. Input/Output routines.
18: C 2. Creating and deleting polygons routines.
19: C In this section, the program also calls routines which
20: C add words to radar types, ID number onto tracks. Deleting
21: C routine is to erase those words and polygons by outing a
22: C panel in the vicinity of a word and by drawing the same
23: C polygon by using a black line color.
24: C
25: C 3. Timing routines (with 4051).
26: C
27: C Variables:
28: C TBASE = Data base used for testing this program. (*** needs to

be modified.)
29: C REPLY = A logical variable used to determine the occurance
30: C of an event. If true, the event is scheduled.
31: C SCAL(I) = The original scale factor of polygon for track I.
32: C OSCAL(I) = After calling a timing routine, the scale factor
33: C changes to this factor.
34: C INDSNR = Indicator variable of sensor report, 0 means there
35: C is no sensor report so far; after the first sensor
36: C report has been processed, it is given the value 1.
37: C
38: PROGRAM CONTROL
39: LOGICAL REPLY
40: REAL SCAL(11),OSCAL(11)
41: REAL TBASE(300,10),TRNSFR(11,10)
42: INTEGER INDSNRODORADAR.IFROM,NOFTRK
43: DATA IDUM /0/
44: DATA INDSNR /0/,NOFTRK /0/
45: DATA SCAL /11*0./
46: DATA TRNSFR /110*0.0/
47: C
48: C Open some logical devices.
49: C
50: OPEN (UNIT = 15)
51: OPEN (UNIT=20,FILE='AXO:')
52: OPEN (UNIT=30,FILE='AXIC)
53: OPEN (UNIT = 16)
54: C
55: C NODATA stands for "Number Of DATA".
56: C
57: READ (15,7) NODATA,ISEED,NSMPL,ACURCY
5B: 7 FORMAT (15,5X,110,5X,I5,5X.F6.2)
59: C
60: C Heading of the output file.
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61: C
62: CALL HEAD (1SEED,NSMPL.ACURCY)
63: READ (15.10) ((TBASE(I,31,3=1.10),I=1.NODATA)
64: 10 FORMAT (F9.301X,F3.1,1X.F8.2,1X,F8.2,1X.F8.2.1X.F8.2.1X.F8.2,1X,F8

." IX,
65: 1F8.2,1X,F3.1)
66: C
67: C The record of this data file is arranged as following:68: C
69: C time-of-event, irrelevant, ID (if tract),
70: C x coordinate. y coordinate, degree of rotation.
71: C radar type, and speed.
72: C
73: C
74: C
75: CALL GRSTRT(4105,1)
76: C
77: C First define colors and panel pattern.
78: C
79s CALL COLOR
80: C
81: C Now define some functions for the terminal.
82: C
83: CALL DEFINE
84: CALL NEWPAG
85: CALL PROMPT
86: WRITE (6,1111)
87: WRITE (6,1111)
88: WRITE (6,1111)
89: 1111 FORMAT (' p)

90: C
91: C Process the data sequentially.
92: C
93: DO 160 1=1, NODATA
94: C
95: C Set the third element of the record to be an ID number for96: C it (a track, or a sensor report; sensor report always has97: C an ID of 11).
98: C
99: ID = IFIX (TBASE(I,2))
100: C
101: C
102: 100 CALL TIMING (TBASE(I,1),TBASE(1,7),REPLY,SCAL(ID))
103: IF (REPLY) THEN
104: IF (TBASE(I,10) .GT. O.) THEN
105: IRADAR = IFIX (TBASE(I,10))
106: IFROM = IFIX (TBASE(I,2))
107: CALL CMCLOS
108: CALL CMOPEN
109: CALL LINCLR (2)
110: CALL CRESNR (TBASE(I,3),TBASE(1.5),TBASE(1.7).TBASE(I,8)

111: CALL PROMPT
112: CALL RADAR (IRADAR)
113: INDSNR = 1

114: C
115: C Count for the number of tracks which are on the screen, and then
116: C prompt for the operator to input his dicision.
117: C
1181 DO 118 KOUNT=1,10
119: IF (TRNSFR(KOUNT,3) .NE. 0.0) THEN
120: NOFTRK NOFTRK + 1



121:
122: 11R
173:
124:
125:
126:
127:

128:
129:
130:
131:
132:
133:
134:
135:
136:

L(ID))
137: 120
138:
139:
140:
141:
142:
143:
144: 125
145:
146:
147:
148:
149:
150:
151: 159
152:
153: 169
154:
155:
156:
157:
158:
159:
160:

161:
162:

))

163:
164:
165: 130
166:
167:
168: 160
169:
170:
171:
172:
173:
174:
175:
176:
177: C
178: C
179: C
180: C
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EN!UF
CONTINUE
CALL DECIDE (TBASE(1.1),IFROM.NUFIR1.IRADAR)
CALL CMCLOS
CA( ..L CMOPEN
CALL LINCLR (I)
CALL CRESNR (TBASE(1.3).TBASE(1.5).TBASE(1.7).TBASE(1.8)

CALL ERADAR
CALL PROMPT

ELSE IF (TRNSFR(ID.2) -Et". 0.0) THEN
GOTO 120

ELSE
CALL LINCLR (1)
CALL CRETRI, (TRNSFR(ID,3),TRNSFR(ID,4),TRNSFR(ID.5))
CALL ERASE (TRNSFR(ID.3),TRNSFR(ID,4))
CALL CRELPS (TRNSFR(ID,3).7RNSFR(ID.4).TRNSFR(ID.5).0SCA

CALL LINCLR (4)
CALL CRETRK (TBASE(I,3),TBASE(I,4),TBASE(I,5))
CALL WORD (TBASE(I,3),TBASE(I.4),ID)
CALL LINCLR (3)
CALL CRELPS (TBASE(I,3),TBASE(I,4),TBASE(I,5).SCAL(ID))
DO 125 K=1,8
TRNSFR(ID,K) = TBASE(I,K)
CONTINUE
OSCAL(ID) = SCAL(ID)

ENDIF
ELSE

DO 130 K=1,10
CALL CMCLOS
WRITE (20,159)
FORMAT ('ENLRGE')
READ (30,169) TIME
FORMAT (F9.3)
CALL CMOPEN
IF (TRNSFR(K,2) .EQ. 0.0) THEN

GOTO 130
ELSE

CALL TMXFTR (TRNSFR(K,1).TRNSFR(K.7),OSCAL(K
CALL LINCLR (3)
CALL CRELPS (TRNSFR(K,3),TRNSFR(K,

),SCAL(K))

4),TRNSFR(K,5),SCAL(K)

CALL LINCLR (1)
CALL CRELPS (TRNSFR(K,3),TRNSFR(K,4),TRNSFR(K.5),OSCAL(K,

OSCAL(K) = SCAL(K)
ENDIF
CONTINUE
GOTO 100

ENDIF
CONTINUE
CALL FINE (NOFTRI)
CALL GRSTOP
CLOSE (9)
CLOSE (20)
CLOSE (30)
CLOSE (40)
STOP
END

THIS SUBROUTINE IS TO GENERATE THE TRAC) OF A SHIP UNDER THE
HYPOTHESIS OF KNOWN MOVING DIRECTION.
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181: C VARIAHLUS:
1R2: C %IRV X COORDINATE OF THE TRACI.
103: C YTRV_ Y COORDINATE OF THE TRACT.
184: C DEG = ANGLE OF DIRECTION.
185: C X = ARRAY TO STORE THE X COORDINATFS OF THE POSITION OF THE

TRACK.
186: C Y = ARRAY TO STORE THE V COORDINATES OF THE POSITION OF THE

TRACK.
187: C
188: SUBROUTINE CRETRK (XTRK,YTRE,DEG)
189: REAL X(4), Y(4)
190: C
1911 C A DIMOND SHAPE POLYGON FOR THE TRACK.
192: C
193: DATA X/-4.,0.,4.,0./
194: DATA Y/0.,-4.,0.,4./
195: C
196: C FIRST DRAW THE TRACK, THEN PIVOT THE CENTER POINT OF THIS TRACK FOR R

OTATION.
197: C
198: CALL MOVE(XTRK+2.,YTRK+2.)
199: CALL VECREL
200: CALL POLY(4, X, Y)

201: CALL VECABS
202: CALL PIVOT(XTRK,YTRK)
203: CALL ROTATE(DEG,DEG)
204: CALL MOVE(XTRK+1.,YTRK)
205: C
206: C DRAW THE DIRECTION OF THE TRACK, THEN ROTATE THE COORDINATION BACK.

207: C
208: CALL DRAW(XTRK+4.,YTRK)
209: CALL ROTATE(-DEG,-DEG)
210: RETURN
211: END
212: C
213: C This subroutine is to draw an ellipse.
214: C
215:
216: SUBROUTINE CRELPS (XLPS,YLPS,DEGLPS,COELPS)
217: REAL X(30),Y(30)
218: C
219: C
220: C
221: IF (COELPS .GE. 4.) COELPS = 4.

222: DO 10 I=1,29
223: ANGL = FLOAT(I-1)/29. * 2. * 3.1415926

224: X(I) = XLPS * 4.5 + 9. * COS(ANGL) * COELPS

225: Y(I) = YLPS * 4. * SIN(ANGL) * COELPS
226: 10 CONTINUE
227: X(30) = X(1)
228: Y(30) = Y(1)
229: C
230: C
231: C
232: CALL PIVOT (XLPS,YLPS)
233: CALL ROTATE (DEGLPS,DEGLPS)
234: C
235: C
236: C
237: CALL SKIP
238: CALL POLY (30,X,Y)
239: C
240: C
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241: C
242: CALL ROTATE (-DEGLPS.-DEGLPS)
243: RETURN
244: END
245: C
246: C
247: C
248: C
249: SUBROUTINE CRESNR (XR.XL.YL.YR)
250: REAL XR.XL,YL.YR
251: C
252: C
253: C
254: CALL SKIP
255: C
256: C
257: C
258: CALL MOVE (65.03.)
259: CALL DRAW (XR,YR)
260: CALL MOVE (65.,13.)
261: CALL DRAW (XL,YL)
262: RETURN
263: END
264: C
265: C
266: C
267: C
268: C
269: C This subroutine defines the colors of pens used in this program.
270: C
271: SUBROUTINE COLOR
272: C
273: C BLACK = IGL COLOR MAP, PEN *1.
274: C BLUE = IGL COLOR MAP, PEN *2.
275: C YELLOW = IGL COLOR MAP, PEN 03.
276: C RED = IGL COLOR MAP, PEN *4.
277: C GREEN = IGL COLOR MAP, PEN *5.
278: C WHITE = IGL COLOR MAP. PEN *6.
279: C
280: REAL BLACK(3),BLUE(3),YELLOW(3),RED(3),GREEN(3),WHITE(3)
281: DATA BLUE/300.0,50.0,100.0/
282: DATA YELLOW /180.0,50.0,100.0/
283: DATA BLACK /3*0.0/
284: DATA RED /100.0,50.0,100.0/
285: DATA GREEN /240.,50.,100./
286: DATA WHITE /0.,100.,100./
287: C
288: C DEFINE THE COLORS USED IN THIS PROGRAM.
289: C
290: CALL CLRMAP (1,3,BLACK)
291: CALL CLRMAP (2,3,BLUE)
292: CALL CLRMAP (3,3,YELLOW)
293: CALL CLRMAP (4,3,RED)
294: CALL CLRMAP (5,3,GREEN)
295: CALL CLRMAP (6,3,WHITE)
296: C
297: C FILPAN: pattern 17 is black, FALSE means no boundry specified.
298: C
299: CALL FILPAN (17,.FALSE.)
300: CALL TXTCLR (5)



301:
302:
303: C
304: C
305: C
306: C
307:
308:
309:
310:
311: C
312: C
313: C
314:
315:
316: 100
317:
318: 200
319:
320:
321:
322:
323:
324:
325:
326:
327:
328:
329:
330:
331:
332:
333:
334:
335: C
336: C
337: C
338:
339:
340:
341:
342:
343:
344:
345:
346:
347:
348: C
349: C
350: C
351:
352:
353:
354:
355:
756:
757:
58:

359:
360:

RETURN
END

SUBROUTINE TIMING (OCTIME,SPDFTR,ACTING,COEFF)
LOGICAL ACTING
REAL TIME
DATA IABC /0/

CALL CMCLOS
WRITE (20,100)
FORMAT ('TIMING')
READ (30,200) TIME
FORMAT (F9.3)
IF (TIME .GE. OCTIME) THEN

ACTING = .TRUE.
IF ( IFIX(SPDFTR*5) .EQ. 0.) THEN

COEFF = 1.
ELSE

COEFF = IFIX (SPDFTR*5)
ENDIF
CALL CMOPEN
RETURN

ELSE
ACTING = .FALSE.
COEFF = 1.
CALL CMOPEN

ENDIF
RETURN
END

SUBROUTINE ERASE
REAL X(4),Y(4)
DATA X/-4.,-4.,4.
DATA Y/4.,-4.,-4.
CALL MOVE(XASE+1.
CALL VECREL
CALL PANEL(4,X,Y)
CALL VECABS
RETURN
END

(XASE,YASE)

,4./
94./
5,YASE)

SUBROUTINE WORD (XORD,YORD,TORD)
CHARACTER*1 ABC
CHARACTER*? EFG
INTEGER 'ORD..)
J = IORD + 48
FALL MOVE (XORD-1.,YORD-1.)
IF (10kD .E.O. 10) THEN

EFG = CHAR (3)
CALL TEXT (2,EFU)

ELSE
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361: ABC = CHAR (J)
362: CALL TEXT (1,ABC)
363: ENDIF
364: CALL SKIP
365s RETURN
3661 END
367: C
368: C
369: C
370: C
371: SUBROUTINE TMXFTR (HAPTME,SPDFTR,OLDFTR.WENFTR)
372: REAL TIME,ENLRGE,OLDFTR,WENFTR
373: INTEGER IS
374: CALL CMCLOS
375: WRITE (20,100)
376: 100 FORMAT (' TMXFTR')
377: READ (30,200) TIME
378: 200 FORMAT (F9.3)
379: ENLRGE = (TIME HAPTME) * .002
380: IS = IFIX (SPDFTR*5)
381: GOTO (300,400,500,550) IS
382: 300 WENFTR = OLDFTR + ENLRGE
383: GOTO 600
384: 400 WENFTR = OLDFTR + ENLRGE * 2.
385s GOTO 600
386: 500 WENFTR = OLDFTR + ENLRGE * 3.
387: GOTO 600
388: 550 WENFTR = OLDFTR + ENLRGE * 4.
389: 600 CALL CMOPEN
390: RETURN
391: END
392: C
393: C
394: C
395: C
396: SUBROUTINE ERADAR
397: REAL X(4),Y(4)
398: DATA X /8.,0.,-8.,0./
399: DATA Y /0.,8.,0.,-8./
400: CALL MOVE (63.,6.)
401: CALL VECREL
402: CALL PANEL (4,X,Y)
403: CALL VECABS
404: CALL SKIP
405: RETURN
406: END
407: C
408: C
409: C
410: C
411: SUBROUTINE RADAR (IDAR)
412: CHARACTER#1 ABC
413: INTEGER IDAR,J
414: J = IDAR + 64
415: ABC = CHAR (J)
416: CALL MOVE (64.5,7.)
417: CALL TEXT (1,ABC)
4113: CALL SIIP
419: RETURN
420: END



4211 C
422: C
4238 C
424: C
4251 C
4262 SUBROUTINE DECIDE (OCTIME,IOFTRK,NOSUM,ITVPE)
427: INTEGER IOFTRK,ANSWER,NOSUM,ITYPE
428: REAL OCTIME
429: CHARACTERIR1 ABC
430: CALL CMCLOS
431: KNSWER = 1
432: J = ITYPE + 64
433: ABC = CHAR(J)
434: WRITE (20,100)
435: 100 FORMAT ('DECIDE')
436: READ (30,105) TIME
437: 105 FORMAT (F9.3)
438: CALL CMOPEN
439: CALL CMCLOS
440: WRITE (20,110) IFROM
441: CALL CMOPEN
442: CALL CMCLOS
443: WRITE (20,110) ITYPE
'444: 110 FORMAT (I3)
445: READ (30,120) ANSWER
446: 120 FORMAT (12)
447: IF (ANSWER .NE. ITYPE) KNSWER=0
448: WRITE (16,160) OCTIME,ABCOOFTRK,ANSWER,TIME.KNSWER
449: 160 FORMAT (F9.3,5X,A1,10X,I1,9X,I1,5X,F9.3,5X,I1)
450: CALL CMOPEN
451: NOSUM=0
452: RETURN
453: END
454: C
455: C This subroutine defines some setting for the terminal 4107.
456: C
457: SUBROUTINE DEFINE
458: CALL BEGO5 ('L','L',10,IBUF)
459: CALL CHRO5 ('30',IBUF)
460: CALL ENDOS (IBUF,.TRUE.)
461: CALL 8E005 ('L','I',10,JBUF)
462: CALL INTO5 (1,JBUF)
463: CALL ENDO5 (JBUF,.TRUE.)
464: CALL SEGOS ('L','V',10,KBUF)
465: CALL INTO5 (0,KBUF)
466: CALL ENDOS (KBUF,.TRUE.)
467: WRITE (6,10)
468: 10 FORMAT (Al)
469: C
470: C
471: C
472: RETURN
473: END
474: C
475:
476: C
477: C
478: SUBROUTINE PROMPT
479: CALL LINCLR (6)
480: CALL MOVE (62..17.)
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4811 CALL DRAW (68.03.)
482: CALL MOVE (65.,16.)
483: CALL DRAW (65.,10.)
484: CALL MOVE (62.,13.)
485: CALL ARC3PT (65.06.,68.,13.)
486: CALL ARC3PT (65.,10.,62.,13.)
487: RETURN
488: END
489: C
490: C
491: C
492: SUBROUTINE FINE(IOFTRK)
493: CALL BEGO5 ('L','1',10,KBUF)
494: CALL INTO5 (1,KBUF)
495: CALL INTOS (4,KBUF)
496: CALL INTO5 (4,KBUF)
497: CALL ENDO5 (KBUF,.TRUE.)
498: CALL BEGO5 ('L','V".10.3BUF)
499: CALL INTOS (1.3BUF)
500: CALL ENDO5 (JBUF,.TRUE.)
501: CALL CMCLOS
502: WRITE (16,10)
503: 10 FORMAT ('

')

504: WRITE (16,15) IOFTRK
505: 15 FORMAT (' ***** DISPLAY TYPE: POLYGONS t** SHIP DENSITY: '.13.'**.***')

506: CALL CMOPEN
507: RETURN
508: END
509: C
510: C Heading of the output file.
511: C
512: SUBROUTINE HEAD (IXAL,ISMPL,PCISN)
513: WRITE (16,10)
514: WRITE (16,15) PCISN,ISMPL.IXAL
515: 10 FORMAT ('***************** RESULTS OF ASSOCIATION * * * ** * *** * *t*tt*

**")
516: 15 FORMAT (' S. ACCURCY: ',F6.2,', SAMPLE SIZE: SEED: ',I10)517: WRITE (16,20)
518: 20 FORMAT ('

')

519: WRITE (16,25)
520: 25 FORMAT (3X,'TIME',5X,'RADAR',4X,'PLATFORM',2X,'RESPONSE',2X,'RES

TIME',
521: $3X.'POINT')
522: WRITE (16,20)

RETURN
524: END
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LINE
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1: PROGRAM CONTROL
2: LOGICAL REPLY
3: REAL TBASE(300,10),TRNSFR(11,10)
4: INTEGER INDSNR,ID,IRADAR,IFROM,NOFTRK
5: DATA IDUM /0/
6: DATA INDSNR /0/,NOFTRK /0/
7: DATA TRNSFR /110$0.0/
8: C
9: C Open some logical devices.
10: C
11: OPEN (UNIT = 15)
12: OPEN (UNIT=20,FILE='AXO:')
13: OPEN (UNIT=30,FILE='AXI:')
14: OPEN (UNIT = 16)
15: C
16: C NODATA stands for "Number Of DATA".
17: C
18: READ (15,7) NODATA,ISEED,NSMPL,ACURCY
19: 7 FORMAT (15,5X,110,5X,I5,5X,F6.2)
20: READ (15,10) ((TBASE(I,J),J=1,10),I=1,NODATA)
21: 10 FORMAT (F9.3,1X,F3.1,1X,F8.2,1X,F8.2,1X,F8.2.1X,F8.2.1X,F8.2,1X,F8

.2.1X,
22: 1F8.2,1X,F3.1)
23: C
24: CALL HEAD(ISEED,NSMPL,ACURCY)
25: C
26: C
27: CALL GRSTRT(4105,1)
28: C
29: C First define colors and panel pattern.
30: C
31: CALL COLOR
32: C
33: C Now define some functions for the terminal.
34: C
35: CALL DEFINE
36: CALL NEWPAG
37: CALL PROMPT
38: C
39: C Process the data sequentially.
40: C
41: DO 160 1=1, NODATA
42: C
43: C Set the third element of the record to be an ID number for
44: C it (a track, or a sensor report; sensor report always has
45: C an ID of 11).
46: C
47: ID = IFIX (TBASE(I.2))
48: C
49: C
50: 100 CALL TIMING (TBASE(I,1).REPLY)
51: IF (REPLY) THEN
52: IF (T8ASE(I.10) .GT. O.) THEN
53: IRADAR = IFIX (TBASE(1.10))
54: IFROM = IFIX (IBASE(I.2))

CALL PROMPT
56: CALL CMCLOS
57: CALL CMOPEN
58: CALL LINCLR (2)
59: CALL CRESNR (TBASE(1.4).TBASE(I.7))
60: CALL PROMPT
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61: CALL RADAR (IRADAR)
62: DO 115 K=1,10
63: TRNSFR(11,K)=TBASE(I,K)
64: 115 CONTINUE
65: C
66: C Count for the number of tracks which are on the screen, and then
67: C prompt for the operator to input his dicision.
68: C
69: DO 118 KOUNT=1,10
70: IF (TRNSFR(KOUNT,3) .NE. 0.0) THEN
71: NOFTRK = NOFTRK + 1
72: ENDIF
73: 118 CONTINUE
74: CALL DECIDE (TBASE(I,1),IFROM.NOFTRK,IRADAR)
75: CALL LINCLR (1)
76: CALL CRESNR (TBASE(I,4),TBASE(I.7))
77: CALL ERADAR
78: CALL PROMPT
79: ELSE IF (TRNSFR(ID,2) .EQ. 0.0) THEN
80: GOTO 120
81: ELSE
82: CALL LINCLR (1)
83: CALL CRETRK ( TRNSFR( ID ,3),TRNSFR(ID,4),TRNSFR(ID,5))
84: CALL ERASE (TRNSFR(ID,3),TRNSFR(ID,4))
85: 120 CALL LINCLR (4)
86: CALL CRETRK (TBASE(I.3).TBASE(I,4),TBASE(I,5))
87: CALL WORD (TBASE(I,3),TBASE(I,4),ID)
88: CALL LINCLR (3)
89: DO 125 K=1,8
90: TRNSFR(ID.K) = TBASE(I,K)
91: 125 CONTINUE
92: ENDIF
93: ELSE
94: GOTO 100
95: ENDIF
96: 160 CONTINUE
97: CALL FINE(NOFTRK)
98: CALL GRSTOP
99: CLOSE (9)
100: CLOSE (20)
101: CLOSE (30)
102: CLOSE (40)
103: STOP
104: END
105: C
106: C THIS SUBROUTINE IS TO GENERATE THE TRACK OF A SHIP UNDER THE
107: C HYPOTHESIS OF KNOWN MOVING DIRECTION.
108: C
109: C VARIABLES:
110: C XTRK = X COORDINATE OF THE TRACK.
111: C VTR) = Y COORDINATE OF THE TRACK.
112: C DEG = ANGLE OF DIRECTION.
117.: C X = ARRAY TO STORE THE X COORDINATES OF THE POSITION OF THE

TRACF.
114: C Y = ARRAY TO STORE THE Y COORDINATES OF THE POSITION OF THE

TRACI.
115: C
116: SUBROUTINE CRETRI. tX1RI.YTkt.DEGI
117: REAL. X(4). Y(4)
118: C
119: C A SQUARE SHAPE POLYGON FOR THE TRACE:_
1.u: C
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121: DATA X/-4.,0.,4.,0./
122: DATA Y/0.,-4.,0.,4./
123: C
124: C FIRST DRAW THE TRACK, THEN PIVOT THE CENTER POINT OF THIS TRACK FOR R

OTATION.
125: C
126: CALL MOVE(XTRK+2.,YTRK+2.)
127: CALL VECREL
128: CALL POLY(4, ,X, Y)
129: CALL VECABS
130: CALL PIVOT(XTRK,YTRK)
131: CALL ROTATE(DEG,DEG)
132: CALL MOVE(XTRK+1.,YTRK)
133: C
134: C DRAW THE DIRECTION OF THE TRACK, THEN ROTATE THE COORDINATION BACK.
135: C
136: CALL DRAW(XTRK+4.,YTRK)
137: CALL ROTATE(-DEG,-DEG)
138: RETURN
139: END
140: C
141: C
142: C
143: C
144: SUBROUTINE CRESNR ( XP,YP)
145: REAL XP,YP
146: C
147: C
148: C
149: CALL SKIP
150: CALL MOVE (65.,13.)
151: CALL DRAW (XP,YP)
152: C
153: C
154: RETURN
155: END
156: C
157: C
158: C
159: C
160: C
161: C This subroutine defines the colors of pens used in this program.
162: C
163: SUBROUTINE COLOR
164: C
165: C BLACK = IGL COLOR MAP, PEN *1.
166: C BLUE = IGL COLOR MAP, PEN *2.
167: C YELLOW = IGL COLOR MAP, PEN *3.
168: C RED = IGL COLOR MAP, PEN *4.
169: C GREEN = IGL COLOR MAP, PEN *5.
170: C WHITE = IGL COLOR MAP, PEN *6.
171: C
172: REAL ELACK(3),BLUE(3).YELLOW(3).RED(7),GREENt7).WHITE(7)
173: DATA BLUE/300.,50.0.100.0/
174: DATA YELLOW /1e0.0.50.0.10o.0 /
175: DATA BLACK /3*0.0/
176: DATA RED /100.0.50.0.100./
177: DATA GREEN /240.,50..100./
178: DATA WHITE /0..100..100./
179: C
180: C DEFINE THE COLORS USED IN THIS PROGRAM.



181: C
182:
183:
184:
185:
186:
187:
188: C
189: C
190: C
191:
192:
193:
194:
195: C
196: C
197: C
198: C
199: C
200: C
201: C
202: C
203: C
204:
205:
206:
207:
208: C
209: C
210: C
211:
212:
213: 100
214:
215: 200
216:
217:
218:
219:
220:
221: C
222: C
223: C
224:
225:
226:
227:
228:
229:
230:
2-31:

273'7:

^77:
27.4: C
25: C
217.6: C
237:
238:
239:
240:
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CALL CLRMAP (1,3,BLACK)
CALL CLRMAP (2,3,BLUE)
CALL CLRMAP (3,3,YELLOW)
CALL CLRMAP (4,3,RED)
CALL CLRMAP (5,3,8REEN)
CALL CLRMAP (6,3,WHITE)

FILPAN: pattern 17 is black, FALSE means no boundry specifi

CALL FILPAN (17,.FALSE.)
CALL TXTCLR (5)
RETURN
END

SUBROUTINE TIMING (OCTIME,ACTING)
LOGICAL ACTING
REAL TIME
DATA IABC /0/

CALL CMCLOS
WRITE (20,100)
FORMAT ('TIMING')
READ (30.200) TIME
FORMAT (F9.3)
ACTING = .FALSE.
IF ( TIME .GE. OCTIME ) ACTING = _TRUE.

CALL CMOPEN
RETURN
END

SUBROUTINE ERASE
REAL X(4),V(4)
DATA X/-4..-4.,4.
DATA Y/4.,-4.,-4.
CALL MOVE(XASE+1.
CALL VECREL
CALL PANEL(4.X.Y)
CALL VECABS
RETURN
END

(XASE,YASE)

'4./
,4./
5. VASE)

SUBROUTINE WORD (XOPD,YORD.IORD)
CHARACTER *1 ABC
CHARACTER*2 EFG
INTEGER IORD,J
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241: J = IORD + 48
242: CALL MOVE (XORD-1.,YORD-1.)
243: IF (IORD .EO. 10) THEN
244: EFG = CHAR (J)
245: CALL TEXT (2,EFG)
246: ELSE
247: ABC = CHAR (J)
248: CALL TEXT (1,ABC)
249: ENDIF
250: CALL SKIP
251: RETURN
252: END
253: C
254: C
255: C
256: C
257: C
258: C
259: C
260: SUBROUTINE ERADAR
261: REAL X(4),Y(4)
262: DATA X /8.,0.,-8.,0./
263: DATA Y /0.,8.,0.,-8./
264: CALL MOVE (63.,6.)
265: CALL VECREL
266: CALL PANEL (4,X,V)
267: CALL VECABS
268: CALL SKIP
269: RETURN
270: END
271: C
272: C
273: C
274: C
275: SUBROUTINE RADAR (IDAR)
276: CHARACTER*1 ABC
277: INTEGER IDAR,J
278: J = IDAR + 64
279: ABC = CHAR (J)
280: CALL MOVE (64.5,7.)
281: CALL TEXT (1,ABC)
282: CALL SKIP
283: RETURN
284: END
285: C
286: C
287: C
288: C
289: C
290: SUBROUTINE DECIDE (OCTIME.IOFTRK.NOSUM.ITYPE)
291: INTEGER 10FTRV.ANSWER.NOSUM.ITYPE
292: REAL OCTIME
293: CHARACTER*1 ABC
294: CALL CMCLOS
295: J = ITYPE + 64
296: ABC = CHAR(J)
297: WRITE (20.100)
298: 1(1(1 FORMAT ('DECIDE')
299: CALL CMOPEN
300: CALL. CMCLOS
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301: WRITE (20,110) IOFTRK
302: READ (30,105) TIME
303: 105 FORMAT (F9.3)
304: CALL CMOPEN
305: CALL CMCLOS
306: WRITE (20,110) ITYPE
307: 110 FORMAT (I3)
308: KANSWER = 1
309: IF (ANSWER .NE. /OFTRK) KANSWER -0
310: READ (30,120) ANSWER
311: 120 FORMAT (I2)
312: WRITE (16,160) OCTIME,ABC0OFTRK,ANSWER,TIME,KNSWER
313: 160 FORMAT (F9.3,5X,A1,10X01,9X01,5X,F9.3,5X,I1)
314: CALL CMOPEN
315: NOSUM=0
316: RETURN
317: END
318: C
319: C This subroutine defines some setting for the terminal 4107.
320: C
321: SUBROUTINE DEFINE
322: CALL BEGO5 ('L','L',10,IBUF)
323: CALL CHROS ('30',IBUF)
324: CALL ENDO5 (IBUF,.TRUE.)
325: CALL BEGO5 ('L','I',10,JBUF)
326: CALL INTOS (1,JBUF)
327: CALL ENDO5 (JBUF,.TRUE.)
328: CALL 8E805 ('L','V',10,KBUF)
329: CALL INTOS (0,KBUF)
330: CALL ENDO5 (KBUF,.TRUE.)
331: WRITE (6,10)
332: 10 FORMAT (A1)
333: C
334: C
335: C
336: RETURN
337: END
338: C
339:
340: C
341: C
342: SUBROUTINE PROMPT
343: CALL LINCLR (6)
344: CALL MOVE (62.,13.)
345: CALL DRAW (68.,13.)
346: CALL MOVE (65.,16.)
347: CALL DRAW (65.000
348: CALL MOVE (62.,13.)
349: CALL ARC3PT (65.,16.,68.,13.)
350: CALL ARC3PT (65..10.,62.03.)
351: RETURN
352: END
353: C
354: C
355: C
356: SUBROUTINE FINE(IOETRI)
357: CALL (4E605 CL'..1'.10.1HUF)
358: CALL INTO5 (1.I.BUF)
359: CALL INT05 (4.KBUF)
360: CALL INT05 (4,KBUF)
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361: CALL ENDO5 (KBUF,.TRUE.)
362: CALL 8E805 ('L','V',10.JBUF)
363: CALL INTOS (1,JBUF)
364: CALL ENDO5 (JBUF,.TRUE.)
365: CALL CMCLOS
366: WRITE (16,10)
367: 10 FORMAT ('

')

368: WRITE (16,15) IOFTRK
369: 15 FORMAT ('***** DISPLAY TYPE: NON-POLG *** SHIP DENSITY: '.I3,'****

*')
370: CALL CMOPEN
371: RETURN
372: END
373: C
374: C HEADING OF OUTPUT FILE.
575: C
376: SUBROUTINE HEAD (IXAL,ISMPL.PCISN)
377: WRITE (16.10)
378: WRITE (16,15) PCISN,ISMPL,IXAL
379: 10 FORMAT (' ***************** RESULTS OF ASSOCIATION ****************

**')
380: 15 FORMAT (' S. ACCURCY: ',F6.2,', SAMPLE SIZE: ',I5,', SEED: ',I10)
381: WRITE (16,20)
382: 20 FORMAT ('

')

383: WRITE (16,25)
384: 25 FORMAT (3)WTIME".5X,'RADAR',4X,'PLATFORM',2X,'RESPONSE',2X.'RES.

TIME',
385: S3X.'POINT')
386: WRITE (16,20)
387: RETURN
388: END
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READY



166

10 REM Sit****111*****************************4*****
20 REM * READY4S
30 REM *******************************************
40 REM This program facilitates the communication between the HP-86

50 REM and the Tektronix 4170. The first part is to draw a figure
60 REM in which the operator can see what associations he/she made.

70 REM The second part is to do the communicaion.
80 REM ***Mt*** First part. **********

90 DIM ORDERS(30)
100 DATA "1","2"."3","4","5","6","7","8","9","10","11","12","13","14","15","16",
"17"
110 DATA "18","19","20","21","22","23","24","25","26","27","28"."29","30"
120 FOR K=1 TO 30 6' READ ORDERS<K>6. NEXT K
130 GRAPHALL
140 GCLEAR
150 CSIZE 4
160 SCALE 0,160,0,120
170 MOVE 0,110 F LABEL " * **** * * *t ** * *t * * * * * * * * * * * ** ASSOCIATION INFORMATION **

******************************"
180 CSIZE 4
190 MOVE 0,105 P LABEL "PLATFORM/ASSO. ORDER"
200 MOVE 0.100 @ DRAW 160,100
210 FOR 1=0 TO 10 STEP 9
220 MOVE 0,I*10
270 DRAW 160,I*10
240 NEXT
250 MOVE 10,0 E. DRAW 10,100
260 FOR J=0 TO 33 STEP 32
270 MOVE J*5,0
280 DRAW J*5,100
290 NEXT J
300 FOR K=1 TO 30
310 K1=7.5+5*K
320 IF K>= 10 THEN K1 =r1-1.1
330 MOVE K1,95
340 LABEL ORDER$(K)
350 NEXT I<
360 CSIZE 4
370 FOR 10.1 TO 8
380 K1..94-101110
390 MOVE 4,K1
400 LABEL ORDERS(K)
410 NEXT K
420 REM ***MIK*** Second part. **********

430 ON KEY* 1 GOTO 450
440 GOTO 440
450 OFF KEY* 1
460 X1=12.5
470 1=99
480 SETTIME 144,0
490 ENTER 10 USING "it,K " ; AS

500 IF AS = "DECIDE" THEN 520 ELSE 590

510 END
520 KIND=TIME
530 BEEP 20,180
540 GOSUB 610
550 MOVE X1,94-I*10 e LABEL RADARS
560 X1=X1+5
570 OUTPUT 10 USING "*.K" : I

580 GOTO 490
590 OUTPUT 10 USING " DDDDD.DDD" ; TIME

600 GOTO 490
610 ON KYBD Pl."12745678" GOTO 630
620 GOTO 620
630 I=P1-48
640 P1=0
650 OFF KYBD "12345678"
660 KIND=TIME -KIND
670 BEEP 10,180
680 OUTPUT 10 USING "DDDDD.DDD" ; KIND

690 ENTER 10 USING "*.K" ; KEY
700 ENTER 10 USING "*.K" ; N

710 N=N+64
720 RADARS=CHRS (N)
730 RETURN
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1( REr Froiram for analy:int; t:e data froa experitet.

E1 A ;:-.ur zisansicr.al arra: Is set for data straz,e.

OFT.:

40 ETTEA SASE (

5 REM First eietent:= factor A

60 REM Second element:: factor P

70 REM Third element:: factor C

80 REM Fourth element:: replicates

90 DIM THE.DATA12,2,2,10),REPLICATIONS(101

100 REM now enter the data

110 INPUT 'Enter the number of replicationse;NODATA

120 FOR 1=0 TO 1

130 FOR J :0 TO 1

140 FOR K=0 TO 1

150 FOR L=0 TO NODAIA-1

160 READ THE.DATA(I,J,K,L)

170 TNE.DATACI,J,K,L)=LOP(TNE.DATA11,J,K,L1/(1-THE.DATA:1,J,t,01)

180 NEXT L

190 NEXT t

200 NEXT J

210 NEXT 1

220 DATA .93333,.86666,.93333,.93333

230 DATA .66666,.66666,.73333,.6

240 DATA .63333,.76666,.7,.76666

250 DATA .5,.46666,.26666,.36666

260 DATA .93333,.93333,.93333,.93333

270 DATA .53333,.533374.6,.6

220 DATA .6,.6,.63333,.6

290 DATA .56666,.73333,.56666,.6

300 FOR L=0 TO NODATA-1

310 ONE=TNE.DATA10,0,0,L)+ONE

320 A=TNE.DATAII,0,0,L14A

330 Ei=TNE.DATA(0,1,0,1) 4

340 C=THE.DATA(0,0,1,1.14

350 AB= THE.DATA(1,1,0,L) +AB

360 AC=THE.DATA11,0,1,1) fAC

370 BC=THE.DATA10,1,1,L1+8C

380 ABC=THE.DATA(1,1,1,L1+ABC

390 NEXT L

400 REM Now calculate the sus of squares.

410 EFFECT.' : ONE+084B+C+AC+DC+ABC

420 EFFECT.A = - ONE +A- B +AB- C +AC -BC +ABC

430 EFFECT.Il = -ONE-Af140-C-AC4BC+ABC

440 EFFECT.AP = ONE-A-P4111+C-AC-BCOBC

450 EFFECT.0 = ONE- A- B- AB +C +AC+BC +ABC

460 EFFECT.AC = ONE- A +B- AB- C +AC -BC +ABC

470 EFFECT.BC = ONE+A-B-AP-C-AC+BC.ABC

480 EFFECT.ABC = -ONE+A+P-AB+C-AC-BC+APC

490 REM Now do sore relevant calculations.

500 FOR 1 :0 TO 1

FOf J=0 TO 1

520 FOR f.7-0 TO I

530 FOR L=0 TO NODATA-1

540 SUM=SUM+TNE.DATA(I,J,K,IJ

550 TREATMENT.SOUARE.SUM=TREATMENT.SOUARE.SUM+111E.PATA(1,J,),1.1"2
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560 NE0 L

NEt1 1

5E. NE.

5au NE:T I

66 FOR COUNT:0 TO NODATA-1

610 FOP 1=0 TO 1

620 FOR J=0 TO 1

630 FOR Y=0 10 1

640 REPLICATIONSICOUNTI=REPLICATIONS(COUNT1*THE.DATA(1,J,K,000NT)

650 NEXT K

660 NEXT J

670 NEXT I

680 NEXT COUNT

690 CORRECTION.TERN=SUNSSUNMUNODATA)

700 SUM.OF.SOUARE.T=TREATNENT.SOOARE.SUN-CORRECTION. TERM

710 SUN.OF.SOUARE.TREATNENT=I1/NODATAlltIONE":14(A^2)+W2) +IAB"2)+IMMACA21+

fBC"21+(ABC"2)/-CORRECTION. TERN

720 FOR COUNT=0 TO NODATA-1

730 SUN.OF.SOUARE.R=SUN.OF.SOUARE.R+IREPLICATIONS(COUNT1"2)

740 NEXT COUNT

750 SUN.OF.SOUARE.O=SUN.OF.SOUARE.R/8-CORRECTION.TERN

760 SUM.OF.SOUARE.ERROR=SUN.OF.SOUARE.T-SUN.OF.SOUARE.TREATMENT-SUM.OF.SOUARE.ER

ROR

770 REM Nov calculate sus of squares for each effect.

780 DENUN=NODATAi8

790 SSA = EFFECT.A"2/DENUfl

800 SSE = EFFECT.8"2/DENUM

810 SSAB = EFFECT.AB"2/DENUN

820 SSC = EFFECT.C"2/DENUN

830 SSBC = EFFECT.BC"2/DENUN

840 SSAC = EFFECT.AC"2/DENUN

850 SSABC = EFFECT.ABC"2/DENUN

860 PRINT "SSAeiSSA

870 PRINT 'SS13=';SSB

880 PRINT 'SSCe;SSC

890 PRINT 'SSAIWISSAB

900 PRINT 'SSBC=I;SSBC

910 PRINT 'SSAC=';SSAC

920 PRINT "SSABC=';SSABC

930 PRINT:PRINT:PRINT:PRINT:PRINT:PRINT

940 PRINT ISUCOF.SOUARE.Re;SUN.OF.SOUARE.R

950 PRINT 'SUN.OF.SOUARE.TREATNENTe;SUN.OF.SOUARE.TREATNEN7

960 PRINT "SUN.OF.SOUARE.T=';SUILOF.SOUARE.1

970 PRINT 'CORRECTION IERNe;CORRECTION.TERM

980 PRINT 'SUN = ';SUM

990 SUN.OF.SOUARE.ERROR=SUN.OF.SOUARE.T-SUN.OF.SOUARE.TREATNENT-SUM.OF.SOUARE.P

1000 PRINT 'sua of square of error -,*;SUM.OF.SOUARE.ERROR

1010 DFR=NODATA-1

1020 DFTOTAL=NODATA88-1

1C30 DFERROR=DFTOTAl-DFR-7

1040 MEAN.SSE=SUM.OF.SOUARE.ERROR/DFERROR

1050 REM This section prints out the ANOVA table.

1060 PRINT Source of Degree of Sus of Mean

1070 PRINT ' variation freedos squares squares"
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1:E40 4INT

;;Q: FEINT .eplicates";TAPI:=:DFR:7,-.4.3g!

:100 PPINT "10.0*441";SUN.LIF.KUAq.P;:PF:N : r,P.1NT VSIV: '1811.41tt$

SUM.CF..:.Q;;PE.R/IIFR:

TAPw : PRINT us;;;;.,

112,J PRINT

1130 PRINT " Nair. effects"

1140 PRINT I ";:PRINT TAR124 : PRINT DFT: :PRINT TABT34) :PRINT MN&

11111.111411';SSApPRINT TAB(50) : PRINT USING 4411t.t4e1';SSA0PRINT TAB(661 : PkI

NT USING 441111.11111' ;SSA/NEAN.SSE

1150 PRINT R ';: PRINT TAB(24) : PRINT OFT; : PRINT 10(34) : PRINT USIN

6 "1111.1111811';SS8u: PRINT TAB(501 : PRINT USING '11141.411111";$9;: PRINT TAB(661

: PRINT USING '118114.111181";SSB/NEAN.SSE

1160 PRINT ' D ":: PRINT TAB(24) : PRINT DFT; : PRINT TAB(341 : PRINT USIN

6 '111#$.#1$41";SSCp PRINT TAB(50) : PRINT USING "01410.111111P:SSC;: PRINT TAB(66)

: PRINT USING 414111.0811";SSC/MEAN.SSE

1170 PRINT

1180 PRINT Two-factor'

1190 PRINT ' interactions"

1200 PRINT " TR ';:PRINT TAB(24) : PRINT DFT; :PRINT TA6I34} :PRINT USING "

MINE.$444";SSA8;:PRINT 1A8(501 : PRINT USING "11110.111111";SSAB;:PRINT TAB(66) : P

RINT USING "1111$11.11111";SSA8/NEAN.SSE

1210 PRINT " TO ';: PRINT TAB(24} : PRINT DFT; : PRINT TA8134) : PRINT USIN

6 "114i.1111111";SSACp PRINT TAB(5O) : PRINT USING 14411.411141";SSAC;: PRINT TA8166

) : PRINT USING 110.11111' ISSACiPEAN.SSE

1220 PRINT RD ';: PRINT 1A1241 : PRINT OFT; : PRINT TAB(34) : PRINT USI

N6 484141.141111";SSBC;: PRINT TAB(50) : PRINT USING 44t11.01101";SSBC:: PRINT TAB(6

6) : PRINT USING 114111.841118';SSNUMEAN.SSE

1230 PRINT

1240 PRINT ' Three-factor'

1250 PRINT interaction'

1260 PRINT " TRD";:PRINT TAE(24) : PRINT OFT; :PRINT TA8(34) :PRINT USING '

811811.11$111";SSABC;IPRINT TAB(50) : PRINT USING "41$4.1111,";SSABCpPRINT TA6(46) :

PRINT USING 141118.111111";SSABUMEAN.SSE

1270 PRINT

1280 PRINT " Error ";:PRINT TAO(24) : PRINT LIFERROR; :PRINT TAB(34) :PRINT USI

NG 404.$11111";SUN.OF.SOUARE.ERPORpPRINT TA8(50) : PRINT USING 44411.141111';flEAN

.SSE

1290 PRINT

1300 PRINT " Total *;:PRINT TAB(24) : PRINT tF7OTAI: :PRINT TAPI30 :PRINT USI

NG '1111111.111111;SUM.OF.SQUARE.T

1310 LPRINT CIIR$(15)

1320 LPRINT

1330 LPRINT ' Source of Degree of Sue :4 Mean

:340 LPRINT " variation freedoe squares squares'

:350 LPRINT "

1360 LPRINT

;370 LPRINT " Replicates":10124I;EFR:T4I

1380 LPRINT USING 11$.11$44';SUM.OF.SOUARGA::LPRINT TANt50; :LPRINT USING 1#.*$

tr;SUM.Gr.SOUARE.R/DFR:

1390 LFRINT TAB1661 :LPRINT USING "ile.Wr:SUM.CF.SOUARE.R/iDFRIMERN.SSI

1400 LPRINT



LPF:N1

LFRINT " ra,r, Oiects'

1430 LFRINT T
14!"-.A :LF1.1N7 OFT; :LFRINT TAGC36)

NE 4141.111111*;SSA;:LPRINT TAP51: :LFR:NT USING "$Ift.$40";SSA::LPR:N1 T*(te

:LFRINT USING *1114$.10411":SSAMEAq.S5E

1440 (PRINT ' R ';:LPRINT TAP24) :LFRINT OFT; :LPRINT TABI34) :LFRINT US1

N6 "4111.1141141";SSE;:LPRINT TABF50' :LPRINT USING "1404.04411";S58;:LPRINT TAPF66)

:LPRINT USING "111414.11141";SSE/NEAN.SSE

1450 LPRINT ' D ";;LPRINT TABI241 :LFRINT DFT; :LPRINT TAB(34) :LPRINT U51

NG 4114.111411";SSC;:LPRINT TABF50T :LPRINT USING '444t.1114";SSC;:LPRINT TAB(66)

:LFRINT USING '11111.1144r;SSC/IFEAN.SSE

1460 LPRINT

1470 LPRINT

1480 LPRINT " Two-factor'

1490 LPRINT " Interactions'

1500 MINT ' TR ";;LPRINT TAB(4) :LPRINT DFT: :LPR1N1 TA8114) :LENIN' Uil

N6 1414.0$44';SSAN:LPRINT TAB(50) :LPRINT USING '14M.4414";SSAY;:LPRINT 148!6

6) :LPRINT USING 411041.4141":SSARMEAN.SSE

1510 LPRINT ' TO ';:LFRINT TAP241 :LPRINT OFT; :LPRINT TAB134 :LFRIN7 US:

NG 411411.1411";SSAC;:LPRINT TAG(501 :LPRINT USING 'flitAltr:SSAI:;:LFRINT TA8;6

6i :LPRINT USING "44111.11011";SSACIMEAN.SSE

1520 LPRINT P.O ';:LPR1NT TAE124) :LFRIN1 EFT: :LPRINT :LPF:N7

NG '11411.111111";SS8C;:LPRINT TAB(50) :LFRINT USING "1111.4ti1';SSEC;:LFPIN7 7486,

6) :LPRINT USING '11111111.1111#":SSBUMEAN.SSE

1530 LPRINT

1540 LPRINT

1550 LPRINT Three-factor'

1560 LPRINT interaction'

1570 LPRINT TRO'::LPRINT TA8f24) : LPRINT OFT; :LPRINT 10134) :LPRINT US

ING '411111.11$11";SSA8E;:LPRIN1 10(501 : LPRINT USING '4414.44411";SSAK;:LFRINT

01661 : LPRINT USING '1414.1441";SSAGUMEAN.SSE

1580 LPRINT

1590 LPRINT

1600 LPRINT ' Error "::LPRINT TAB(24) : LPRINT OFERROF: :LPFIN7 TAP:34; :LFE1N

1 USING '11tt.$4111";SUM.OF.SQUARE.ERROR;:LPRINT TAP(50) : LFRIN1 USING "i4114.$411

11":NEAN.SSE

1610 LPRINT

1620 LPRINT

1630 LPRINT ' Total : :(PR INT
T AF (24) :LPRINT EFTUTAL; :LFRINT TAF :74 ) I N1

USING '110114.$1111:SUM.U.SOUARl.7

1640 LFRINT '

1050 END
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APPENDIX D

Original data and their transformations



173

1. Original data

a. Proportion correct (accuracy)

treat-
ment 1 2 3 4 5 6 7 8

.9333 .6667 .6333 .5000 .9333 .5333 .6000 .5667

.8667 .6667 .7667 .4667 .9333 .5333 .6000 .7333

.9333 .7333 .7000 .2667 .9333 .6000 .6333 .5667

.9333 .6000 .7667 .3667 .9333 .6000 .6000 .6000

b. Response time

treat-
ment 1 2 3 4 5 6 7 8

9.2212 6.9885 8.3034 11.5154 1.5827 8.5861 2.5991 4.1378

14.2562 12.8275 41.8292 21.7393 36.1521 1.3113 27.8834 9.9906

9.9605 10.2221 4.0822 39.8057 3.5398 7.2864 3.5463 53.3504

2.6984 7.4985 7.0311 9.6616 3.9941 8.1041 7.3763 14.2741



2. Transformed data for proportion correct:

treatment

1 2 3 4 5 6 7 8

2.6390 .6931 .5465 .0000 2.6390 .1335 .4055 .2682

1.8717 .6931 1.1895 -.1336 2.6390 .1335 .4055 1.0116

2.6390 1.0116 .8473 -1.0116 2.6390 .4055 .5465 .2682

2.6390 .4055 1.1895 -.5466 2.6390 .4055 .4055 .4055

114
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APPENDIX E

SIPS output
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SREA0 DATA1.1-8

THIS COMPARES TREATMENT 1 AND 5 - POLYGON TO LINE
SCOMPARE.1.5

SAMPLE SIZE
VARIABLES 1

4
MEAN
STD. ERR OF MEAN
VARIANCE
STANDARD DEVIATION
RANGE

2.44718
.19183
.14719
.38365
.76730

T-VALUE -1.000000
DEGREES OF FREEDOM = 6

T-TABLE VALUE AT (.95) =
T-TABLE VALUE AT (.99) =

2.446866
3.70 660 5

5
4

2.6Z900
. 00000
.00000
.00000
.00000

THIS COMPARES TREATMENT 2 AND 5 - POLYGON TO LINE
SCOMPARE.2,6

VARIABLES
SAMPLE SIZE
MEAN
STD. ERR OF MEAN
VARIANCE
STANDARD DEVIATION
RANGE

T-VALUE
DEGREES OF FREEDOM

T-TABLE VALUE AT (.95) =
T-TABLE VALUE AT (.99) =

2
4

.70083

. 12380

.06131

. 24760

.60610

2.942175
6

2.446866
3.706605

6
4

.26950

. 07852

.02466

. 15704

. 27200

THIS COMPARES TREATMENT 3 AND 6 - POLYGON TO LINE
SCOMPARE.3.7

VARIABLES 3
SAMPLE SIZE 4
MEA .94363
STDN. ERR OF MEAN .1547i
VARIANCE .09574
STANDARD DEVIATION .30942
RANGE .64300

T-VALUE = 3.169167
DEGREES OF FREEDOM = 6

T-TABLE VALUE AT (.95) = 2.446866
T-TABLE VALUE AT (.99) = 3.706605

7
4

.44075

.03525

.0C497

.07050

.14100

THIS COMPARES TREATMENT 4
SCOMPARE,4,8

VARIABLES

AND 8 - POLYGON TO LINE

4 8

NEAN
SAMPLE SIZE 4

-.42295
4

.48838
STD. ERR OF MEAN .22811 .17739
VARIANCE .20814 .12586
STANDARD DEVIATION .45622 .35477
RANGE 1.0116U .74340

T-VALUE -3.153778
DEGREES OF FREEDOM 6

T-TABLE VALUE AT (.95) = 2.446866
T-TABLE VALUE AT (.99) = 3.706605
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EREADIDATA3,1-4

* THIS COMPARES SHIP DENSITY
SCOMPARE.1.2

VARIABLES
SAMPLE SIZE
MEAN
STD. ERR OF MEAN
VARIANCE
STANDARD DEVIATION
RANGE

TVALUE =
DEGREES OF FREEDOM =

TTABLE VALUE AT (.95) =
T -TABLE VALUE AT (.99) =

- UNDER DATA

1
8

2.54309
.09591

.07359

.27128

.76730

14.391113
14

2.144830
2.977075

RATE = 15

2
a

.48516

.10606

.0900

.3 00000

.67810

THIS COMPARES SNIP DENSTY UNDER DATA RATE = 30
SCOMPARE.3.4

VARIABLES
SAMPLE SIZE
MEAN
STD. ERR OF MEAN
VARIANCE
STANDARD DEVIATION
RANGE

TVALUE
DEGREES OF FREEDOM

T -TABLE VALUE AT (.95) =
T -TABLE VALUE AT (.99) =

3
8

.69219

.12011

.11E42

.33973

.78400

2.648924
14

2.144830
2.977075

4
a

.03271

.21607

.38043

.61679
2.02320

THIS COMPARES DATA RATE UNDER SHIP DENSITY = 4
SCOMPARE.1.3

VARIABLES
SHEAMPLE SIZE

STD. ERR OF MEAN
VARIANCE
STANDARD DEVIATION
RANGE

T-VALUE
DEGREES OF FREEDOM

TTABLE VALUE AT (.951 =
T -TABLE VALUE AT (.99) =

1
a

2.54309
.09591
.07359
.27128
.76730

12.041665
14

2.144830
2.977075

3
a

. 69219

.12011

.11542

. 33973

. 78400

THIS COMPARES DATA RATE UNDER SHIP DENSITY = 8
SCOMPARE,2,4

VARIA8LES
SAMPLE SIZE
MEAN
STD. ERR OF MEAN
VARIANCE
STANDARD DEVIATION
RANGE

TVALUE
DEGREES OF FREEDOM

T -TABLE VALUE AT (.951 =
T -TABLE VALUE AT (.99) lc

2
a

.48516

.10606

.09000

.30000

.87810

1.665814
14

2.144830
2.977075

4

.03271

.21807

.38043

.61679
2.02320
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SREAO.TIMET.12

* THIS COMPARES DISPLAY TYPE - RESPONSE TIME
SCOMPARE.1.2

VARIABLES 1 2
SAMPLE SIZE 16 16
MEAN 13.66473 12.10604
STO. ERR OF MEAN 2.86520 3.65444
VARIANCE 131.35008 213.67898
STANDARD DEVIATION 11.46081 14.61776
RANGE 39.12980 52.03910

T -VALUE .335654
DEGREES OF FREEDOM = 30

T-TABLE VALUE AT (.95) = 2.042312
T -TABLE VALUE AT (.99) = 2.750199

SREADITIMER,12

* THIS COMPARES DATA RATE RESPONSE TIME
SCOMPARE,1,2

VARIABLES 1 2

SAMPLELE SIZE 16
MEAN 9.075419 16.69527
STO. ERR OF MEAN 2.04561 3.94023
VARIANCE 66.95217 248.40677
STANDARD DEVIATION 8.18243 15.76093
RANGE 34.84080 50.75130

T -VALUE 1.716325
DEGREES OF FREEDOM 30

T -TABLE VALUE AT (.95) = 2.042312
TTABLE VALUE AT (.99) = 2.750199

SREAO,TIMED112
* THIS COMPARES SHIP DENSITY - RESPONSE TIME
SCOMPARE11,2

VARIABLES 1 2
SAMPLE SIZE 16 16
MEAN 11.50324 18.01755
STD. ERR OF MEAN 3.13005 4.69217
VARIANCE 156.75537 352.26284
STANDARD DEVIATION 12.52020 18.76867
RANGE 40.24550 65.67720

T -VALUE = -1.154947
DEGREES OF FREEDOM = 30

T-TABLE VALUE AT (.95) = 2.042312
TTAOLE VALUE AT (.99) = 2.750199


