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Atmospheric pressure changes do not stop at the permeable snow surface but
rather propagate into it. These pressure changes range from high amplitude, low-
frequency events caused by seasonal cycles and synoptic weather systems to small
amplitude, high-frequency events caused by topographic features and turbulence. The
effect of pressure changes on interstitial air movement is locally weak but
geographically pervasive and temporally persistent so the cumulative impact may be
significant over seasonal timescales. Near the snow surface, pressure changes in the
high-frequency range caused by turbulence and windflow over topographic features
can enhance fluxes of chemically and radiatively active trace species between the
snow and atmosphere. Deeper, in multi-year snow that overlays continental ice
sheets, low-frequency pressure changes can stimulate air movement. This ventilation
process adds complexity for paleoclimate analysis of ice cores to the extent that air
trapped in ice has a different age structure than the ice matrix. For decades,
investigators have recognized ventilation as a mechanism that enhances mass flux and
interstitial air mixing but its effects are indeterminate because the relationship
between wind forcing and interstitial air response is poorly constrained.

This dissertation addresses the experimental question: what is the effect of
wind on interstitial air movement in snow? To address this question, in sifu field
experiments were designed and performed to measure the depth in seasonal snow

affected by wind-generated pressure changes as a function of frequency of the



pressure changes. One experimental result was that high-frequency pressure changes
have greater amplitude than theory predicted. At first, this result may seem to indicate
that high-frequency pressure changes affect interstitial air motion more than predicted
but for another finding that high-frequency pressure changes (perturbations) also
attenuate more with depth than current theory predicts. Therefore, strong high-
frequency attenuation relegates the effect of high-frequency pressure changes to a
very thin air layer near the snow surface. Enhanced perturbation pressure attenuation
at high frequencies does not directly address the question of the degree to which low
frequencies attenuate with depth. However, the high-frequency mismatch between
experimental evidence and theory underscores the necessity for future endeavors to
test anticipated low-frequency perturbation pressure attenuation with deep snow
pressure measurements.

More accurate measures of the relationship between wind forcing and the
spectral response of pressure changes acquired in this series of field experiments
enabled characterization of the distribution of perturbation pressure amplitude as a
function of frequency and wind forcing. It was found that kinetic energy of the wind
as given by the horizontal and vertical components of the wind is a better diagnostic
for perturbation pressure than vertical velocity variance. This finding is relevant when
parameterizing perturbation pressure forcing using wind characteristics. A simplified
model that convolves perturbation frequency with the spectral distribution of
amplitude was used to diagnose frequencies for which water vapor flux (sublimation)
is maximized for hydrostatic pressure changes. Applying the meteorological
conditions measured in the case studies for this experiment sublimation enhancement
was maximized for pressure oscillations with period ranging from 5 to 20 minutes.
For shorter time periods the amplitude was too small to achieve a threshold (taken as
the roughness length) and for longer time periods amplitude was sufficient but the
frequency of the oscillation was insufficient to drive much air exchange between the
snow and atmosphere.

Finally, interstitial air movement was calculated under various wind
conditions by measuring the evolution of a trace gas plume (carbon monoxide) as

detected by a network of thin film sensors. Near surface data revealed an advection



signature oriented with the prevailing wind. The plume centroid propagated
downwind but upwind dispersion was greater than crosswind dispersion. This
dispersion signature is consistent with turbulent eddies that propagate downwind.
When the measurement network was oriented in a vertical plane, the center of mass
of the plume propagated upwards indicating that upward vertical dispersion was
enhanced relative to downward dispersion. This finding indicates that the residence
time of a neutrally buoyant gas in the upper portion of the snow column is

significantly shorter than the same gas located lower in the snowpack.
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DEDICATION

This dissertation is dedicated to those who wonder.



1 Introduction

This dissertation addresses the experimental question: what is the effect of
wind on interstitial air movement in snow? This question is important and broadly
relevant because it applies to near-surface, seasonal snow processes as well as deep
firn mixing in continental ice sheets. Near the snow surface, wind can enhance
mobility and fluxes of water vapor and radiatively and chemically reactive trace
species (Thompson, 1995). Increased mobility can enhance water vapor flux (Albert,
2002; Town et al., 2008) and increase efficiency of radiatively important chemical
reactions (Hutterli et al., 1999). At depth, it has been postulated that pressure changes
spawn air movement, which can confound the age congruence between ice and the air
trapped in it (Bales and Choi, 1996; Kawamura et al., 2006; Severinghaus et al.,
2010). Paleoclimate analysis of ice cores at low accumulation zones is therefore
complicated by an age mismatch between the air bubbles trapped in ice and the ice
matrix. Complete answers to these important questions are beyond the scope of this
endeavor. Instead, I concentrate on constraining the magnitude of interstitial air
movement for a given wind forcing and given snow permeability. Several
investigators (e.g. Colbeck 1989, Waddington et al., 1996) have theoretically
surmised this relationship and experiments have been attempted but experimental
evidence with sufficient precision to test these theories is lacking.

I was introduced to this topic while preparing for an experiment on Plaine
Morte Glacier during the 2010-2011 winter/spring season, which was organized by
Dr. Marc Parlange’s EPFL/EFLUM lab. Our experimental design and deployments
leveraged some lessons learned from the previous field season during which Dr. John
Selker (Oregon State University) and a post-doc who would later become my advisor,
Dr. Chad Higgins, collaborated with EFLUM. As I hope will become clear from the
four papers contained in this document, direct experimental data of the stated
experimental question are difficult to obtain because we are studying processes that
have small instantaneous magnitude at a given locale yet are temporally persistent

and geographically pervasive over vast, snow-covered regions. So the integrated



effects of wind forcing on interstitial air movement are relevant for snow-covered
regions over seasonal time scales.

In the study of wind interactions with snow technical and theoretical
challenges abound. For example, in paper 3 (P3) I describe in detail the mismatch
between perturbation pressure measurements and velocity measurements that
complicate establishing a clear mathematical relationship between the two.
Technological improvements such as improved accuracy of the absolute pressure
sensors used in P3 over the relative pressure sensors used in P1 benefited this
investigation. However, to compensate for a macroscale version of the Heisenberg
Uncertainty principle, that is: if you put a probe in it then you change the thing you
are measuring - we strove to design these experiments such that we could discern the
relevant signal from the effect of the given probe and from background noise.

In P1 and P3 we measured the effect of wind on spectral pressure changes in
snow. P1 was written based on data acquired during the Plaine Morte 2010-2011
experiment. We quantitatively documented the spectral dependency of perturbation
pressure attenuation with depth, however, snow layering complicated the result. The
analysis given in P3 is based on measurements using fewer (4 rather than 28) but
higher precision absolute pressure sensors in deployments during the 2013-2014 and
2014-2015 seasons at Hogg Pass, Oregon, Dutchman Flat, Oregon and Storm Peak
Lab, Colorado. For these deployments we generally monitored single homogenous
snow layers to minimize complications due to snow layering.

Snow permeability is an important parameter when considering how wind
affects interstitial air movement in snow. Surface permeability is particularly
important because it regulates the amplitude of pressure waves that propagate through
the snowpack. However, measuring snow permeability is an experiment in itself that
is fraught with sampling errors such as fracturing and representativeness of pint-sized
samples. We therefore developed a low-cost acoustic permeameter to give expedited
measurements of surface snow permeability and describe this system in P2.

Wind and pressure are tightly bound such that it is often difficult to
deconvolve the effect of one from the other. In the atmosphere, air motions spawn

pressure changes, which, in turn, induce changes in the wind field. So when the wind



blows over the snow it is not intuitively obvious whether wind shear directly
generates interstitial air movement through molecular momentum transfer or whether
wind shear spawns pressure gradients, which, in turn, induce interstitial air
movement. Clifton et al. (2008) found that wind shear directly affects only the top
few millimeters of a highly permeable snow proxy. This result suggests that pressure
gradients rather than molecular transfer drive interstitial air movement. If this is the
case then the pressure field in the snow should define the speed and direction of
Darcian flow, which may be contrary to the prevailing wind direction. We further
investigate the linkage between above snow wind speed and interstitial air motion
within the snow by correlating wind speed above the snow with the in-snow
concentration evolution of carbon monoxide tracer releases in P4.

Each of the four papers that comprise this dissertation is presented as a
separate chapter. The following preambles detail relevant introductory information
not contained in the four scientific papers. Field notes for the Plaine Morte and Storm
Peak Lab experiments are documented in separate web pages. Details for the Hogg
Pass and Dutchman Flat experiments are contained in a separate PDF document,
‘FieldReport SPE 2014.pdf’. These notes are important for documentation but are

separated from this document for brevity.

1.1 Preamble to Paper 1

Snow is a permeable medium so mass, momentum, and energy can propagate
through it. For example, as a synoptic high-pressure system builds into a region of
interest the atmospheric column compresses and some of the air that was formerly
above the snow is compressed into the snow. Then, as the high-pressure system
weakens and low pressure develops in the region of interest the atmospheric column
relaxes and some of the air that formerly resided in the snow translates into the
atmosphere. In this manner, successive changes in atmospheric pressure cause the
snow to “breathe”. If we consider a simplified example similar to that given in
Colbeck (1989), hereafter referred to as CB89, in which the air above the snow is

isothermal and we imagine an adjustable mass on top of an atmospheric air column to



simulate atmospheric pressure changes, then the air column will expand and contract

by Boyle’s Law:

= o ~ _Plfjl
Piv, =P, 0, - 7, = (1.1)
P,

where the subscripts indicate initial and final states of pressure (P) and volume (7).
(Note: see also the list of symbols in the pre-text pages of this document.) Plugging in

approximations that span a realistic range of synoptic pressure changes we have:

1030mb
'172: ﬁlm:1.04ﬁ1 (12)

So the pressure and volume of air in the snow will change by upwards of 4% between
high and low pressure systems. For small changes in pressure and height, air density
and gravity can be considered constant so the hydrostatic equation dictates that a 4%

change in pressure equates to a 4% change in the thickness of the air layer in snow:

dP
— 1.3
dP pg dz — 17 const (1.3)

For a 1-meter snowpack a 4% depth change corresponds to only a 4 cm change in the
hydrostatic depth of the air column. A rough estimate for the water vapor lost in one
3-day synoptic cycle for a 4-cm deep air layer with 50% relative humidity at 0 °C is
given by the Clausius-Clapyron and ideal gas equations. The vapor pressure deficit of

the air layer above the snow in this case is:
e=e;,—e, = 6.11mb — (0.5)(6.11mb) = 3mb (1.4)
where we have assumed that the interstitial air is saturated per Pomeroy & Brun

(2001). A mid-density snowpack of 250 kg-m’ has porosity ~ 0.7 so the number of

moles within the 4-cm column over a 1 m? area is:



pev (0.7)(300 Pa)(0.04 m3)
RT ~ (8.314] —mol-1 — K~1)(273 K) (1.5)

= 3.70 x 10 3mol — m™2

n=

This gives a mass of:

mass

= -3 — —2 - -1
p— (3.70x 107 *mol — m~%)(18 g — mol™1) (1.6)

= 6.66x107%2g —m™2

and a vapor loss rate of:

6.66 x 1072g — m~2 (L7)
g ~ 2x107%2g —m %day~?

3days
where we assumed a generously fast synoptic time scale change of three days. At this

rate, it would take:

250 x 103 g — m? e (18)
(2x10-2g —m—2— day 1) (365 day —yr—1) = <10 YeArs

or ~ 34,000 years for a moderately dense 1-m deep snowpack to sublimate by this
process. So, synoptic hydrostatic changes have a negligible effect on vapor exchange.

The maximum depth of snow/firn is on the order of 70 m (Dr. Christo Buizert,
personal communication) so, using the 4% estimate, an air column would translate up
to +2.8 m vertically in deep snow/firn. This vertical displacement is not sufficient to
account for the mixing depths calculated for high wind, low accumulation zones in
Antarctica. For example, by comparing the ratio of nitrogen isotopes with that
expected for diffusion, Kawamura et al. (2006) inferred convective depths of greater
than 8 meters for two such sites (Fuji Dome and YMS5). At a megadunes site in

Antarctica, Severinghaus et al. (2010) found a convective depth of 23 m, which they



attributed to wind-aided ventilation and cracks in the ice matrix that enabled deep air
movement.

These examples show that hydrostatic pressure changes at synoptic frequency
lack sufficient amplitude either to enhance sublimation rate from surface snow or to
account for observed interstitial air mixing in deep snow/firn. However, it is not
intuitively clear what effect wind and pressure changes would have on surface
sublimation rate or deep air movement when the air in snow responds slower than
atmospheric pressure changes and thus is no longer hydrostatic. This condition is
referred to as “windpumping”. We note that while some authors generically refer to
wind effects on interstitial air as windpumping, in this manuscript we adopt a
narrower definition that excludes hydrostatic effects.

The depth below which windpumping occurs depends on the frequency of
pressure changes and permeability of the snow. Synoptic pressure changes are slow
enough that air in near-surface, permeable snow “breathes” and remains in
hydrostatic balance with the surface pressure gradient. But permeability decreases
with depth so at some depth the permeability is too low for air movement to keep up
with surface pressure changes. As the frequency of surface pressure changes increase,
the depth at which air movement cannot maintain hydrostatic balance decreases.

Both CB89 and Waddington et al. (1995), hereafter referred to as WD95
deduced that windpumping could be modeled as a diffusive process. By combining
Darcy’s law, mass continuity and the ideal gas law one can form a linearized

approximation for airflow in porous media:

D ’s Law: _ _kop (1.9
arcy’s Law: v= 19z 9)
Mass continuity: 9 (pv) + dp 0 (1.10)
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Equation of state: P = pRT

Combining these three equations we have:

1 [kaPaP _ ¢ oP
RT ludz 0z |  RT ot

Linearizing and simplifying:

kifof . (0@+p)\\l_ 9@+ p)
E[&(Qﬁp)( 9z ))]_ ot

k |0 (pop d (pop’ d (p'op d
__<M>+_ pop + 2 pop + 2
up |0z \ oz 0z \ 0z dz\ 0z 0z

kﬁ azp/ B ap/
up|ozz| ot

[

plapl
dz

Jt

dp 0Jp'
_9p, dp

-

Jt

(1.11)

(1.12)

(1.13)

(1.14)

(1.15)

Both CB89 and WD95 solve Eq. (1.15) but apply different boundary conditions thus

deriving different solutions. CB89 assumes a thin snow layer whereas WD95 assumes

an infinitely deep layer. Both authors draw their solutions to this differential equation

from “Conduction of heat in solids” by Carslaw and Jaeger (1959).

In the first paper in this thesis (P1) we compare the solutions from CB89 and

WD95 with near surface pressure measurements. These high-frequency pressure

measurements are the first measurements that show how both static pressure and

perturbation pressure attenuate with depth in snow. The vertical profile of static

pressure delineates the depth in snow that is affected by quasi-static circulation

patterns that develop as wind blows over surface roughness features. The vertical



profile of perturbation pressure shows the amplitude and spectral distribution of
turbulently generated perturbation pressure that is available to induce interstitial air
movement. Strictly speaking, the WD95 solution does not apply to the seasonal snow
that we measured yet it yields an instructive comparison. We assume snow depth is
large relative to the wavelength of the surface feature and thereby ignore the

degenerate case of longwave surface features over a shallow snowpack.

1.2 Preamble to Paper 2

In the Plaine Morte Experiment described in paper 1 (P1), we utilized an
empirical formula to derive a time series of snow permeability from snow grain
characteristics measured in snowpits. These derivations yielded permeability profiles
that were qualitatively consistent but the values were systematically low compared
with previously published results (Sommerfeld and Rocchio, 1993; Arakawa et al.,
2009). Also, snowpits are time consuming to analyze and consume precious time that
could otherwise be used acquiring other measurements. We concluded that we needed
a more expedient measure of snow permeability in order to establish a quantitative
relationship between atmospheric state and interstitial air response in snow. Besides
the empirical method that we used in the Plaine Morte experiment, other methods of
determining snow permeability involve either direct measurement with a flow-
through permeameter or casting and subsequent scanning of small (~ 1 liter-sized)

samples.

Lacking the manpower that would be required to obtain permeability
measurements by standard means for each deployment we therefore contemplated an
alternate method. After reviewing the literature (see P2) and testing alternatives we
concluded that we could infer permeability from the acoustic backscatter at
frequencies between 5S0Hz and 2000Hz. We accept the tradeoff of a more timely
volume-averaged measure of permeability over a more precise but perhaps less

representative measurement given by a flow-through permeameter or tomography.



1.3 Preamble to Paper 3

With improved methods of measuring snow permeability and the in-snow
response to wind forcing we return to the question: to what degree does turbulence
above the snow induce pressure changes in the snow? When meteorological
conditions allowed, the acoustic permeameter described in P2 was used to
characterize surface snow permeability. Additionally, we used four high precision,
Paroscientific (model 216B) absolute pressure sensors rather than 28 relative pressure
sensors used in P1. Notably, these absolute pressure sensors did not require a pressure
reference (sink) and measured pressure with sufficient precision that sub-Pascal
fluctuations were resolvable. This capability eliminates potential error introduced by
a pressure reference that smooths the amplitude of lower frequency pressure changes
and enabled us to resolve lower frequency pressure changes than was possible with
relative pressure sensors. What we sacrificed in vertical resolution with 28 relative

pressure sensors was compensated for with precision of the absolute pressure sensors.

Whereas in the Plaine Morte experiment described in P1 we synthetically
amplified the perturbation pressure field by exposing the top portion of snow pickets
to the wind field, in this experiment we did not use snow pickets so that we could
attempt to measure the natural, turbulently generated perturbation pressure field. This
allowed us to directly relate wind forcing (e.g. speed, vertical velocity variance) with
in-snow pressure perturbation amplitude and frequency. With these measurements we
could infer how the amplitude and frequency of hydrostatic pressure changes could

enhance water vapor flux from the snow into the atmosphere.

1.4 Preamble to Paper 4

In P1 and P3 we verified that wind stimulates fluctuating pressure gradients in
snow that cause air movement through pore space. Air motions considered in these
two papers was oscillatory. In P4, we examine the possibility that wind forcing
enhances in-snow dispersion by a rate that is greater than would be expected if
diffusion were the only process at work. Bowling and Massmann (2011) found

enhanced diffusion of CO, through snow and attributed this enhancement to wind.
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But the wind-driven process or processes that drove this enhanced diffusion was not
identified.

In a wind tunnel experiment using reticulated foam as a proxy for snow,
Clifton et al. (2008) found that the effect of shear above the snow does not propagate
further than a few millimeters into the snow. If this is the case, then a shear-driven
molecular transfer would be inhibited with depth and preferential above-snow wind
direction would affect interstitial Darcian flow only within a thin layer of surface
snow. This result does not preclude the possibility that in-snow pressure gradients
could drive Darcian velocity with a preferred direction. But a flat surface lacks a
forcing mechanism to generate in-snow pressure gradients.

When we compare processes that mix particles in the free atmosphere with the
same processes acting in a permeable medium, we find some analogs and some
distinct differences. As in the free atmosphere, isotropic molecular diffusion spreads a
plume in all directions but the center of mass remains in the same place over time.
Advection translates the mass centroid but does not spread out the plume in the free
atmosphere. However, advection through a permeable medium such as snow can
enhance plume spreading by mechanical dispersion as particles translate through
tortuous pathways. Eddy diffusion disperses a plume much faster than molecular
diffusion in the atmosphere but turbulence is lacking in snow except for perhaps over
a thin surface layer.

Because some of these processes exhibit different behavior in the snow and
atmosphere, we cannot directly translate results acquired in atmospheric flows to flow
through a porous medium. Therefore, in P4 we correlate the movement of carbon
monoxide (CO) releases with snow and wind properties. We determine the affects of
different processes by comparing the measured plume evolution with model
simulations. Since different processes affect plume evolution differently, we isolate
the effect of a given process in model simulations.

A complete form of the solution to the advection/diffusion equation in three

dimensions can be written as:
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C(x,y,z,t) =

M ((x — X)) — Ut)2
exp |—
4mnt,/4ntD,D, D, 4tD,

-y -V (z—z) —Wo)?
4tD, 4tD,

(1.16)
— kU —kV
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If we assume that in the snow the eddy diffusion and vertical advection are negligible
and we orient the reference system with the wind direction we can form a uni-

directional solution to the advection/diffusion equation:

2
M x—xq)— Ut
C(x,y,zt) = exp |— (( 1) )
4mnt,/4ntD,D,D, 4tD,
(1.17)
_ (y — y1)? _ (z — z,)?
4tD, 4tD, |’

which describes the dispersion of a point source of mass M. We simplify Eq. (1.17)
by defining variables A and B:

- M -5
letA =y 04 B =55

_A -1 2 2 2
C=tyzmeBt[Kx—%)—UO-+@—yJ-+&—ZJ]] (1.18)

taking the derivative w.r.t. time:
letD = [—Bt_l[((x —x) = Ut +(y—y1)* +(z— Z1)2]]

At peak concentration, the derivative of the concentration is zero:
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We can solve for the derivative for the geometric portion of the equation:

dD
dt

34 A dD

- = — 4+ —-— —
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(1.19)

(1.20)
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(1.23)

(1.24)

(1.25)
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— = Bt~ %r? — BU? (1.26)

Substituting (1.26) into (1.20) we can solve for the advection speed of air in the

interstitial snow:

dc 3

E:—Z+Bt‘2r2—BU2=O (1.27)
3 r® —6D 1r® r?—-6D

2 _ - . _ =, - . "7 1.28

u 2tB+t2 t +t2 t2 ( )
2

If wind speed is zero, we can solve this equation for the predicted time span required
to reach maximum concentration:

TZ

t = 1.30
war =2 (130)
Application of Eq. (1.30) to a case for which the wind speed is non-zero would yield
an enhanced streamwise diffusion coefficient. Following similar reasoning, non-zero

wind in the horizontal plane gives an analogous solution:

2
[z 5 vz = Y-~ 6Dt (131)

t

We can compare this result with measurements to infer the relative effect of

molecular diffusion and advection. One advantage of this method is that it does not
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rely upon accurate concentration measurements; only the time required to reach
maximum concentration is relevant.

Other processes modify the measured dispersion from that expected using this
derivation. For example, vertical diffusion tends to increase towards the snow surface
as density decreases, causing molecular diffusion rate to increase towards the surface.
Eddy diffusion caused by turbulence above the snow surface has a non-zero effect in
a thin layer of snow near the snow surface. Additionally, mechanical dispersion
manifested as divergence of a plume as it meanders through a tortuous media
increases dispersion rate. All of these processes will not only change the mass
available in a horizontal plane but also change the horizontal gradient and feedback to
change the horizontal dispersion rate. These processes will affect the perceived center
of mass when viewed through the lens of a horizontal measurement network.

We track the position of the center of mass relative to the release position to
measure the effect of wind direction on plume movement. The center of mass of
plume in a Cartesian plane coordinate system can be approximated from mass-

weighted point measurements:

1 !
X = MZ mix;, Y= MZ m;y; (1.32)
i i

If advection is sufficiently robust then an advection signature may be detectable even

though these competing processes are modifying plume dispersion in different ways.

In P4, we use the following mass-weighted RMS error as a measure of plume

dispersion in the horizontal plane:

1
6= 25 D mlen - 02+ 0 = 97 (133)
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2.1 Abstract

Windpumping has been identified as a process that could potentially enhance
sublimation of surface snow at high forcing frequency and spawn air movement
deeper in firn at lower frequencies. We performed an experiment to examine the
relationship between high-frequency wind and pressure measurements within the top
meter of an alpine snowpack and compared experimental results with two theoretical
predictions. We find that both theoretical predictions underestimate high-frequency
perturbation pressure attenuation with depth in the near-surface snowpack and the
discrepancy between theory and measurement increases with perturbation pressure
frequency. The impact of this result for near-surface snow is that potential enhanced
sublimation will occur over a shallower snow depth than these two theories predict.
Correspondingly, interstitial air mixing at depth in firn will be driven by lower
frequencies than these two theories predict. While direct measurement of these
energy-rich lower frequencies is beyond the scope of this paper, stationary pressure
measurements validate the presence of a pressure field that could drive near-surface

circulation.

2.2 Introduction

Sculpted formations such as sastrugi give visual clues to the nature of wind
blowing over a snow surface yet the effects of ventilation beneath the snow surface
remain poorly understood. Vetted theories describe how ventilation could potentially
enhance sublimation from surface snow and also stimulate air movement at depth.
For example, Albert (2002) modeled topographically induced snow ventilation in a
megadunes site in Antarctica, simulating quasi-stationary pressure patterns and vapor
flux that formed zones of preferential sublimation and deposition beneath the snow
surface. In a wind tunnel experiment, Sokratov & Sato (2000) attributed airflow
through the snow pore space to turbulence although others have cast doubt on the role
of turbulence in producing interstitial air movement (Clifton and others, 2008;
Bartlett and others, 2011). More recently, Bowling and Massman (2011) examined
CO; flux through seasonal snow cover and correlated enhanced diffusion of stable

isotopes with windpumping, a process that can enhance gaseous transport through the
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snow when pressure changes occur faster than the in-snow air movement response.
However, in a laboratory vapor diffusion study Pinzer and others (2012) attributed
sublimation and deposition rates across a snow sample to temperature gradients and
suggested that wind-enhanced sublimation does not occur through a snow layer. Both
Kawamura and others (2006) and Severinghaus and others (2010) suggested that
windpumping might account for deeper than expected convection zones in polar firn.
Taken together, these studies suggest that pressure differences across several scales of
motion spawn air movement in the snowpack but with a great degree of uncertainty in

magnitude and effect.

When modeling in-snow response to ventilation Colbeck (1989, hereafter
referred to as CB89) and Waddington and others (1996, hereafter referred to as
WD96) hypothesized an exponential decrease in perturbation pressure with depth,
reaching zero amplitude at the lower boundary. These upper and lower boundary
conditions constrain the modeled perturbation pressure field as well as the vertical
profile of Darcian flow over the entire depth of the snowpack. In this paper, we test
the CB89 and WD96 1-D models using field-based measurements in which we
examine the degree to which wind-induced pressure perturbations attenuate with
depth in snow. These results provide insights into how perturbation pressure energy is
delivered to the snowpack, and they help constrain the depth within which ventilation

can stimulate air movement within the snowpack.

2.3 Method
2.3.1 Site Description

We performed in situ measurements of wind forcing and pressure response on
Plaine Morte Glacier, Switzerland over the course of several weeks during early
spring 2010. Plaine Morte Glacier is the largest plateau glacier in the European Alps
(Huss and others, 2013) with an extent of ~ 5 km x 2 km and elevation, 2750 m. This
site, part of the Crans-Montana ski area, has been used for several previous surface-
atmosphere (Bou-Zeid and others, 2010; Huwald and others, 2012) and hydrologic
(Finger and others, 2013) experiments. Seasonal snow typically overlies bare ice

because net ablation in recent years has exhausted the firn layer. Plaine Morte Glacier
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is on average ~ 100-m thick, 15-20 m near the glacier edge and up to 200 m at its
center. Over the 6 week course of the experiment, the seasonal snowpack ranged in
depth from 3 to 4 m at the instrument site. Prevailing wind measurements acquired
from a wind vane and cup anemometer over a 3-week period from late February
through mid-March informed a deployment footprint. The upwind fetch had a
generally smooth surface with a gently rising inclination of several degrees

punctuated by a ridgeline roughly 2 km upwind (Fig. 2.1).

2.3.2 Measurement method

To capture in situ measurements of pressure perturbations at known depths in
the snow we fabricated four 1-m long wedge shaped snow “pickets” into which we
embedded fittings with 10-25 cm spacing (Fig. 2.2). To each fitting we permanently
fixed silicone tubing that was strung along the picket center and out the top of the
picket (Fig. 2.3). The other tubing end was attached to a differential pressure
transducer each time a deployment was initiated. Elliot’s (1972) data and previous
experience dictated the need for pressure transducers with fast response. Additionally
we required a pressure sensor that spanned a range of tens of Pascals with
measurement precision better than 1 Pa. For this purpose we employed Setra™ Model
264 differential pressure transducers, designed to operate with an accuracy of 1% full
scale at temperatures ranging from -18 °C to 65 °C. Full-scale differential pressure
measurements from -25 to +25 Pa were output as voltages ranging from 0 to 5 VDC.
Laboratory tests revealed thermal drift somewhat larger than the advertised value of
0.033% full scale °F' (= 0.06% full scale °C™"), highlighting a need to perform in-

field base calibration.

In all, 28 pressure transducers were mounted on aluminum rails and placed in
a plastic storage container for protection from the elements during data acquisition,
and to facilitate transport. The pressure transducers on pickets 1 and 2 had been used
in a previous study and had experienced some wear. Results between the older and
newer pressure sensors qualitatively agreed but the data scatter was greater for the
older sensors. We therefore used measurements from pickets 1 and 2 for qualitative

assessment only.
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Before placing the pickets into the snowpack, we vertically inserted a thin
aluminum plate against two support pipes into the snow. Each picket was then placed
vertically with the side opposite the tubing ports positioned firmly against the
aluminum plate. This configuration maintained the picket’s vertical orientation and
provided torque to continuously press the slightly tapered picket face against the
snow, thus minimizing the likelihood of air pockets forming around the picket
perimeter during placement. Once the snow pickets were in place, we positioned a
Campbell Scientific CSAT3 sonic anemometer ~ 30 cm above the snowpack surface
with respect to the center of the measurement volume and in close proximity to the
snow pickets to characterize near-surface atmospheric turbulence (Fig. 2.3). This
close proximity between the sonic anemometer and snow pickets was intended to
maximize the coherence of turbulent structures detected by the sonic anemometer and
pressure transducers. We acquired pressure transducer and sonic anemometer data at

10 Hz using a Campbell Scientific CR5000 data logger.

2.3.3 Reference Pressure

A differential pressure transducer measures the pressure difference between
two points. Thus, a common reference is a critical requirement to inter-compare
values collected from differential pressure transducers. The Setra 264 pressure
transducer has two ports, which we refer to as the ‘low’ or reference port and a ‘high’
or measurement port. The low port of each differential pressure transducer was
attached to a single common reference. Pressure perturbations were measured as the
pressure difference between the reference (low port) and the high port. An ideal
common reference removes pressure perturbations at the low port of each pressure
transducer, thereby establishing a shared baseline such that high-port pressure
measurements may be directly compared amongst different pressure transducers. The
common reference was constructed as a double-walled vessel filled with small,
irregularly shaped pieces of high-density foam to dampen in-container velocity and
pressure fluctuations. The low-port tubing passed into the inner vessel with one
pinprick hole providing air passage between the inner vessel and the outer vessel and

a second pinprick hole connecting the outer vessel with the environment to minimize
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high-frequency pressure changes while allowing for gradual, synoptic scale
equilibration, which could otherwise easily exceed the full scale of the pressure

transducers.

For each deployment the reference pressure chamber was placed in the same
container as the logger, thus high-pass filtering free-atmospheric pressure changes.
We measured the relaxation time constant for the pressure chamber in a laboratory
environment to minimize noise due to turbulence. The relaxation time was measured
by injecting a known volume of air (0.5 mL) through a 1-m long stainless steel
capillary (to reduce heating) into the reference chamber port that would normally
connect to the low port of the pressure transducers. We noted an exponential decay in
pressure as the reference chamber responded to this imposed pressure perturbation.
The relaxation time was taken as the time required for the measured pressure to decay
to 0.37 (or ') of the imposed pressure and was found to be 75 s + 5s. This timeframe
is short enough to respond to synoptic changes yet long enough to resolve high-
frequency pressure changes. We cannot resolve the magnitude of pressure changes
with frequency on the order of or below the chamber relaxation time because the
reference chamber will equilibrate over the timespan of the fluctuation and
synthetically dampen the measured response. Our setup is therefore tuned to measure
high-frequency pressure responses. Changes to the relaxation time under changing

environmental conditions were an unmeasured potential source of error.

2.4 Results
2.4.1 Snow State

To determine snowpack structure, we excavated a snowpit down to no less
than 1-m depth and horizontally within 10 m of the snow picket location in each
pressure picket deployment. Snowpits were excavated after the snow pickets had been
placed; the pressure data acquired during snowpit excavation were not used in this
analysis. We acquired vertical profiles describing layering, crystal properties,
temperature and density to characterize the snow pack. The time/height cross-section
in Fig. 2.4 summarizes the evolution of derived intrinsic permeability from Shimizu’s

(1970) formula for specific permeability (B, = 0.077 d& exp [—7.8 pi], where d,is
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the grain diameter and py is the specific gravity of snow with respect to ice) over the
time range of case studies. From literature reviews we expected that intrinsic
permeability empirically derived using Shimizu’s formula would yield calculated
values in the range, 10® to 10"° m*. However, Shimizu’s formula applied to our
measurements gave permeability values down to 107> m? in deeper, denser snow.
Clearly, Shimizu’s formula yielded systematically low permeability values as snow
density increased with depth. As Shimizu (1970) and Albert and others (2000) noted,
the topology of the snow matrix evolves to a state that no longer complies with the
fundamental assumption of packed spheres, rendering his formula inappropriate. To
compare our results with the theoretical models of CB89 and WD96 we assume a
constant intrinsic permeability of 10 m*, which was a representative near-surface
value over the course of the experiment (bold isopleth in Fig. 2.4). We present this
result to underscore the notion that intrinsic permeability varied substantially over

small changes in space and time at our experiment site.

2.4.2 Deployments

Between 16 March and 17 April 2010 we deployed our snow picket/sonic
anemometer system 12 times for periods ranging from 3 to 44 h. Given that site
access was available only when the Crans-Montana ski lifts were operating, most data
were acquired during times between when the ski area opened in the morning and
when it closed for the day. Six of the twelve deployments passed quality control
constraints for time and wind directional continuity. We required consistent data
intervals to accurately compute high-frequency correlations and for spectral analysis.
Therefore, we did not use data that would have necessitated gap filling. Wind
direction continuity was required because the relative pressure systematically
changed with attack angle on a given picket. For example, wind forcing and in-snow
pressure response at 100 cm depth shown between midnight on 12 April and midnight
on 13 April in Fig. 2.5 indicate that relative pressure magnitude changed sign at noon
when the wind direction changed from southeasterly to northerly. So when the wind

direction varied substantially we could not discriminate between the influence of
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wind speed and wind direction on the relative pressure measured within the snow. We

further describe the objective criteria for wind direction selection later.

To facilitate references to particular deployments that met quality control

constraints we define reference indices for the six deployments in Table 2.1.

2.4.3 Calibration

As noted earlier, the baseline voltage for each pressure transducer changed in
a non-systematic stepwise manner at the initiation of each deployment when the
pressure reference was engaged. Differences in hydrostatic pressure between the
pressure reference and pressure measurements at difference depths in the snow also
introduced a pressure offset. The baseline voltage was therefore defined such that
measured pressure changes asymptote to zero with wind speed. The method of
finding this baseline offset for each pressure transducer is delineated below in the
section, “Stationary Pressure Response to Wind Forcing”. It could be argued that
pressure changes will not be zero even at zero wind speed; however, this degree of
precision is below the measurement capability of the pressure sensors used in this

experiment.

2.4.4 Experimental Error

At the end of the first deployments we dug out the snow pickets to inspect
picket air intake ports for icing and to verify that there was minimal air space around
each picket by which pressure signals could bypass the snow medium and pass
directly from the atmosphere into the pressure transducer intake (Fig. 2.6). By
correlating visual inspections with pressure measurements we determined that
leakage around a picket was only an issue for near surface ports (10 cm and 20 cm
depth) in the later stage of longer deployments as snow melted, eroded or sublimated
away from the picket face. This process manifested in the data as an apparent increase
in perturbation pressure response to a given wind forcing and was thus marked as
unreliable data. Icing of ports on the pickets was another source of experimental
error. Snow could become impacted into a picket air intake port during placement, or

an intake port could ice over during a data-acquisition period. In this event, the
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variance in pressure measurements from iced ports had very low correlation with
wind speed changes and was easily identifiable. Snow impaction/icing was a common
source of experimental error that reduced the quantity of high quality data collected
below 50 cm depth. For data collected at 10 cm, 20 cm, 30 cm, 40 cm, 50 cm, 75 cm
and 100 cm depths, corrupted data accounted for 5%, 5%, 0%, 17%, 33%, 33% and
33% of the case data, respectively.

2.4.5 Stationary Pressure Response to Wind Forcing

We refer to stationary pressure as the relative pressure field that developed in
response to constant wind blowing over a barrier, and we distinguish it from the
perturbation pressure, which is variability in the pressure field caused by variations in
wind forcing. CB89 and Albert (2002) theorized that topographic features generate a
stationary pressure field that drives near-surface circulations in snow. To confirm the
presence of a stationary pressure field we first needed to calibrate the baseline
pressure for each pressure sensor for all six case studies in Table 2.1 such that we
could inter-compare results between cases. Constant topographic forcing is simulated
by flow distortion over 10 cm of exposed snow picket as shown in Figs. 2.2 and 2.3.
To maximize the forcing/response signal, we removed the directional dependence of
stationary pressure amplitude by excluding data greater than 5° from the prevailing
wind direction. The wind direction relative to the picket face was not necessarily
known to a precision of +5°so we derived the optimal wind direction by iteration,
choosing the orientation that gave highest stationary pressure response to wind-speed

forcing.

Pressures were then bin-averaged in 0.25 m s™ wind speed increments to
determine a characteristic curve for each observation period defining the stationary
pressure response to the wind forcing as well as the standard deviation, which defined
the perturbation pressure response. Fig. 2.7 shows an example of the underlying data

and the resulting characteristic curve for 18 March.

Inspired by the quadratic relationship between pressure and velocity in
Bernoulli’s equation, we fit a quadratic curve to the data and also tried linear and

exponential curve fits. The curve fit was used to extrapolate wind speed to the y-
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intercept. We found the R* value was maximized with an exponential fit when
applying the constraint that relative pressure must be minimized at zero wind speed.
Without this constraint a given quadratic fit could have a higher R” and also exhibit
non-physical behavior that the relative pressure at zero wind speed could be greater
than the relative pressure at non-zero wind speed. The difference between an
exponential curve fit and a quadratic curve fit was typically small (< 1 Pa) but was
larger for cases for which the quadratic fit was poor. In subsequent analysis we ignore
results at the upper limit of the data range where we had insufficient data to resolve a

characteristic curve.

Once the relative pressure at which wind speed asymptotes to zero was
determined for all six cases, the y-intercept was subtracted from the y-coordinate
(pressure) of the bin-averaged center points. This procedure defined a common origin
and allowed us to overlay case results. A flowchart delineating steps in this procedure
is shown in Fig. 2.8. Wind speed versus stationary pressure for all cases are compiled
in Fig. 2.9 revealing a similar pressure response curve for each case. The general
trend is that of an exponential response at low wind speed, transitioning to a linear
response at higher wind speed. Largest stationary pressures were typically found
closer to the snowpack surface as can be seen by the 5-cm deep measurement in Fig.
2.9. This is the only case with a 5-cm deep pressure measurement as for all other
cases we acquired data at no less than 10-cm depth. Aggregating all cases, 1-min
averaged wind speeds ranged up to 9 m s with corresponding averaged pressure
responses up to 11.5 Pa. With a 5 ms™ wind forcing the average pressure response
was 4 Pa, which was similar to the 5 Pa response Albert and others (2002) reported
for 7 cm amplitude sastrugi. Since the magnitude of the pressure response to wind
forcing depends on the shape and size of the topographic forcing we cannot directly
compare our result with Albert’s, other than to note an order of magnitude

correspondence.

2.4.6 Stationary Pressure Attenuation

Although the magnitude and shape of the stationary pressure field depends on

the nature of the topographic forcing, attenuation of the pressure field with depth
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depends rather on the characteristics of the snow medium. For each case we
determine stationary pressure attenuation by comparing the pressure magnitude near
the surface with deeper measurements. The presence of attenuation was determined
by subtracting stationary pressure magnitude at one depth from the measurement just
above. We compiled this result for all cases in Fig. 2.10, which shows that, on
average, the stationary pressure field decreases by 0.15 Pam™ below 10 cm.
Monotonically decreasing stationary pressure was not typical because large
excursions from a monotonic profile were common. These excursions obscured the
decrease in stationary pressure with depth that is less ambiguously represented by
ranking the pressure measurements. An ensemble average of all the cases indicates
that the ordered rank for stationary pressure did attenuate with depth, consi