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1. Introduction 
 

In 2007, the Oregon General Assembly put in place a policy to reduce 

greenhouse gas (GHG) emissions to 10%below 1990 levels by 2020 and to further 

reduce state GHG emissions to at least 75% below 1990 levels by 2050 (Oregon HB 

2543).  Subsequently, the Oregon Legislature directed several state agencies and 

metropolitan areas to assist in achieving those goals in the transportation realm. 

House Bill 2001 (2009) required the Portland and Eugene/Springfield metropolitan 

areas to develop plans that reduce GHG emissions from light-duty vehicles 

(weighing less than 10,000 pounds). The Land Conservation and Development 

Commission (LCDC) was also directed to establish GHG reduction targets for this 

purpose.  Senate Bill 1059 (2010) expanded the requirement for the LCDC to 

establish targets to address all of Oregon’s metropolitan areas. In addition, the 

Oregon Transportation Commission was directed to adopt a long range 

transportation strategy for reducing GHG emissions from the entire transportation 

sector. 

A comprehensive plan involving land-use changes, strict emissions 

standards, fuel pricing strategies, investment into alternative fuels and modes of 

transportation as well as efforts to alter public perceptions and behavior will be 

required in order for these goals to be met. In order to understand the full range of 

options available to meet these goals, ODOT has developed the GreenSTEP1 model, 

which helps decision makers visualize the effects that policies (such as fuel pricing, 

toll systems, land use, etc.) and other factors will have on future GHG emissions.  
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The GreenSTEP model uses household level socio-economic data, as well as the 

households’ vehicle and travel patterns, to simulate travel trends in MPOs and 

across the state.  One of the expressed goals of GreenSTEP was to provide MPOs 

with the models and tools to flexibly plan their cities’ futures (Gregor 2010a, p. 7): 

“[MPO models] need to address the interactions between these factors 
that are not addressed by spreadsheet and sketch planning models.  
For example, they will need to address interactions between fuel 
prices, vehicle fuel economy, and the amount of vehicle travel.” 

An additional model that MPOs are encouraged to run simultaneously with 

GreenSTEP is the GHG Reduction Toolkit (Toolkit).  The goal of the Toolkit is to 

allow agencies and MPOs to “consult the effectiveness and applicability of various 

actions and programs, and to make a preliminary assessment of which actions and 

programs they would like to explore further” (OSTI, 2012, p. 1).  Two of the many 

actions a Toolkit user can take while using the program are “Pricing” and “Bicycle 

and Pedestrian”.  Pricing simulates pricing mechanisms and the expected changes to 

the study area.  The Bicycle and Pedestrian action simulates potential government 

actions such as bike promotion campaigns and infrastructure improvements.  Both 

actions report costs and projected GHG reductions.  Because it is an evolving tool 

and because it is being used by many agencies to forecast GHG reductions, 

understanding the economic tradeoffs between modes is important for the Toolkit’s 

accuracy.  

ODOT does not incorporate elasticities, which are representations of one 

variable’s responsiveness to a change in another variable, directly into either model, 

but instead utilizes a household budget approach (HBA) within GreenSTEP to 

determine how driving behavior alters in the face of policy changes.  The HBA views 
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transportation expenditure as a somewhat fixed proportion of total household 

expenditure and views any shift of resources between transportation expenses as 

unaffecting the total household budget, so long as the total transportation costs do 

not exceed the transportation budget.  As long as there is flexibility within the 

budget for an additional per-mile cost to driving (such as delaying the purchase of a 

new car or having the option to purchase a less expensive car in order to preserve 

driving behavior), the demand for gasoline and therefore the demand for vehicle 

miles traveled (VMT) changes only slightly with respect to changes in price2 

(Gregor, 2010b).  This assumption is reasonable if the HBA’s behavioral predictions 

are comparable to results of economic analyses that quantitatively measure 

household travel behavior, however, if transportation decisions are not made based 

solely on the transportation budget but in conjunction with housing costs, then this 

assumption may not be reasonable. 

Because ODOT and MPOs are pursuing (with GreenSTEP and the Toolkit) 

long term GHG reduction planning models that incorporate cycling as a substitute to 

automotive transportation, understanding the relationship between auto and bike 

use is important for accurate calibration of the models.  Providing a quantitative 

measure of the relationship between bicycle miles traveled (BMT) demand and VMT 

demand would strengthen the predictive power of ODOT’s models. This would be 

especially useful if Oregon wishes to pursue a vehicle mile tax or an increase in the 

gas tax, as there could be a shift toward bicycle use. 

Beyond understanding how price and income affect VMT demand (McMullen 

and Eckstein, 2013; Ficklin, 2010; Hatz, 2011), research on the demand for VMT has 
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been conducted for various reasons.  Some economists study VMT demand in order 

to measure the distributional impacts of congestion and pollution policies (West, 

2004) or to measure the distributional impacts of tax changes (McMullen et al., 

2010).  Time series analyses have been conducted to determine causal relationships 

between GDP and VMT (McMullen and Eckstein, 2012), or to estimate gasoline 

demand (Puller and Greening, 1999).  Civil engineers use transportation models to 

plan improvements and maintenance to transportation networks (Gregor, 2010a).  

Policymakers have a need for models that are both explanatory and easily 

interpretable in order to make optimal decisions for society, which is why 

economists have used VMT demand models to test the predictive power of these 

easily interpretable models.  For example, the US Joint Committee on Taxation (JCT) 

advocates a model that assumes tax changes will not elicit a behavioral response 

and McMullen et al., (2010) conducted a study comparing the impacts of the JCT 

model to an OLS regression model that incorporates behavior responses and they 

find the JCT’s model is appropriate in the short run.  

This study estimates VMT demand in Oregon in order to identify the impacts 

of bicycle use on driving behavior.  Using household data from the 2009-2011 

Oregon Household Activity Survey (OHAS), this paper presents a cross sectional 

analysis.  It incorporates factors such as the price per mile of driving, income, 

automobile ownership, the differences between rural and urban study regions, and 

bicycle use in order to examine the determinants of VMT. 

This paper is structured as follows.  Section two provides a review of the 

literature on VMT demand.  Section three outlines the methodology used in the 
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estimation process.  Section four describes the data used in estimation.  Section five 

presents and discusses the estimation results, while section six concludes.  

                                                        
1 Greenhouse Gas Statewide Transportation Emissions Planning Model 
2 While the model does not use elasticities, the HBA reports a price sensitivity that is 
the equivalent to a price inelastic demand for VMT. 
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2. Literature Review 
 
 The purpose of this section is to review prior research on the subject of VMT 

and BMT demand. This section begins with an explanation of the theoretical demand 

for vehicle and bicycle travel.   The current literature on VMT demand is then 

discussed and the section concludes with a brief presentation of current literature 

on demand for bicycle travel.  

 

2.1 Theoretical Demand for Vehicle and Bicycle Travel 
 

Most of the time, travel is not undertaken purely for the satisfaction that 

travel itself brings to the traveler.  Vehicle travel is undertaken primarily because 

some benefit is derived from the various activities that take place across disparate 

destinations.  A relationship of this kind, where the demand for an intermediate 

good (VMT in this case) is derived from the demand for a final good (the varied 

activities) is defined defines as a derived demand (Small, 1992, p.5).  Given this 

definition, individuals will consume VMT along with all other goods at a rate 

consistent with their internal preferences for VMT and all other goods.  An 

individual’s preferences, in this context, are determined by his or her socioeconomic 

conditions and general demographic characteristics, such as income, age and 

gender.  

If, as a household’s income increases (and its purchasing power increases) 

the household demands more VMT, this means the income elasticity for demand of 

VMT is positive and VMT is a normal good (Snyder and Nicholson, 2011, p. 140).  If 
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the opposite is true, and a household demands less of a good as its income rises, that 

good is an inferior good.  Once a household’s preferences and income are set, the 

quantity of vehicle travel consumed is determined by the price of travel.   

While evidence characterizes automobile travel as a normal good (Goodwin 

et al., 2004), there is still debate on whether bicycle travel is a normal good.  Liu 

(2007) finds that bicycle travel in Shanghai is an inferior good, and, in their North 

American cycling study, Pucher, Buehler and Seinen (2011) find households 

belonging to the lowest income quartile have a higher bicycle ridership than higher 

income households, also suggesting that BMT is an inferior good.  However, in 

observations of European cycling behavior, Pucher and Buehler (2008) find that 

cycling rates are similar across all income groups, which is evidence that BMT may 

be a normal good (or at least not an inferior good).  European study cities have a 

history of policies and infrastructure improvements aimed at improving bike 

ridership, which is a history that is absent in North America (Pucher and Buehler, 

2008, p. 506).  Perhaps because cycling is more dangerous in the United States and 

Shanghai than in European cities, this perceived inferiority of bicycle travel is 

measuring the ability to avoid risk (Pucher and Buehler, 2008; GoodtoChina, 2011). 

 

2.2 Previous VMT Studies 
 

Several VMT demand studies have been conducted recently in order to 

measure the regressivity of taxation policies (West, 2004; Zhang et al., 2009; 

McMullen et al., 2010).  West (2004) finds that policies aiming to reduce emissions 

that place taxes on large engines or that subsidize new vehicles are more regressive 
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than gas or per-mile taxes, due to the price sensitivity of lower income households.  

Her study, which measures these distributional impacts of pollution control policies, 

uses cross-sectional data from the 1997 United States Consumer Expenditure 

Survey1 to model household demand for VMT.  She compares two OLS models and a 

conditional expectation model with overall R squared values between 0.079 and 

0.175, finding income elasticities of VMT demand between 0.08 and 0.17, and price 

of driving elasticities of VMT demand between -0.87 and -1.03.  Family size, the 

number of drivers, the number of household earners, having a male head of 

household, and living within a metro with population greater than four million were 

the demographic variables that maintained significance and maintained positive 

impact on VMT across all three models.  The two dummy variables with maintained 

significance but negative impact were: if the head’s education is greater than high 

school, and if a household had a head older than 64.  

Zhang et al. (2009) reaffirm West’s regressivity results, and find that in 

Oregon a 1.2 cent per mile VMT fee would not have significant regressive impacts in 

the short or long run.  In order for Zhang et al. to measure the distributional impacts 

of a vehicle mileage fee in Oregon, they modeled annual household VMT using the 

339 Oregon households available in the 2001 NHTS, as well as households from six 

states similar to Oregon from the same dataset.  They include three cost and 

demographic variables in their multiple regression model.  Fuel cost per mile and a 

dummy variable for urban households were found to have a negative correlation 

with VMT, while annual household income had a positive correlation.  
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Also curious about regressivity, McMullen et al. (2010) create a VMT demand 

model for the state of Oregon.  They use the 2001 household-level NHTS data in 

order to test the predictive power of a policy model intended to provide an easily 

interpretable distributional impact analysis of a proposed switch from a fuel tax to a 

flat VMT tax.  They find that a roughly revenue neutral switch would not be much 

more regressive than the current gasoline tax.  Each household in the NHTS 

reported income categorically as one of 18 income groups, and each household was 

assigned the median income of their reported group in order for income to be 

regressed as a continuous variable.  A positive and significant income elasticity of 

VMT demanded was found as well as coefficients for other independent variables 

including the number of vehicles the household owns and the number of workers.  

VMT demand has also been modeled  (Greene, 1992; Small and Van Dender, 

2007) in order to measure the rebound effect, which occurs when a decrease in the 

price of per-mile travel due to an increase in fuel efficiency results in an increase in 

VMT.  Greene uses US annual data from 1966 to 1989, while Small and Van Dender 

use pooled state-level cross-sectional data from 1966 to 2001. Greene (1992) finds a 

short run price of driving elasticity with respect to VMT of -0.05 to -0.15, and Small 

and Van Dender report short and long run price of driving elasticities of VMT as -

0.045 and -0.222, respectively.  These two studies find that the rebound effect has 

decreased over time, attributing the diminishing effect both to lower fuel costs and 

to rising incomes, which allow transportation costs to occupy a smaller fraction of 

household budgets than in the past. 
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McMullen and Eckstein (2012, 2013) also model VMT demand in the US, but 

with panel data on urban areas from 1982 to 2009.  In their 2013 paper, preliminary 

models are run in order to examine factors contributing to urban area level VMT 

demand.  In their 2SLS model, an income elasticity of VMT demand is found to be 

0.263 and the real fuel cost elasticity of VMT demand is found to be -0.1542.  Also of 

note in that study, population density is significant and negatively correlated with 

VMT, depending on the urban area’s mix of industry employment.  In their 2012 

study, McMullen and Eckstein use a VMT demand model to determine that VMT and 

GDP do not Granger-Cause one another.  From a policy perspective, this result 

assuages the concern that goals to reduce VMT will adversely impact the regional 

economy. 

Several studies separate the components of price per mile of driving into two 

separate variables: gas price and fuel efficiency.  When including both in his cross-

sectional model, Ficklin (2010) found a gas price elasticity of VMT demand of -0.445 

and a fuel efficiency elasticity of VMT demand of 0.169 with 2001 NHTS data.  Hatz 

(2011) used data for individuals to estimate a VMT demand curve in order to 

investigate the short run fuel price elasticity of demand for VMT.  Using U.S. panel 

data for 10 months across 1,193 individuals from the National Evaluation of a 

Mileage-Based Road User Charge Study, Hatz found the short-run price elasticity of 

VMT demand to be -1.705, also finding income and fuel efficiency to be insignificant 

in determining total VMT.    

In their study to determine the influence of telecommuting on nationwide 

VMT, Choo et al. (2005) differentiate the components of the price of driving into real 
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gasoline price and fuel efficiency in the fashion of Ficklin (2010) and Hatz (2011).  

Choo et al. base the incorporation of these variables on previous studies (Springer 

and Resek, 1981; Gately, 1990; Schimek 1996; Greene, 1992).   Using six level-level 

time-series models for analysis, they find fuel price elasticity of VMT demand to be 

between -0.049 and -0.094.  They also find fuel efficiency elasticity of VMT to be 

between 0.181 and 0.352. 

In order to estimate gasoline demand , Puller and Greening (1999) use 

quarterly panel data to simultaneously estimate demand for VMT, fuel efficiency and 

gasoline. They find after a spike in fuel price, the short term (one business quarter) 

fuel price elasticity of VMT demand is higher than subsequent quarters, and find 

that a household’s VMT response to a change in gasoline price is 3.5 times larger 

than the net adjustment to fuel efficiency.  They explain that when faced with such a 

price spike, the relatively small change in fuel efficiency is due to a decrease in fuel-

efficient miles (e.g. shortening road trip vacations, typically taken in vehicles with 

high MPG), which is both a reduction in total VMT and a simultaneous decrease in 

average household fuel efficiency.    In these models, household VMT was based on 

the price per mile of travel, lagged prices of gasoline, income, the price of 

“maintenance goods and services” and household demographic characteristics 

(Puller and Greening, 1999, p. 41).  Household income, the number of workers, 

having a white head of household2, a high school diploma or greater education, a 

retired head, age of the head  and number of weeks worked by the head and the 

head’s spouse were the demographic variables found to be positively correlated 

with VMT.  While the number of children under 18, being in an urban area, and 
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having a female reference person were found to have a negative relationship to 

VMT. Their study uses 9 years of panel data from the CES, supplemented with EPA 

fuel efficiency data and gasoline price data from the Bureau of Labor Statistics.   

The findings reviewed here can be placed into context by comparing them to 

a review of travel demand literature. Goodwin et al. (2004) performed a ‘blind’ 

literature review of 69 studies with a total of 175 estimations.  With a mean short 

run fuel price elasticity of VMT demand3 of -0.31, the range is found to be -0.13 to -

0.54.  They also find the mean short run income elasticity of VMT to be 0.49 with a 

range of 0.05 to 1.44, however, they did not measure fuel efficiency elasticity of 

demand. 

 

2.3 Previous Bicycle Studies 
 

Public policy researchers have identified several socioeconomic and urban 

planning policies that appear to be correlated with the quantity of bicycling 

demanded.  Pucher and Buehler (2008) spearhead the collection of thought on 

bicycle use and the reasons behind the significant difference in use between the U.S. 

and other developed countries.  They also published a comparative study of North 

American cities that reaffirms the trends found in the intercontinental study 

(Pucher, Buehler and Seinen, 2011).  Policy differences between countries and cities 

were analyzed with a historical perspective, acknowledging the across-the-board 

decline in bike ridership after World War II.  In the 1970s, the European countries 

studied (the Netherlands, Denmark, the United Kingdom and Germany) began to 
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adopt policies to create bicycle infrastructure and to generally improve the 

accessibility and safety of bike networks.  The United States did not adopt bicycle-

oriented policies over the same period, which provided a natural experiment to 

compare the effect of government influence on ridership (Pucher and Buehler, 

2008).    

 A study by Parkin et al. (2008) investigates the determinants of choosing to 

commute to work by bicycle in Britain at the district level. They find that hilliness is 

the most significant physical variable, and also of interest is their finding that every 

additional household automobile reduces the likelihood of choosing to bike by 

roughly 1%.  The study estimates the mode share for bicycle travel rather than the 

demand for BMT, yet much can be taken from their variable selection of their model.   

Parkin et al. include the following significant socioeconomic variables: gender, 

ethnicity, socio-economic classification, age, car ownership and level of qualification 

(Parkin, Wardman and Page, 2008, p. 97).  A notable omission from their model is a 

variable for fuel price, with no mention as to why. 

Reitveld and Daniel (2004) conducted an estimation of bicycle demand in 

order to determine whether city policies (e.g. frequency of stops, the presence of a 

city bike plan, and the directness of the trip) explain variation in quantity of biking 

demanded.  With a sample size of 103 Dutch city-level observations, their results 

reinforce the negative relationship between hilliness and cycling, but also find that 

stop frequency negatively impacts total ridership and the presence of a municipal 

plan for cycling significantly encourages ridership.  This was a pioneering BMT 

demand study, and the researchers therefore present their entire theoretical to 
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allow for future researchers to consider the significance and non-significance of all 

the variables Reitveld and Daniel hypothesized could be important.  Some non-

significant variables to note are: rainfall, the size of a city’s budget, the directness of 

the trip and the amount of motor traffic noise in the city. 

 

This study builds upon the prior literature on VMT demand by using the 

large OHAS dataset with precise distance data and by investigating the relationship 

between VMT and a number of determinants, including bicycling.  By presenting 

methodology for incorporating bicycle travel into a VMT demand model, we can 

determine the extent to which bicycling and driving may be substitutes that can help 

shape future VMT reduction policies.  Because ODOT and MPOs across the state of 

Oregon are exploring policies intended to promote bicycle use, understanding how 

households make tradeoff decisions between bicycle travel and vehicle travel is 

critical for accurate application of GreenSTEP, the Toolkit and other predictive GHG 

models.  BMT and VMT are substitute goods for commutes and other short distance 

travel, therefore the expected relationship is negative.  

                                                        
 
1 The 1997 CES data, with 5343 usable observations, are used for the amount spent 
on gasoline, total expenditures (an alternative to an income variable for measuring 
consumption behavior) and household vehicle information.  Fuel efficiency data is 
gathered from the California Air Resources Board, and gas price data is collected 
from the American Chamber of Commerce Researchers’ Association’s cost of living 
index.  As the study performed by West (2004) is most similar to this thesis, 
differences in data are also important to note. 
2 Puller and Greening use data that is in terms of a reference person, which is the 
person who filled out the CES survey.  While the term respondent is definitionally 
different than the term head of household, for convenience this thesis uses the term 
head of household (alternatively head). 
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3 Goodwin et al. deliver their elasticity findings in metric terms (litres and 
kilometers, etc.), but because elasticities are representations of percentage change 
and because a transformation from metric units to imperial requires only the 
multiplication of a constant (e.g. to change data from terms of liters to gallons, 
divide by 3.75), the elasticities themselves are unchanged in this transformation. 
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3. Methods 
 

This section presents the theoretical motivation behind the analysis of travel 

demand by constructing household demand for VMT and then aggregating to 

market demand.  A discussion of this study’s model specification and descriptions of 

the variables follows.  This section proceeds to a justification of the model 

specification, and concludes with a discussion of endogeneity and the steps taken to 

control for it. 

3.1 Theoretical Motivation 
 

3.1.1Household Demand for VMT 
 

A household has an index of preferences that determines the relative welfare 

of the household called the utility function.  This paper will use the notation 

expressed by McCarthy (2001, p.48) to illustrate this concept:  

              

This equation states that utility is a function of VMT (T) and all other goods 

(x), subject to the household’s preferences, ( ).  VMT and all other goods will be 

consumed until the marginal utility for the goods are equal:  

                 

The locus of points along which a household derives the same utility is called 

an indifference curve.  The value of VMT in terms of giving up all other goods (while 
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maintaining a constant level of utility) is called the marginal rate of substitution 

(MRS)1, which is also the slope of a household’s indifference curve (Snyder and 

Nicholson, 2011, p. 89).   

    
  

  
    

  

  
                

A household’s economic environment is characterized by its income, the 

prices of VMT and the prices of all other goods.  A household’s budget constraint is 

the representation of all options the household has of consuming VMT and all other 

goods subject to an income constraint, represented by the equation below: 

            

Where Y is the household’s income,    is the price of VMT, and    is the price 

of all other goods.  In slope-intercept form:  

   
  

  
  

 

  
 

Where the quantity of all other goods consumed (X) is a function equal to the 

slope ( 
  

  
) times the amount of VMT (T) consumed plus the intercept term (

 

  
) 

(McCarthy, 2001). 

In order to both maximize household utility and minimize household 

expenditure, the household will choose the amount it consumes T and X at the point 

where the indifference curve is tangent to the budget constraint.  This optimization 

principle is followed where the consumer’s MRS and the price ratio of VMT to all 

other goods are equal (Snyder and Nicholson, 2011, p. 110).  Mathematically, this is 

represented below: 
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This phenomenon of optimization is also called the consumer equilibrium 

(McCarthy, 2001, p. 53).  The household demand function for VMT is the aggregation 

of all consumer equilibria as    changes, holding all other aspects of the economic 

environment constant (McCarthy, 2001, p. 54). 

                  

A household’s demand curve for VMT is the graphical representation of the 

demand function for VMT, holding all but    and quantity of VMT consumed 

constant (McCarthy, 2001, p. 55). Because consumers are welfare maximizers, an 

increase in   will cause a decrease in the quantity of VMT consumed, resulting in a 

downward sloping demand curve.  According to McCarthy (2001, p. 47), the demand 

curve is continuous and VMT is a divisible good, which means that distance traveled 

can be increased in fractions of miles (as opposed to discrete goods: try buying a 

fraction of a station wagon).  

 

3.1.2 Market Demand for VMT 
 

Each household faces unique prices for vehicle travel and other goods, has 

unique incomes and holds unique preferences.  Every household acts independently, 

but an aggregation of the demand for the individual households results in the 

market demand for VMT (McCarthy, 2001, p.57)2.    
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Where    is the market demand for VMT,     is the price of VMT faced by 

household i,     is the price of all other goods (it is assumed that all households face 

the same prices for all goods other than VMT),    is household i’s income,    is 

household i's set of preferences. 

A change in    due to a shift in the supply curve will cause a movement along 

the demand curve to a new equilibrium quantity of VMT demanded, but a change in 

other determinants of VMT will shift the demand curve itself (Snyder and Nicholson, 

2011, p. 366).   Important determinants that may shift the demand curve include 

changes in household income, household size, price of compliments (such as 

gasoline) and substitutes (such as transit fares) and evolving household preferences 

for travel and other goods (McCarthy, 2001, p. 58).  

The proportional effect of a change in a determinant on the demand for VMT 

is called the elasticity of that determinant (Snyder and Nicholson, 2011).  For 

example, if a 1% increase in the price of driving resulted in a 0.5% decrease in total 

VMT demanded, the price elasticity of VMT would be 0.5.  Mathematically, the 

general form of an elasticity is represented here: 

     
   

   
 

  

  
 
 

 
 

     

  
 
 

 
 

Where ∆T is the change in VMT demanded, ∆x is the change in explanatory 

variable x when T is the mean value of VMT and x is the mean value of explanatory 

variable x, and 
     

  
 is the derivative of T with respect to x.   
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A convenient estimation of elasticities in demand modeling is through a 

logarithmic specification.  Because the first derivative of log(x) is 
 

 
,  small changes in 

log(T) with respect to log(x) result in: 

  

  
   

 

 
 

In the logarithmic model                    , the coefficient    is the 

slope of T’s change given a change in x, and is represented here: 
  

  
 

 

 
      

 

3.2 Model Specification 
This study’s model is represented by the following equation: 

 

                                                     

                                        

 

VMT is the total number of vehicle miles traveled for which a household 

member was the driver.  If a household member was a passenger in a vehicle for a 

trip, that member’s distance was not included in the calculation of VMT (e.g. if 3 

members of a household traveled to a restaurant in the same vehicle, only the miles 

traveled by the driver are included in this measure of household VMT).  

The process used to define PRICE is as follows: 

Step 1:        is the price per mile of driving faced by vehicle i, calculated using 

the formula below, in which GasPrice is the price of gasoline the household 
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faced on the day the survey was taken, and      is the fuel efficiency of 

vehicle i:  

       
        

    
 

Step 2: PRICE is calculated as the average price per mile of driving faced by the 

household, weighted by the distance each vehicle was driven (     : 

 

       
            

     
 

Step 3: For every household that traveled 0 miles, the value of PRICE is the 

average household fleet fuel efficiency, where N is the number of vehicles in 

a household fleet: 

       
       

 
 

 
 

 

The expected coefficient for PRICE is a negative number, reflecting an 

inelastic short-run price of driving elasticity of VMT demand.  Values found 

previously range from -0.1542 (McMullen and Eckstein, 2013) to -1.03 (West, 

2004). 

HHINC is the continuous variable for representing annual household income.  

Income is theoretically important because any change in income will shift the 

demand curve for VMT.  West (2004) found a short run income elasticity of VMT 

demand to be between 0.08 and 0.17, while Goodwin et al. (2004) find the mean 

income elasticity of vehicle-km to be 0.49 with a range of 0.05 to 1.44.  It is therefore 
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expected that there will be a positive relationship between income and VMT 

demanded.   

BMT is the total number of miles biked by each household.  The theoretical 

relationship between VMT and BMT is negative, and if the two goods are perfect 

substitutes, the magnitude of the relationship would be -1.   

TMT is the number of miles household members travel on bus or light rail.  

Since transit is often suggested as an alternative to driving, this implies that VMT 

and TMT are substitutes and that the expected coefficient on TMT would be 

negative.  

It is assumed that all variations observed in consumption habits are due to 

fluctuations in the household’s economic environment rather than being due to 

preference fluctuations (McCarthy, 2001, p. 60).  In attempt to incorporate into this 

econometric analysis as large a part of a household’s preference set as possible, 

variables to measure relative use and demographic characteristics are included. 

These variables include HHWRK, CHILDREN, HHVEH, BACD, AGE, AGE2 and MPO.  

HHWRK is the number of workers in the household, CHILDREN is the number of 

people under the age of 17 present in the household, HHVEH is the number of 

vehicles in the household, BACD is a dummy variable for the presence of at least one 

household member with an education of at least a bachelor’s degree, AGE is the age 

of the household head, AGE2 is the squared value of AGE and MPO is a dummy 

variable for a household having been surveyed within the border of a metropolitan 

planning organization.   
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Puller and Greening (1999) and West (2004) find a positive correlation 

between household size and VMT, and Zhang et al. (2009) find a positive correlation 

between the number workers and VMT as well as the number of vehicles in a 

household and VMT.  If a household does not have access to a car, or has fewer cars 

than licensed drivers, then the household members will be constrained into 

traveling less and/or using other modes.  A negative correlation for BACD is 

expected based on prior studies (Zhang et al., 2009), although Puller and Greening 

(1999) previously found a positive correlation with education.  This discrepancy 

could be due to the inclusion of only one education dummy by Zhang et al. (for 

greater than high school education) and for Puller and Greening’s inclusion of 

multiple categorical variables  relative to an educational attainment less than high 

school.  AGE, and the squared term, AGE, measure the life-cycle patterns in travel, 

which increase over time and decrease later in life after retirement.  This pattern 

leads to an expectation of a positive relationship between AGE and VMT and an 

expectation of a negative relationship between AGE2 and VMT.  Zhang et al. (2009) 

find the effect of the urban dummy was -0.11, which can be interpreted that urban 

households drive 11% less than rural households; therefore a negative relationship 

between MPO and VMT is expected in this study as well. 

 

 

3.3 Ordinary Least Squares 
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This study first uses a cross-sectional log-log Ordinary Least Squares (OLS) 

model to examine the statewide determinants of a household’s demand for VMT.  

OLS was used in 113 of the 175 estimation equations organized within the review 

performed by Goodwin et al. (2004).  More recent VMT demand studies (McMullen 

and Eckstein, 2013; Zhang, et al., 2009) have utilized log-log OLS as well.  By running 

a regression using the OLS estimator, the results of this study will be directly 

comparable to the bulk of current VMT demand literature, and the results of a log-

log model are easily interpretable elasticities for price and income.  The functional 

form of this model is presented here: 

                                               

                                         

          

Where LVMT is the natural logarithm of VMT, LPRICE is the natural logarithm 

of PRICE and LINC is the natural logarithm of INC.  BMTD and TMTD are dummy 

variables for whether or not a household reported any BMT or TMT, respectively. 

 

                                                        
1 McCarthy (2011) uses the term marginal rate of commodity substitution (MRCS) to 
define the same term.  Because this paper addresses vehicle and bicycle 
transportation, the act of omitting the word commodity is intentional. 
2 This same process of aggregating household demand into market demand is 
documented for a general good, x, by Snyder and Nicholson (2011, p. 368). 
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4. Data 
 

The primary data used in this study was collected between 2009 and 2011 as 

part of the Oregon Household Activity Survey (OHAS) conducted on behalf of the 

Oregon Department of Transportation (ODOT).  The survey took place over the five 

ODOT service regions (R1-R5) and five additional metropolitan planning 

organizations (MPOs) that chose to fund the collection of additional survey data 

within the boundaries of their MPOs1.   

Households participating in the survey maintained a data diary for one day 

on all travel and for activities conducted at the destinations.  At the end of the day, a 

surveyor asked socioeconomic and household demographic questions over the 

phone, and used GPS mapping software to plot the specific routes taken for every 

trip.  Total trip distance was calculated using the GPS coordinates and applying a 

trigonometric distance function. 

Summary statistics for the entire statewide sample, including all regions and 

MPOs are shown in Table 1.  Table 2 shows the number of households in each of the 

five MPOs and the five regions as well as the % of households using different modes 

of travel in each. 

 

Table 1 - Oregon Summary Statistics (N=16053) 

Variable Mean Median Min Max Std. Dev. 
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VMT 41.85 24.55 0 1024.34 58.04 

BMT 0.31 0 0 42.75 1.85 

TMT 0.94 0 0 172.46 5.57 

PRICE 0.13 0.13 0.02 0.35 0.03 

INC 69,649 62,500 7,500 200,000 46,544 

HHWRK 1.24 1 0 6 0.88 

CHILDREN 0.44 0 0 6 0.91 

ADULTS 1.92 2 1 7 0.73 

HHVEH 2.15 2 1 8 1.1 

AGE 56.81 57 12 98 14.21 

BIKES 1.17 0 0 16 1.61 
 

Table 2 - The Number and Percentage of Households Participating in Travel, 
by Mode of Transportation 

  

Region

Total 

HH VMT BMT TMT

All 

Three 

Modes

TMT 

and 

BMT

TMT 

and 

VMT

VMT 

and 

BMT

Oregon 16055 14573 851 952 85 110 789 681

90.8% 5.3% 5.9% 0.5% 0.7% 4.9% 4.2%

Bend 668 604 60 4 1 1 3 50

90.4% 9.0% 0.6% 0.1% 0.1% 0.4% 7.5%

Portland 4054 3594 297 664 48 64 540 242

88.7% 7.3% 16.4% 1.2% 1.6% 13.3% 6.0%

Eugene 3260 1441 160 135 23 29 118 121

44.2% 4.9% 4.1% 0.7% 0.9% 3.6% 3.7%

Salem 1630 1462 66 75 3 4 66 51

89.7% 4.0% 4.6% 0.2% 0.2% 4.0% 3.1%

845 755 36 24 4 6 17 26

89.3% 4.3% 2.8% 0.5% 0.7% 2.0% 3.1%

R2 3260 2948 140 43 5 5 39 116

90.4% 4.3% 1.3% 0.2% 0.2% 1.2% 3.6%

R3 1784 1701 42 3 1 1 3 34

95.3% 2.4% 0.2% 0.1% 0.1% 0.2% 1.9%

R4 1116 1069 33 3 0 0 2 26

95.8% 3.0% 0.3% 0.0% 0.0% 0.2% 2.3%

R5 1103 999 20 1 0 0 1 15

90.6% 1.8% 0.1% 0.0% 0.0% 0.1% 1.4%

Rogue 

Valley
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Table 3 - Map of Study Regions and MPO boundaries 

 

4.1 Quantity Demanded 
 
 Vehicle miles traveled (VMT) measures the total distance over which a 

household member was the driver in a vehicle.  If two household members 

participated in a trip together, one member was reported as a driver and that 

member’s distance was counted as VMT, while the second member was reported as 

a passenger, and that member’s distance counted as passenger miles traveled and 

did not count as VMT.  LVMT is the natural logarithm of VMT, applying the inverse 

hyperbolic sine (IHS) function2 to avoid eliminating household observations where 
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VMT was recorded as zero.  This was necessary since 9.2% of the households in the 

entire sample reported zero VMT. 

The IHS function is a useful way of incorporating zeros into a logarithmic 

function; however, having 9.2% of the dependent variable observations at zero, the 

limit, might hinder the model’s ability to accurately predict VMT.  The presence of 

limit observations encourages the use of a Tobit model.  A further discussion of the 

Tobit model is included in Appendix A, section A.1. 

Bicycle miles traveled (BMT) measures the total distance over which 

household members rode bicycles.  If two household members rode separate 

bicycles along the same route, these were recorded as separate trips.  Transit miles 

traveled (TMT) measures the total distance over which household members rode 

busses or light rail on the day of the survey.  If two household members participated 

in transit travel together, the travel was recorded as two distinct trips.  LBMT and 

LTMT are the natural logarithms of BMT and TMT, respectively, transformed with 

the IHS function that was applied to VMT. 

 It is clear from Table 2 that the majority of households did not participate in 

either bicycle travel or transit travel.  At the state level, only 5.3% of households 

made trips by bicycle and 5.9% of households made transit trips.  This low usage 

may distort the interpretation of LBMT and LTMT because these variables are 

continuous for only a fraction of their observations.  If there is a distinct difference 

between households with zero BMT and households with positive BMT, then the 

incorporation of a dummy variable (where a value of 1 is given for the presence of 
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non-zero BMT and a 0 is given otherwise) into the VMT demand model could 

adequately account for the difference.  The same is true for TMT.  The presence of 

such a structural difference can be measured with a Chow test.   

4.2 Price of Driving 
 

Fuel price data comes from several sources.  The Portland Metro, the Mid-

Willamette Valley Council of Governments and the Lane Council of Governments 

document average gas price on a weekly basis within their MPOs.  The U.S. Energy 

Information Administration provides a West Coast Average by week, which was 

applied to the other regions.  For all households, this average weekly fuel price was 

assigned based on their region and for the day of survey participation. 

Vehicle fuel efficiency was determined by the U.S. Department of Energy’s 

database on fuel economy information.  Any vehicle that could not be matched to a 

make and model was given an average fleet efficiency for the year it was 

manufactured, and any vehicle manufactured before the year 1975 was given a fuel 

efficiency of 15 miles per gallon3.   

4.2 Income 
 

 OHAS surveyed households for the tier of household income to which they 

belong, as presented in table 1.  This study translates this tier system into 

continuous variable for income, where each household is assigned the median value 

(HHINC) of income from the category the respondent selected.  LINC is the natural 

logarithm of HHINC.  
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4.3 Demographic Variables  
 

A household’s size (HHSIZ) is defined as the number of people living at the 

residence on the day of the survey.  In the model presented here, the household size 

is presented as a combination of the number of people living at the residence 17 or 

above (ADULTS) and the number of people living at the residence under 17 

(CHILDREN). This study uses the count variable HHVEH, which is a variable 

measuring the number of cars in a household.  Age was reported as a positive 

integer in this survey.  The variable AGE is the reported age of the household’s 

survey respondent and  AGE2 is the squared value of AGE.  The number of workers 

in the household (HHWRK) is an integer also, never more than the total number of 

members in a household.  A dummy variable for the presence of one or more 

members with a four-year college degree (BACD) is included.  In the data used, 

8,438 households contained at least one member with a Bachelor’s degree or higher. 

This study also includes the variable BIKES, which is a count variable 

measuring the number of bicycles within a household.  It is used as an instrumental 

variable for BMT in the 2SLS regression.  To attain the logarithmic variable LBIKES, 

the IHS function is also applied to BIKES. 

 

4.4 Region 
 

The variable MPO is a dummy variable given a value of 1 when the household 

surveyed is within one of the five MPO regions (Bend, Portland, Eugene, Salem and 

Rogue Valley) and is given a value of 0 when the household surveyed is within one 
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of the four non-MPO regions (Regions 2-5).  This grouping was decided upon as the 

best way to represent the dichotomous urban and rural areas in the state.  From 

Table 2, it is evident that most of the transit ridership takes place within the urban 

regions and a majority of the biking takes place within these regions as well.  

However, there are noticeable differences between regions within the MPO 

classification (e.g. Bend’s high bicycle travel rate and comparatively low transit rate) 

and between regions within the non-MPO classification (e.g. almost 8% of 

households in Region 5 report no travel at all).  Such differences may limit the 

predictive ability of an MPO dummy, therefore, Chow tests will be conducted for 

these sub-groups as well. 

4.5 Omitted observations 
 

The OHAS data has a total 17484 household observations, and the use of 

several variables reduces the number of usable observations.  For the variable INC, 

1182 households either answered D/K for did not know, or refused to answer.  270 

household respondents did not report an age for themselves.  81 households did not 

have a corresponding GasPrice because of data coding errors.  36 households had 

missing observations for the variable BIKES For most of the models presented here, 

there are 16054 useable observations.  The summary statistics in Tables 1 and 2 are 

presented for this sample. 

 

                                                        
1According to ODOT’s regional service map, Region 1 is the Portland MPO.  Because 
the Portland city government elected to have additional surveys conducted, 
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information was gathered for both Region 1 and for the Portland MPO, and because 
Region 1 and the Portland MPO are the same region, all of the data for these two 
regions is presented here as the region Portland.  
2 According to Kennedy (2008, p. 107), “the inverse hyperbolic sine function sinh-1 
can circumvent the problem of zero or negative values… sinh-1(θy)/θ transforms y 
to ln[θy+(θ2y2+1)0.5]/ θ… ”  In the specification presented in this paper, θ=1. 
3 According to a correspondence with Alex Bettinardi, an analyst for ODOT’s 
Transportation Planning Analysis Unit.  
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5. Results 
 

Using model A1, presented in Table 4, a preliminary model was run in order to 

determine whether the inclusion of MPO, a rural/urban dummy variable, is 

beneficial.  A Chow test2 was conducted, and an F statistic of 15.66 was returned, 

signifying a significant structural break between the two groups.  Based on these 

results, MPO is included in all models presented in this section.  Because the 

interpretation of variables in semi-logarithmic models can be cumbersome, the 

interpretations of MPO and other measured variables are shown in Table 5.    
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Table 4 - Model A 

 

Table 5 - Coefficient Interpretations 

Variable 
Functional 
Form Coefficient Interpretation   

LVMT natural log   
LPRICE 
LGasPrice 

natural log 
natural log 

Price elasticity of VMT 
Gas Price elasticity of VMT 

LINC natural log Income elasticity of VMT 

LBMT natural log %∆ in VMT resulting from a %∆ in BMT 
 LTMT natural log %∆ in VMT resulting from a %∆ in TMT 
 BMTD dummy variable %∆ in VMT if a household has positive BMT* 

TMTD dummy variable %∆ in VMT if a household has positive TMT* 

HHWRK linear %∆ in VMT induced by an additional worker 

y=LVMT (OLS A)

Coefficient Estimate & t-value

Intercept -1.4873 *

-6.09
LPRICE -0.2613 *

-6.10
LINC 0.2463 *

13.85
LBMT -0.4395 *

-16.80
LTMT -0.1790 *

-11.34
HHWRK 0.3365 *

21.38
CHILDREN 0.1438 *

11.24
HHVEH 0.2568 *

21.52
BACD 0.1564 *

6.41
AGE 0.0470 *

8.80
AGE2 -0.0005 *

-10.52
MPO -0.2514 *

-10.49
R Squared 0.2395
* Statistically significant at the 5% level



35 
 

CHILDREN linear %∆ in VMT induced by an additional child 

HHVEH linear %∆ in VMT induced by an additional vehicle 

BACD dummy variable %∆ in VMT if a HH member has a bachelors* 

AGE linear %∆ in VMT by an additional year of respondent 

AGE2 quadratic The change in marginal effect of AGE 

MPO dummy variable %∆ in VMT if a household is within an MPO* 
* the coefficient must first be transformed using the estimator originally 

presented by Kennedy (1981):            
 

 
          

 
 

A Hausman test was conducted to determine if the variable BMT was 

endogenous to the VMT demand model.  A discussion of the test can also be found in 

the Appendix and a presentation of the results can be found in table 13 Despite 

finding no evidence of BMT’s endogeneity, concerns of misspecification continued to 

linger3.  The coefficient of LBMT in model A is almost twice as large as both the price 

elasticity and the income elasticity.  This raises a red flag, because less than 6% of all 

households reported any bicycle travel.  A Chow test was run to determine if there 

was a difference in observed behavior between households that bike and 

households that do not, and a significant Chow statistic of 6.08 was found.  These 

test results suggest the use of two separate models  for VMT: one for households 

reporting positive BMT and one for households reporting zero BMT.   A Chow test 

was also run for TMT to determine if households reporting TMT consume VMT 

differently, and a Chow statistic of 7.84 was found, signifying a structural break, 

similar to the break found for BMT.   

The significance of these two Chow tests suggests the need for four unique 

models of VMT: 1) a model incorporating only households that consumed bicycle 
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travel, 2) a model incorporating only households that reported zero trips by bicycle, 

3) a model for households consuming transit travel and 4) a model for households 

that did not use public transit.  Results for the four separate regressions are shown 

in Table 6.   

Table 6 - VMT Substitute Models 

 
 

There are 850 usable observations for households reporting at least one trip 

by bicycle, presented in model 1 of Table 6, with an R squared of 0.239.  Only four 

variables are found to significantly impact VMT demand for households that report 

BMT: LBMT, HHWRK, CHILDREN and HHVEH.  Because the sample is relatively 

y=LVMT Bike Households Non-Bike HHs Transit HHs Non-Transis HHs

Coefficient Estimate & t-value Estimate & t-value Estimate & t-value Estimate & t-value
Intercept 0.1530 -1.5589 * -2.1526 * -1.3753 *

0.12 -6.26 -2.24 -5.41
LPRICE -0.0070 -0.2861 * -0.3585 * -0.2548 *

-0.04 -6.51 -2.14 -5.75
LINC 0.1188 0.25307 * 0.3691 * 0.2388 *

1.3 13.97 5.00 13.07
LBMT -0.3155 * -0.2433 * -0.4658 *

-4.84 -0.86 -16.55
LTMT -0.0775 -0.190306 * -0.0430

-1.50 -11.51 -3.61
HHWRK 0.5182 * 0.329526 * 0.4853 * 0.3242 *

6.42 20.6 6.60 20.13
CHILDREN 0.3135 * 0.131005 * 0.3048 * 0.1329 *

5.51 10 6.39 9.99
HHVEH 0.5166 * 0.244398 * 0.4838 * 0.2453 *

7.91 20.26 8.86 20.14
BACD 0.1111 0.1608 * -0.0894 0.1750 *

0.74 6.51 -0.79 7.03
AGE -0.0091 0.047678 * -0.0318 0.0489 *

-0.24 8.81 -1.22 8.87
AGE2 0.0001 -0.000515 * 0.0003 -0.0005 *

0.38 -10.69 1.27 -10.78
MPO -0.0274 -0.258138 * -0.5142 * -0.2482 *

-0.21 -10.62 -2.65 -10.25
R squared 0.239 0.235 0.284 0.235
F- statistic 25.3 469 35.3 466
N 850 15203 951 15102
* Significant at the 5% level
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small, with an N of 850, these results are far from conclusive, however, it is valuable 

for policymakers to understand what impacts driving decisions for households that 

bike.  LBMT is found to be -0.3155, interpreted as a 32% decrease in household VMT 

with a 100% increase in BMT.  The coefficient for HHWRK is reported to be 0.5182, 

interpreted as a 52% increase in VMT with the addition of another worker.  The 

coefficient for CHILDREN is 0.3135, interpreted as a 31% increase in VMT for the 

addition of another child in the household.  The coefficient for HHVEH is 0.5166, 

interpreted as a 52% increase in VMT given an additional household vehicle.  

There are 15203 observations for model 2 with an R squared of 0.24.  This is 

the VMT demand model for all households that reported zero trips by bicycle, and 

all of the included explanatory variables are found to be significant within this 

model.  The coefficient for LPRICE is -0.29, and is the price of driving elasticity of 

VMT demand.  The coefficient for LINC is 0.25 and is the income elasticity of VMT 

demand.  LTMT is the natural logarithm of reported transit miles traveled, and the 

value of -0.19 can be interpreted as a 19% decrease in VMT with a 100% increase in 

transit travel.  The coefficient for HHWRK is 0.33 and is interpreted as a 33% 

increase in VMT for an additional worker.  The coefficient for CHILDREN is 0.13 and 

is interpreted as a 13% increase in VMT with an additional child.  The coefficient for 

HHVEH is 0.244 and is interpreted as a 24% increase in VMT for an additional 

household vehicle.  BACD is a dummy variable with a coefficient of 0.16, which can 

be interpreted using the Kennedy transformation discussed in table 5 as a 17% 

increase in VMT when at least one household member has a bachelor’s degree.  AGE 
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and AGE2 can be interpreted in model 2 as an increase in VMT for each additional 

year of the respondent’s age at a rate of 5% which diminishes by .05% a year.  The 

MPO variable is interpreted as a 23% reduction in VMT if a household lives within 

the boundaries of a metropolitan planning organization. 

Model 3 estimates VMT demand for households that use public transit, with 

an N of 951 and an R squared of 0.284.  The coefficients for LTMT, BACD, AGE and 

AGE2 are not found to be significant within this model.  The value of -0.36 for 

LPRICE is interpreted as a price of driving elasticity of VMT demand.  The coefficient 

value of 0.37 for LINC is the income elasticity for VMT demand.  LBMT is significant 

in this model, with a coefficient of -0.24 interpreted as a 24% decrease in VMT with 

a 100% increase in BMT.  HHWRK has a coefficient of 0.49, interpreted as a 49% 

increase in VMT for an additional worker.  CHILDREN has a coefficient of 0.30, 

interpreted as a 30% decrease in VMT with an additional household child.  HHVEH 

has a coefficient of 0.48, interpreted as a 48% increase in VMT with an additional 

household vehicle.  MPO was also significant with a coefficient of -0.51, which can be 

interpreted using the Kennedy transformation discussed in table 5 as a 51% 

decrease in VMT if a household is located within the boundary of a metropolitan 

planning organization. 

Model 4 estimates VMT demand for households that do not use public transit, 

with an N of 15102 and an R squared of 0.235.  The coefficient of LPRICE is -0.25, 

which is the price elasticity of VMT demand.  The coefficient of LINC is 0.24 is the 

income elasticity of VMT demand.  LBMT is the natural logarithm of BMT and the 
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coefficient of -0.47 is interpreted as a 47% decrease in VMT for a 100% increase in 

BMT.  The coefficient for HHWRK is 0.32, interpreted as a 32% increase in VMT with 

an additional worker.  The coefficient for CHILDREN is 0.13 and is interpreted as a 

13% increase in VMT for an additional household child.  The coefficient for HHVEH 

is 0.48, which is interpreted as a 48% increase in VMT with an additional household 

vehicle.  BACD is an educational dummy variable with a coefficient of 0.18, which 

can be interpreted using the Kennedy transformation discussed in table 5 as a 19% 

increase in VMT when at least one household member has a bachelor’s degree.  AGE 

and AGE2 can be interpreted in model 4 as an increase in VMT for each additional 

year of the respondent’s age at a rate of 5% which diminishes by .05% a year.  The 

coefficient of MPO is -0.25, which can be interpreted using the Kennedy 

transformation discussed in table 5 as a 22% decrease in VMT if a household is 

located within the boundaries of a metropolitan planning organization. 

5.2 Specification with Alternative Variables 
 

Given the small number of households using transit or bicycles, we continue 

the study using a dummy for households utilizing bicycles (BMTD) and transit 

(TMTD) as alternative specifications to the use of LTMT and LBMT.  Table 7 shows 

the alternative model specification using dummy variables for bicycle and transit 

ridership as well as alternative specifications for price.  In particular, I use 

LGasPrice, which is the natural logarithm of the price of gasoline.  
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Table 7– Specification for Price and Distance Variables 

 

 

y=LVMT (OLS A) (OLS B) (OLS C) (OLS D)
Coefficient Estimate & t-value Estimate & t-value Estimate & t-value Estimate & t-value
Intercept -1.4873 * -1.4791 * 0.0545 0.1057

-6.09 -6.05 0.22 0.43
LPRICE -0.2613 * -0.2660 *

-6.10 -6.20
LGasPrice -0.9538 * -0.9897 *

-7.57 -7.85
LINC 0.2463 * 0.2430 * 0.24228 * 0.2391 *

13.85 13.65 13.70 13.51
LBMT -0.4395 * -0.4334 *

-16.80 -16.74
LTMT -0.1790 * -0.1728 *

-11.34 -10.97
BMTD -0.9419 * -0.9335 *

-16.50 -16.55
TMTD -0.5767 * -0.5598 *

-11.51 -11.23
HHWRK 0.3365 * 0.3376 * 0.34394 * 0.3455 *

21.38 21.42 21.88 21.96
CHILDREN 0.1438 * 0.1495 * 0.13808 * 0.1438 *

11.24 11.55 10.83 11.16
HHVEH 0.2568 * 0.2570 * 0.25268 * 0.2526 *

21.52 21.51 21.35 21.31
BACD 0.1564 * 0.1547 * 0.1792 * 0.1783 *

6.41 6.33 7.41 7.36
AGE 0.0470 * 0.0476 * 0.04524 * 0.04585 *

8.80 8.90 8.49 8.59
AGE2 -0.0005 * -0.0005 * -0.0005 * -0.0005 *

-10.52 -10.61 -10.22 -10.3
MPO -0.2514 * -0.2533 * -0.1004 * -0.0956 *

-10.49 -10.55 -2.94 -2.79
R Squared 0.2395 0.2380 0.24 0.238
* Statistically significant at the 5% level
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Models A and B include the variable LPRICE because theoretically, 

households make driving decisions based on the price per mile of driving.  The 

intention behind the specification of PRICE was to provide each household’s 

observation with as close an approximation of the price per mile of driving as 

possible.  Previous studies to include the price per mile of driving (McMullen et al., 

2010; Greene, 1992) calculate this price by divide fuel price by average fuel 

efficiency, the difference in this study being vehicle-specific fuel efficiency and a 

further weight based on the household’s choice of vehicle.  Both of these 

incorporations were intended to improve the calculation of price elasticity, but 

there are two specific reasons why LGasPrice is perhaps a more useful 

representation of the price of driving: because LPRICE may be endogenous, and 

because people may react to the price of gasoline and fuel efficiency differently, 

especially in the face of short term price shocks as studied by Puller and Greening 

(1999).   

The concern of endogeneity arises from the specification of the variable 

PRICE, which includes each vehicle’s fuel efficiency and is weighted with each 

vehicle’s distance traveled.  The presence of a self-selection bias in the fuel efficiency 

of a household’s vehicle fleet could have been predetermined by a prior prediction 

of distance traveled, however, the assumption is made here that households do not 

change their vehicle fleets and therefore fuel efficiency is exogenous in a model of 

short-term VMT.  The inclusion of VMT in the definition of PRICE makes VMT a 

function of itself, which could result in correlation between LPRICE and the error 
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term.  Because this measure of price may have exacerbated possible endogeneity, 

Models C and D do not incorporate it at all.  Studies that are interested in 

understanding the relationship between fuel efficiency and travel decisions must 

first ensure that their models eliminate the self-selection bias caused by travel 

expectations. 

As seen in Model A the coefficient of LPRICE is -0.26.  Values found 

previously range from -0.1542 (McMullen and Eckstein, 2010) to -1.03 (West, 2004) 

and -0.26 falls on the lower end of this range, reflecting an inelastic short-run price 

of driving elasticity. The coefficient value 0.25 for the variable LINC represents the 

income elasticity, and is well within values found previously.   

The coefficient found in Model A for LBMT is -0.44: almost twice as large as 

both the price elasticity and the income elasticity.  The coefficient of LTMT is -0.18, 

interpreted as an 18% decrease in VMT for a 100% increase in TMT.  The variables 

HHWRK and CHILDREN have positive signs, with the magnitude of HHWRK the 

larger of the two.  This is consistent with literature and makes logical sense as well.  

The addition of another child will require more miles travelled, but not as many as 

an additional worker, who makes trips to and from a worksite and has more 

autonomy to travel than a child who is unable to obtain a drivers license.  The 

coefficient for BACD is 0.16 and the standard error is 0.024, which can be 

interpreted using the Kennedy transformation discussed in table 5 as a 17% greater 

consumption of VMT for households with at least one educated member over 

households without educated members.  This result adds to the ongoing uncertainty 
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about the effect of education on driving behavior in the literature; West (2005) 

found a negative relationship between VMT and an education dummy variable, 

while Puller and Greening (1999) found a positive relationship.  AGE and AGE2 were 

found to have coefficients of 0.047 and -0.0005 respectively.  The positive coefficient 

for AGE is consistent with literature and the negative coefficient for AGE2 fits with 

the theoretical life cycle behavior of decreased driving after retirement. 

In model B, the coefficient for the bicycle dummy, BMTD, is found to be -0.94, 

and in model D the corresponding coefficient is -0.93.  Using the Kennedy 

transformation discussed in table 5, BMTD in these two equations can be 

interpreted as decreasing the total VMT in a household by roughly 61% if the 

household decides to make at least one trip by bicycle.  The coefficient for TMTD, 

can be interpreted in the same way, implying in Model B a 44% and in Model D a 

43% decrease in household VMT if a household decides to make at least one trip by 

public transit.  Between models A and B, the coefficients for all other variables are 

relatively unchanged by the functional form change from LBMT and LTMT to BMTD 

and TMTD.  The explanatory variable affected the most is LPRICE, with an absolute 

change of 0.0047 (a percentage change of 1.8% from model A to model B).  Between 

Models C and D, LGasPrice was the most affected significant variable, with a 3.8% 

increase in magnitude from C to D.   

In Model C, the coefficient for LGasPrice is -0.96, and can be interpreted as 

the gas price elasticity of demand for VMT.  A similar elasticity of -0.99 is found in 

model D.  These are relatively high estimates, with previous researchers finding gas 
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price elasticities as low as -0.049 (Choo et al.,2005), however it is well within the 

bounds of recently reported figures.  Hatz (2011) found a gas price elasticity of -

1.71, which places the value of -0.95 roughly at the midpoint of values found in the 

literature.  The adjusted R squared statistics found in all four of the models are 

similar, but between the specifications of price, two distinct differences warrant 

discussion.  In models C and D, the intercept is not significantly different than zero, 

and the coefficient value for MPO fell 60% from the reported values in models A and 

B.  One interpretation of these differences is that the regional dummy variable 

captures the household response to change in price of gasoline when price is 

represented as LPRICE, and the intercept loses significance because the omitted 

non-MPO regions lost their predictive power. 

 

5.4 Discussion 

When household demand for VMT is separated by the whether or not a 

household traveled by bicycle, several interesting trends are observed.  The R 

squared in model 1 of 0.239 is roughly equal to the R squared found not only in 

model 2 but also for models 4, A, B, C and D as well.  Once this equality in goodness 

of fit is recognized, attention is drawn to model A’s significant determinants.  While 

all of the explanatory variables in model 2 are significant at the 5% level, model 1 

finds significance in only four variables: LBMT, HHWRK, CHILDREN and HHVEH.  

Because model 1 exclusively uses households that consume BMT, the significance of 
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LBMT is not surprising.  Equally as interesting for households that travel by bicycle 

is that the price of driving and income are not significant in determining VMT.   

Model 3 has the best fit of the eight models presented here, with an R 

squared of 0.28.  Because this model includes only households that used public 

transit, the non-significance of LTMT is surprising especially given the significance 

of LTMT and TMTD across models A, B, C and D.  One interpretation is that the 

households using public transit see the mode as a supplement to vehicle travel, as 

opposed to a complete substitute.  It is also worth noting the significance of LBMT in 

model 3, which implies that the 110 households that consumed both BMT and TMT 

have vehicle proclivities strong enough to be consistently and significantly negative 

across all models.   

The results found in models 2 and 4 are similar to the results of models A, B, 

C and D.  Each of the coefficients found in 2 and 4 are extremely close to values 

found in table 7, with less than a 10% difference between any given variable.  For 

example, the values found for the HHVEH in models 2 and 4 are 0.244 and 0.245 

respectively, which are roughly 4% lower than the HHVEH coefficients found in 

table 7.  These similarities add further evidence to the importance of models 1 and 3 

because those two models capture variation otherwise distorted when the entire 

sample of 16054 is modeled.  Another way to compare the models is by the sample 

VMT.  Table 8 reports the summary statistics specifically for VMT, and an immediate 

consideration is the large difference in mean values found in 1 and 3 versus the 

mean values found in all other models.  Not only do bicycle and transit users 
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consume VMT differently, but they consume significantly less vehicle travel than 

other households.  Those households with positive BMT and the households with 

positive TMT consumed on average 63.8% and 63.7% fewer vehicle miles than 

those with zero BMT or TMT respectively. 

 

Table 8- Cross-Model VMT Comparative Statistics 

 

Across all models presented in this study the bicycle variables, whether 

defined as BMT or as a dummy, maintain significant influence on the amount of 

vehicle travel consumed by households, controlling for price fluctuations, income 

disparities, and other demographic differences.  Because such a small percentage of 

the OHAS observations report positive bicycle and transit travel, hesitation is 

warranted for the provision of definitive conclusions on the effect BMT or TMT has 

on the reduction of household VMT.  That said, there is clearly a significant 

difference in VMT consumption for households that do consume these substitutes.  

Interpreting the dummy variables from models B and D, there is a 60% difference in 

VMT consumption between households that do and do not report BMT, which 

warrants further research on bicycle and vehicle travel decision-making.  Eventually 

BMT demand studies will incorporate quantitative measures for route safety, which 

Model Mean Median Min Max Std. Dev.

OLS A 41.85 24.55 0 1024.3 58.04

Bike HHs 27.23 14.74 0 327.08 38.84

Non-Bike HHs 42.67 25.22 0 1024.3 58.82

Transit HHs 27.27 16.73 0 429.6 35

Non-Transit HHs 42.77 25.25 0 1024.3 59.07
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Pucher and Buehler (2008) find is consistently a large deterrent from bicycle 

ridership.  In order to use such measures, link-level safety must be quantified for 

every roadway and bike path.  This work is feasible using GIS, and can be then 

applied to demand functions using GPS coded data similar to the OHAS. 

The results of this study do not provide evidence for why this behavioral 

difference exists or how it can be influenced by policymakers, however, this paper 

provides quantitative evidence that such a difference is important.  Households that 

consume BMT do not make daily driving decisions based on the price of driving and 

are not induced to further driving by increasing incomes.  Future research may be 

able to investigate why these attitudes exist.  One possible justification is that a 

household’s decision to bike is a measure of the environmentalist ethic, in which 

bicycle travel not only as substitute for vehicle travel but that the bicycle is a 

morally preferred mode of transportation. 

 

                                                        
1 The models presented in the body of this thesis (tables 4, 6 and 7) have been run 
with robust standard errors in order to control for heteroskedasticity. 
2 A Chow Test is an F test used to test the differences in functions by grouping 
observations.  The Chow Statistic can be defined as: 
 

  
                 

         

         

   
 

Where      is the pooled sum of squared residuals,      is the sum of squared 
residuals for group 1,       is the sum of squared residuals for group 2, n is the 
number of observations in the regression, and k is the number of explanatory 
variables in the regression (Wooldridge, 2009).  A Chow test can also be conducted 
on a model with more than two distinct groups.  
3 It has come to my attention that biking households were intentionally over-
sampled in the Portland MPO and that this might be a factor in finding such large 



48 
 
                                                                                                                                                                     
coefficients for the BMT and BMTD variables.  In future studies efforts should be 
made to apply weights to adjust for this possible bias. 
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6. Conclusion 
 

The Oregon Legislature has mandated GHG emissions from light duty 

vehicles be reduced to at least 75% below 1990 levels by 2050.  In order to meet 

this goal, a comprehensive plan will be put into place, involving investment into 

alternative fuels, emissions standards and reductions in total vehicle use.  The 

Oregon Department of Transportation is developing planning models, in particular, 

the GreenSTEP model and the GHG reduction Toolkit in order to accurately predict 

behavioral reactions to policy changes.  Both of these models incorporate the 

interaction between bicycle use, transit use and vehicle use.  Importantly, ODOT 

uses the price elasticity and income elasticity as a kind of sensitivity analysis to 

compare the GreenSTEP model’s predictions.  These models must be as accurate as 

possible in order to predict behavioral responses to policies as far away as 2050. 

This study provides Oregon-specific values of the use in GreenSTEP and 

other predictive models using cross sectional household data from the most recent 

Oregon Household Activity Survey (OHAS).  This data set includes GPS trip level 

data, allowing for precise distance measurements for all trips made by households 

across all modes of transportation, including bicycle and transit trips.  Several 

models of VMT demand are estimated using theoretically important determinants of 

travel demand.  The inclusion of the price of gasoline provides a price elasticity and 

the inclusion of income provides an income elasticity specific to Oregon to be 

compared to the nationwide elasticities currently used by ODOT.  Demographic 
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variables, such as the number of workers and the presence of educated members in 

a household, are included to incorporate common household preferences for travel 

consumption.  The variables bicycle miles traveled (BMT) and transit miles traveled 

(TMT) by a household are included because these modes of transportation are 

substitutes for vehicle travel. 

ODOT currently uses income elasticities of between 0.43 and 0.44 derived 

from the 2001 data from the National Household Activity Survey (NHTS) in the 

sensitivity test of the GreenSTEP model.  Four of the models estimated here are 

aggregate models used to comparisons between the per-mile price elasticity of VMT 

demand and the gasoline price elasticity of VMT demand, as well as to compare a 

continuous, logarithmic representation of bicycle travel and transit travel to dummy 

variables for the consumption of these two modes.  Across all of the aggregated 

models presented herein, a consistent income elasticity of 0.24 is found.  These can 

be interpreted as a household increase in vehicle travel by 2.4% resulting from a 

10% increase in income (from $30,000 to $33,000 per year).  Price-per-mile 

elasticities of VMT demand of -0.26 and -0.27 were found, and price of gasoline 

elasticities of -0.95 and -0.99 were found as well.  

This study also estimated four partitioned models: 1) a model incorporating 

only households that consumed bicycle travel, 2) a model incorporating only 

households that reported zero bicycle trips, 3) a model for households consuming 

transit travel, and 4) a model for households that did not use public transit.  From 

analysis of these partitioned models, I find evidence that households participating in 
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bicycle travel do not consider the price of driving or income when making vehicle 

travel decisions.  For households using public transit, the distance traveled using 

transit is not significant in impacting a household’s consumption of VMT.  For these 

partitioned models, price elasticities ranging from -0.25 to -0.36 are found, and 

income elasticities ranging from 0.24 to 0.37 are also found.  

This study has found significant reductions in VMT for households that 

participate in bicycle travel and transit travel with resulting 63.8% and 63.7% 

reductions, respectively.  The results of any single model presented here cannot 

confidently determine the magnitude of the relationship between bicycle travel and 

vehicle travel.  With that said, an examination of all of the models and the consistent 

significance of bicycle travel leads to the conclusion that households choosing to 

travel by bicycle consume vehicle travel in a way distinct from other households.  

These results show that households in Oregon using bicycles or travel by public 

transit consume VMT in a different way than households that travel exclusively by 

automobile.  If the Oregon legislature and ODOT wish to reduce GHG emissions, 

policies placing emphasizing bicycle and transit travel will certainly be necessary.   

In order to better understand household bicycle and transit usage, future 

quantitative research should focus on determinants of bicycle ridership, including 

link-level safety analysis, hilliness, and other physical characteristics.  GIS data is 

becoming easily accessible, and spatial econometric studies with these variables are 

possible, even now.  Such data can be used either as explanatory variables in a BMT 

demand model or as instruments for BMT in future VMT demand studies.  Another 
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step forward using GIS is to quantify population density, even to the zonal or 

neighborhood level.  Urban and rural dummy variables have been a crude way of 

measuring the effects of population density, and combining these data with demand 

studies for bicycle travel demand could answer many questions.   
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The Appendix is broken into five subsections.  The first discusses choice of 

estimation method, in which three models are compared: an OLS semi-logarithmic 

model, an OLS level and a Tobit model. The second subsection is a brief discussion 

on the exclusion of a dummy variable for gender and a dummy variable for race, two 

variables often included in studies measuring VMT demand.  The third subsection is 

an investigation of the incorporation of household size with three alternative 

specifications. The fourth subsection presents and discusses a 2SLS model run in an 

attempt to test and correct for the potential endogeneity of BMT.  The appendix 

concludes with several estimations of regional significance.  There are variables 

included in the Appendix that are not referenced in the methodology, and the 

definitions of these variables are presented here: 

Intercept 2 – an ancillary statistic found during the process of running a Tobit 

model.  If the value is exponentiated, Intercept 2 can be compared to 

[residual variance]0.5 

WHITE – a dummy variable with a value of 1 for a household head self-

identifying as white 

MALE – a dummy variable with a value of 1 for a male household head 

ADULTS – the number of persons over 16  years of age in a household 

Bend, Portland, Salem, Eugene, Rogue Valley (RV)- OHAS regions falling within 

the previous ‘MPO’ designation. 

R2, R3, R4, R5 ɀODOT service regions, designated as ‘non-MPO’ regions. 
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A.1 – Estimation Method 

 

Because 1482 households (roughly 1/10th of the observations) reported zero 

VMT on the day of observation, a model specification decision had to be made.  Most 

VMT literature presents OLS semi-log form due to the ease of interpretation and the 

ability to compare results across studies.  However, the semi-logarithmic form 

presented in this thesis requires an intentional manipulation of the data in order to 

maintain the observations with zero VMT reported.  Two alternative options 

presented themselves as potential solutions.  The first was to use a Tobit model, and 

the second was to use a level-level OLS model.  Table 9 compares these two 

alternative specifications to model A. 
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Table 9– Specification Comparison 

 
 

(Tobit) (OLS level) (OLS A)
Coefficient Estimate & z-value Estimate & t-value Estimate & t-value
Intercept 1 -8.8210 6.8671 -1.4873 *

-1.36 1.18 -6.27
Intercept 2 4.0524 *

585.14
PRICE -35.2875 * -17.2553

-2.30 -1.25
LPRICE -0.2613 *

-5.96
INC 0.0001 * 0.0001 *

9.26 8.84
LINC 0.2463 *

14.54
BMT -2.8869 * -1.9106 *

-10.13 -8.14
LBMT -0.4395 *

-20.26
TMT -0.4190 * -0.2971 *

-4.64 -3.82
LTMT -0.1790 *

-12.08
HHWRK 10.1579 * 8.3354 * 0.3365 *

15.08 13.64 21.53
CHILDREN 2.5999 * 1.9340 * 0.1438 *

4.27 3.48 10.20
HHVEH 10.4067 * 9.5375 * 0.2568 *

21.62 21.62 22.77
BACD 4.3348 * 3.2419 * 0.1564 *

4.14 3.43 6.47
AGE 0.8998 * 0.4691 * 0.0470 *

4.03 2.35 9.27
AGE2 -0.0100 * -0.0057 * -0.0005 *

-5.10 -3.25 -11.29
MPO -18.0607 * -16.5260 * -0.2514 *

-17.22 -17.44 -10.45

R squared 0.1315 0.132 0.1026
* Statistically significant at the 5% level

 **In order to compare R Squared values with level models, the correlation of 

y to m is reported, where m=exp((log(y)hat)).
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9.2% (1,482 observations) of households reported driving zero miles.  The 

presence of such limit observations implies that if households had a choice, some 

would drive negative miles in order to achieve a higher level of utility.  According to 

Wooldridge (2009), OLS is inappropriate because a heavy density at zero prohibits a 

normal distribution.  The presence of limit observations encourages the use of a 

Tobit model for both demand equations.  

According to Kennedy (2008), the Tobit model employs maximum likelihood 

estimation in two ways in order to correct for a high density of limit values.  For the 

observed values of VMT and BMT, the model determines the probability of achieving 

that observation.  A normal distribution is assumed for these observations 

(Wooldridge, 2009, p. 441).  For the limit values at zero, the Tobit model integrates 

over the probability density function for the likelihood of an observation being 

below zero.  Wooldridge (2009) represents the Tobit model mathematically thusly: 

                          

              

Where   is the dependent variable (VMT, BMT),    is the intercept 

coefficient,   is a vector of all the independent variables,   is a vector of coefficients 

describing the relationship between x and y.  y* is the latent variable (the preferred 

consumption of BMT or VMT) and y is the observed variable.  Because negative 

miles cannot be achieved, the observed y is the variable of interest. 
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One effect of having a heavy density at zero is having error terms correlated 

with explanatory variables.  The Tobit model incorporates the Heckman procedure 

to correct for this endogeneity issue, which estimates the error term and runs the 

regression again with the inverse Mills ratio (the estimated error term) as an 

additional explanatory variable (Kennedy, 2008, p. 266).    

Model A was presented in the body of the thesis as having an R squared of 

.24, yet in table 9 the R squared was reported as 0.1026.  For every model, the R 

squared is the ‘goodness of fit’ of the explanatory variables on the dependent 

variable.  In the case of model A, the R squared of 0.24 measures the fit for LVMT.  In 

the Tobit model and OLS level model in table 9, the R squared values measure the 

models’ fit to predicting VMT.  In order to compare all three models, the R squared 

of model A was transformed to measure the models ability to predict household 

VMT, thus the value of 0.1026.  Because the intention of this thesis was to determine 

elasticities and to deliver a presentation easily comparable across studies, 

logarithmic variables were maintained throughout the body of the thesis. Table 10 

presents the elasticities determined by each model for direct comparison. 

Table 10– Elasticity Comparisons 

 

 

 

elasticities Tobit OLS Level OLS Log

Price -0.1096 -0.0536 -0.2613

Income 0.1806 0.1571 0.2463

BMT -0.0214 -0.0142 -0.4395

TMT -0.0094 -0.0067 -0.1790
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A.2 – Gender and Race 

 

Often demographic variables for race and gender are included in 

transportation demand models.  The models presented in the body of this thesis do 

not, and this section explains why.  In theory, race and gender do not play a role in 

household travel decisions.  These variables are often included in models because 

they capture aspects of household preference structure elsewhere not incorporated, 

and by so doing improve the overall predictive power of those models.  Table 11 

compares two OLS log-log models, model F includes WHITE and MALE, while model 

A omits both.  These two variabels were found not to be significant at the 5% level, 

and because they are not theoretically significant descriptors they were not 

included in other models presented herein. 
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Table 11– Variable Inclusion Comparison 

 

(OLS E) (OLS A)
Coefficient Estimate & t-value Estimate & t-value
Intercept -1.4873 * -1.4823177 *

-6.27 -6.22
LPRICE -0.2613 * -0.2576029 *

-5.96 -5.86
LINC 0.2463 * 0.2481825 *

14.54 14.61
LBMT -0.4395 * -0.4382701 *

-20.26 -20.19
LTMT -0.1790 * -0.1791873 *

-12.08 -12.08
HHWRK 0.3365 * 0.3359338 *

21.53 21.48
CHILDREN 0.1438 * 0.1428935 *

10.20 10.11
HHVEH 0.2568 * 0.2584051 *

22.77 22.83
BACD 0.1564 * 0.15812 *

6.47 6.53
AGE 0.0470 * 0.0470405 *

9.27 9.27
AGE2 -0.0005 * -0.000502 *

-11.29 -11.3
MPO -0.2514 * -0.2514203 *

-10.45 -10.45
WHITE -0.0099056

-0.24
MALE -0.0361427

-1.64
R squared 0.24 0.24
* Statistically significant at the 5% level
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A.3 – Household Representation 
 

Four variables were considered to represent household size: ADULTS, 

CHILDREN, HHWRK and HHSIZ.  Three combinations of these variables are 

represented in table 12.  Model F includes ADULTS and CHILDREN as explanatory 

variables, finding that additional adults encourage more driving than additional 

children, but in general the presence of any new household member adds to the 

total distance driven.  Model G incorporates all household members into a count 

variable, HHSIZ, which gives the approximation of a percentage of induced driving 

given an additional household member.  Model A includes the variables HHWRK and 

CHILDREN, and excludes the variable ADULTS.  The potential of multicollinearity 

requires separate models for the correlated variables.  It is inevitable that 

explanatory variables will move together to some degree, but ADULTS and and 

HHWRK have a particularly highly correlated relationship, with a correlation 

coefficient of 0.49.  The models discussed in the body of this thesis present HHWRK 

and CHILDREN because the employment rate is more volatile than total population, 

and therefore the effect of HHWRK is an interesting and appropriate explanatory 

variable. 
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Table 12– Household Size Comparison 

 

(OLS F) (OLS G) (OLS A)

Coefficient Estimate & z-value Estimate & t-value Estimate & t-value

Intecept -2.2357 * -2.5388 * -1.4873 *

-9.48 -10.81 -6.27

LPRICE -0.2881 * -0.2997 * -0.2613 *

-6.56 -6.81 -5.96

LINC 0.2832 * 0.2950 * 0.2463 *

16.99 17.69 14.54

LBMT -0.4425 * -0.4341 * -0.4395 *

-20.38 -19.95 -20.26

LTMT -0.1839 * -0.1702 * -0.1790 *

-12.38 -11.47 -12.08

ADULTS 0.3669 *

21.11

HHWRK 0.3365 *

21.53

CHILDREN 0.1367 * 0.1438 *

9.68 10.20

HHSIZ 0.2304 *

21.52

HHVEH 0.2184 * 0.2535 * 0.2568 *

18.34 22.24 22.77

BACD 0.1961 * 0.1936 * 0.1564 *

8.13 8.00 6.47

AGE 0.0549 * 0.0634 * 0.0470 *

10.85 12.65 9.27

AGE2 -0.0006 * -0.0007 * -0.0005 *

-14.16 -15.48 -11.29

MPO -0.1884 * -0.1892 * -0.2514 *

-7.86 -7.88 -10.45

R squared 0.239 0.2340 0.24

* Statistically significant at the 5% level
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A.4 BMT Endogeneity 

 

Because this study models demand for vehicle miles traveled, the 

theoretically appropriate explanatory variable specification would include a price 

for biking, rather than the number of miles a household biked, as BMT represents.  

While the inclusion of BMT was intended as a proxy variable for the price of biking, 

its inclusion incorporates the demand function for bicycle travel.  This issue is 

illustrated below: 

                              

 

                          

 

Where      is the price of biking,       is the price of driving, A and B are 

vectors of coefficients, X is a vector of additional explanatory variables,      is the 

error term from the BMT demand function and   is the error term from the OLS 

VMT demand equation.  Because the values of BMT and VMT are determined 

simultaneously, the residuals for both models are determined simultaneously.  The 

econometric problem that arises from the inclusion of BMT as an explanatory 

variable for VMT is that   is influenced by     , illustrated here:   

                                    

 

Where      is the ideal, unobserved stochastic error term of VMT demand, 

meaning that the observed error   is a function of   , illustrated below:  
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If this is the case and BMT and the error term   are not independent, the OLS 

estimator for VMT is inconsistent.  Two-Stage Least Squares (2SLS) is considered as 

a solution to this potential endogeneity concern.   

 

A.4.1 Two-Stage Least Squares 
 

2SLS is an alternative to the OLS estimator that uses an instrumental variable 

to obtain predicted values for the endogenous variable that are used rather than the 

endogenous variable itself.  By using predicted values rather than actual values for 

the endogenous variable, it’s endogenous impact is reduced.  The potential 

instrument for BMT analyzed here is BIKES, where BIKES is the number of bicycles 

owned by a household.  In order for an instrument to be successful, it needs to be 1) 

relevantly correlated with the endogenous variable, and 2) it must be uncorrelated 

with the error term.  A correlation between the instrument and the dependent 

variable may exist, however, this relationship should be expressed solely due to 

each variable’s correlation with the endogenous variable.   

The variable BIKES is a relevant instrument because the ownership of 

bicycles provides the vehicle necessary for travel by bicycle.  As the number of 

bicycles increases, the ability for more household members to ride bikes increases. 

Commuting is not the only activity cyclists participate in, they may also use bicycles 

for recreational road riding and mountain biking.  Thus, an increase in BIKES 
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increases the potential usage derived from bicycles (and therefore BMT).  This 

instrument is also theoretically uncorrelated with the error term because BIKES 

influences VMT only through a household’s consumption of BMT.  While households 

make bicycle and vehicle purchases based on expected travel, this study analyzes 

household travel behavior for a single day.  The typical assumption made for short 

term travel demand models (Zhang, et al., 2009; McMullen et al., 2010) is fixed 

vehicle ownership, which is an assumption this study applies to bicycle ownership 

as well.  In longer term studies incorporating bicycle ownership, simultaneous 

equations can be run to control for the household’s choice of bike ownership in a 

similar way to Small and Van Dender’s (2007) incorporations of vehicle stock and 

fuel efficiency. 

In order to test for the possible endogeneity of BMT, a Hausman test is run.  

This study uses a 2SLS model, presented below, in order to simultaneously test for 

endogeneity and to determine whether the instrument is a suitable replacement.  

The first step is to estimate LBMT using an instrumental variable, LBIKES: 

First Stage: 

                                                    

                                     

          

 

The second stage re-estimates the OLS regression but uses              , the predicted 

value of LBMT, in place of LBMT in the original OLS specification: 
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Where LBIKES is the natural logarithm of BIKES, a variable indicating the 

number of bicycles owned by a household and               is the predicted value of LBMT 

from the first stage of the 2SLS where BIKES is the instrument. 

A.4.2 Hausman Test 
 

 The Hausman test is a hypothesis test, where the hypotheses are defined as: 

                                                            

The null hypothesis of the Hausman test states that the two estimators 

perform about the same, meaning that both OLS and the instrumental variable 

approach are both consistent.  If this is the case and the null hypothesis fails to be 

rejected, OLS is the preferred estimator because it is more efficient.  The alternative 

hypothesis states that the estimators perform differently according to the Hausman 

test-statistic, calculated by formula below:   

           Г   Г    
             

 Where      is the vector of OLS coefficients,    is the vector of coefficients 

from the model with instrumental variables (in this case, 2SLS), and Г   Г    is a 

matrix of differences between the 2SLS and OLS covariances.  The Hausman test-
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statistic is always positive because the covariances of 2SLS will always be greater 

than the efficient OLS covariances.   

 If the null hypothesis is rejected, the 2SLS model is preferable because it is 

deemed that the OLS model is inconsistent while the 2SLS model is consistent.  The 

OLS model remains efficient, but this is not important in the face of the model’s 

inconsistency.   

A.4.3 2SLS Results  
 

The Hausman test was conducted to test for the endogeneity of LBMT.  The 

result was a Chi2(12) test statistic of 6.6218 with a p-value of 0.8816, indicating that 

the null hypothesis fails to be rejected.  This means that Hausman test does not 

show any endogeneity and therefore the body of this thesis focuses on OLS results 

rather than 2SLS results.  Table 13 reports the first and second stage test results.  

The Second Stage model is similar to the model OLS A, found in Table 11.  The 

coefficients are all of the same sign and have similar magnitudes.  The coefficient 

with the greatest difference is LBMT itself, with a value of -0.32 in the Second Stage 

model while OLS A reports a value of -0.44.  The t-value for LBIKES in the first stage 

is 27.56, which is large enough to qualify it as a useful instrument.  That said, the 

insignificance of the Chi squared test suggests that endogeneity due to BMT is not a 

significant issue in the OLS models presented in the body of the thesis.  
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Table 13–2SLS Results 

  
 

Finding a solution to expected endogeneity is extremely complicated, and the 

attempted use of a single instrument does not automatically absolve the model, 

especially if the instrument itself is endogenous.  Bikes can be justified as exogenous 

for the scope of the models presented here; however, future studies can delve 

further into potential solutions.  Mode choice research (Parkin et al., 2008; Reitveld 

and Daniel, 2004) that focuses on bicycle travel incorporates physical 

(First Stage) y=LBMT (Second Stage)y=LVMT

Coefficient Estimate & t-value Estimate & t-value

Intercept -0.2311 * -1.4532 *

-2.74 -6.07
LPRICE -0.1080 * -0.2459 *

-6.92 -5.41
LINC 0.0038 0.2463 *

0.63 14.49
LBMT** -0.3173 *

-3.11
LBIKES 0.1529 *

27.56
LTMT 0.01 -0.1795 *

1.09 -12.08
HHWRK 0.0357 * 0.3297 *

6.40 20.16
CHILDREN -0.0277 * 0.1419 *

-5.24 9.97
HHVEH -0.0450 * 0.2611 *

-11.20 21.98
BACD 0.0620 * 0.1441 *

7.18 5.61
AGE -0.0001 0.0465 *

-0.07 9.15
AGE2 0.0000 -0.0005 *

-0.50 -11.08
MPO 0.0570 * -0.2602 *

6.66 -10.44
R Squared 0.0873 0.2380
* Statistically significant at the 5% level
**The fitted values of LBMT from the First Stage model
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characteristics such as the local hilliness and precipitation, which are not choices 

households can make (unlike the number of bicycles to own).  These physical 

characteristics and are not likely to influence VMT, except through BMT, by 

impacting the desirability of bicycle travel, and thereby being ideal instruments.  

Such a study relies on GIS manipulation and the use of multiple straightforward data 

sources, however, the GPS based OHAS data allows for the incorporation of such 

physical variables.  Another potential solution for the endogeneity of BMT is to run 

simultaneous equations.  In order to control for all household decisions, Small and 

Van Dender (2007) model fleet size, fuel efficiency and VMT simultaneously, and 

future studies may model BMT and TMT demand in the same manner. 

 

A.5 Regional Analysis 
 

By looking at the summary statistics for the distance variables, evidence is 

found that each region is unique in its travel demand.  In the Results section of this 

paper, I discussed the structural break in between households in regions classified 

as “MPO” regions and those households in the “non-MPO” regions.  Table 14 

presents the results of models for these two distinct areas as they were used within 

the Chow test.  There are several interesting differences between these two models.  

The R squared of the MPO model, at 0.26, is slightly higher than in the R squared 

found within the pooled model, at 0.24, and the Non-MPO model has a lower overall 

goodness of fit, with a value of 0.21.  The intercept constant and the coefficients for 
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LPRICE, LINC, BMTD, BACD and AGE are all higher for the non-MPO region.  The 

coefficient for TMTD is significant for MPO regions but is not significant for the Non-

MPO regions, and the coefficients for HHWRK and HHVEH are higher for the MPO 

region model. 

Because the MPO and Non-MPO household designation was a somewhat 

simplistic bifurcation and not an attempt to capture population density related 

variation, a further investigation was conducted into the statistical differences 

between the households within the regions themselves.  Tables 15 through 22 are 

summary statistics tables for the individual regions.  When the regions classified as 

MPOs were tested for structural differences, a Chow statistic of 6.3092 is returned.  

Because five regions were tested simultaneously, the interpretation is that all five 

regions are better predictors of VMT individually than as the variable MPO.  The 

four non-MPO regions also underwent a Chow test, with a returned statistic of 

21.482.  The interpretation here is similar to that of the MPO regions, that the non-

MPO regions are statistically dissimilar.  Table 23 presents the results of the 

unrestricted models for the MPO regions and Table 24 presents the results of the 

unrestricted models for the non-MPO regions.   

From these tables, several interesting trends are present.  Portland and 

Region 2 are the only study regions in which LPRICE is significant, while BMTD is 

significant across all regions.  TMTD is significant for all MPO regions but Bend (in 

which only four households reported non-zero TMT) and is significant in Region 4 

(with three households reporting non-zero TMT).  In general, the R squared values 
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of MPO regions are larger than the pooled model, while the non-MPO regions have a 

weaker fit than the pooled model. 

Few other trends stand out; however the significant coefficients for each 

explanatory variable are unique across regions.  This, along with the relatively 

consistent R squared values for all of the study regions provides evidence that in the 

future, the OHAS data can be used to tailor household models and predictions at the 

regional scale. 
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Table 14- MPO and Non-MPO Chow Test Results 

 

 

 

 

 

 

 

 

MPO Non-MPO
Coefficient Estimate & t-value Estimate & t-value
Intercept -1.2774 * -1.9202 *

-4.25 -5.08
LPRICE -0.1353 * -0.4137 *

-2.39 -6.00
LINC 0.2175 * 0.2691 *

9.73 10.40
BMTD -0.9435 * -0.9544 *

-16.74 -9.83
TMTD -0.6128 * -0.2953

-12.87 -1.45
HHWRK 0.4252 * 0.2455 *

20.21 10.42
CHILDREN 0.1601 * 0.1326 *

8.66 6.05
HHVEH 0.2661 * 0.2474 *

16.26 15.69
BACD 0.1227 * 0.1940 *

3.79 5.34
AGE 0.0456 * 0.0480 *

6.91 6.06
AGE2 -0.0005 * -0.0005 *

-8.22 -7.69
R squared 0.257 0.206
F statistic 306 189
N 8791 7262
* Significant at the 5% level
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Table 15- Bend 

 

Table 16- Portland 

 

  

 

 

 

 

 

Variable Mean Median Min Max Std. Dev.

VMT 30.38 19.27 0 304.31 38.71

BMT 0.53 0 0 42.75 2.65

TMT 0.04 0 0 13.6 0.66

PRICE 0.16 0.16 0.06 0.28 0.03

INC* 81942.4 62500 7500 200000 51984.76

HHWRK 1.26 1 0 4 0.83

CHILDREN 0.44 0 0 4 0.82

ADULTS 1.88 2 1 5 0.62

HHVEH 2.16 2 1 8 1.01

AGE 57.48 58 18 91 13.03

BIKES 1.68 1 0 16 2.04

Variable Mean Median Min Max Std. Dev.

VMT 36.44 25.68 0 548.24 42.61

BMT 0.52 0 0 39.69 2.48

TMT 2.94 0 0 144.1 9.65

PRICE 0.15 0.15 0.04 0.28 0.03

INC* 81689.7 62500 7500 200000 51250.37

HHWRK 1.41 1 0 5 0.83

CHILDREN 0.47 0 0 6 0.9

ADULTS 1.91 2 1 7 0.73

HHVEH 1.98 2 1 8 1.01

AGE 54.41 55 18 96 13.79

BIKES 1.29 1 0 15 1.68
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Table 17- Eugene 

 

Table 18-Salem 

 

 

 

 

 

 

 

Variable Mean Median Min Max Std. Dev.

VMT 30.66 19.13 0 460.32 44.3

BMT 0.58 0 0 34.72 2.41

TMT 0.8 0 0 111.26 4.26

PRICE 0.12 0.12 0.04 0.23 0.03

INC* 69382.5 62500 7500 200000 44481.83

HHWRK 1.33 1 0 6 0.81

CHILDREN 0.37 0 0 5 0.79

ADULTS 1.87 2 1 6 0.69

HHVEH 1.93 2 1 8 0.91

AGE 57.19 58 19 91 13.61

BIKES 1.28 1 0 12 1.54

Variable Mean Median Min Max Std. Dev.

VMT 35.41 20.21 0 529.9 45.14

BMT 0.17 0 0 32.14 1.26

TMT 0.39 0 0 58.18 2.6

PRICE 0.13 0.13 0.05 0.24 0.03

INC* 69383.4 62500 7500 200000 45868.97

HHWRK 1.31 1 0 5 0.86

CHILDREN 0.51 0 0 6 0.98

ADULTS 1.89 2 1 5 0.78

HHVEH 1.96 2 1 8 0.98

AGE 56.46 57 18 93 14.19

BIKES 1 0 0 10 1.45
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Table 19 - Rogue Valley 

 

Table 20- Region 2 

 

 

 

 

 

 

 

Variable Mean Median Min Max Std. Dev.

VMT 27.4 17.13 0 552.39 37.87

BMT 0.29 0 0 25.45 2

TMT 0.48 0 0 52.91 3.42

PRICE 0.16 0.16 0.04 0.35 0.03

INC* 58461.5 42500 7500 200000 42332.22

HHWRK 1.08 1 0 4 0.88

CHILDREN 0.35 0 0 4 0.84

ADULTS 1.78 2 1 7 0.68

HHVEH 1.95 2 1 7 1.01

AGE 59.69 62 12 93 15.51

BIKES 0.93 0 0 10 1.36

Variable Mean Median Min Max Std. Dev.

VMT 50.97 32.32 0 889.68 64.87

BMT 0.2 0 0 25.04 1.36

TMT 0.24 0 0 172.46 3.81

PRICE 0.13 0.13 0.02 0.24 0.03

INC* 67337.4 62500 7500 200000 44402.12

HHWRK 1.22 1 0 5 0.9

CHILDREN 0.41 0 0 6 0.9

ADULTS 1.94 2 1 6 0.72

HHVEH 2.27 2 1 8 1.14

AGE 57.88 59 17 98 14.42

BIKES 1.11 0 0 12 1.54
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Table 21- Region 3 

 

Table 22- Region 4 

 

 

 

 

 

 

 

Variable Mean Median Min Max Std. Dev.

VMT 54.86 30.17 0 1024.34 79.84

BMT 0.1 0 0 25.04 0.99

TMT 0.01 0 0 14.37 0.4

PRICE 0.11 0.11 0.04 0.24 0.03

INC* 57746.6 42500 7500 200000 40842.34

HHWRK 0.89 1 0 4 0.87

CHILDREN 0.34 0 0 6 0.86

ADULTS 1.94 2 1 6 0.74

HHVEH 2.33 2 1 8 1.15

AGE 59.21 60 18 93 13.96

BIKES 0.89 0 0 13 1.43

Variable Mean Median Min Max Std. Dev.

VMT 53.38 29.04 0 904.47 75.26

BMT 0.14 0 0 17.31 1.1

TMT 0.02 0 0 13.77 0.48

PRICE 0.12 0.12 0.04 0.22 0.03

INC* 60642.9 62500 7500 200000 40670.61

HHWRK 0.96 1 0 4 0.9

CHILDREN 0.39 0 0 6 0.86

ADULTS 1.94 2 1 7 0.7

HHVEH 2.4 2 1 8 1.23

AGE 57.9 58 18 92 14.32

BIKES 1.14 0 0 14 1.61
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Table 23- Region 5 

 

 

Variable Mean Median Min Max Std. Dev.

VMT 45.95 20.97 0 598.14 69.17

BMT 0.05 0 0 11.79 0.49

TMT 0.02 0 0 21.81 0.66

PRICE 0.14 0.14 0.05 0.21 0.03

INC* 62490.9 62500 7500 200000 40199.42

HHWRK 1.39 1 0 6 0.87

CHILDREN 0.66 0 0 6 1.17

ADULTS 2.06 2 1 6 0.79

HHVEH 2.61 2 1 8 1.34

AGE 54.9 55 18 94 14.38

BIKES 1.12 0 0 12 1.65
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Table 24- MPO Region Regression Statistics 

 

 

Bend Portland Eugene Salem Rogue Valley
Coefficient Estimate & t-value Estimate & t-value Estimate & t-value Estimate & t-value Estimate & t-value
Intercept -4.102624 * -1.3365506 * -0.362157 -2.365455 * 0.419792

-3.49 -2.9 -0.49 -3.29 0.47
LPRICE -0.222872 -0.2044283 * -0.019026 -0.259287 -0.004412

-1.05 -2.2 -0.14 -1.84 -0.02
LINC 0.190729 * 0.2099491 * 0.21256 * 0.278979 * 0.14831 *

2.51 6.01 4.08 5.45 2.24
BMTD -0.734143 * -0.9285737 * -1.116572 * -0.669766 * -1.09242 *

-4.33 -10.98 -10.24 -4.06 -4.75
TMTD -0.346083 -0.6994036 * -0.398403 * -0.472498 * -0.799443 *

-0.56 -11.66 -3.42 -3.03 -2.88
HHWRK 0.407563 * 0.4386779 * 0.420366 * 0.450579 * 0.334711 *

5.67 13.59 8.65 9.48 5.11
CHILDREN 0.304216 * 0.1599801 * 0.112991 * 0.190255 * 0.087495

3.95 5.93 2.39 4.66 1.35
HHVEH 0.265115 * 0.2972197 * 0.219259 * 0.268557 * 0.18947 *

5 12.18 5.55 6.95 3.68
BACD 0.315972 * 0.0959353 0.041668 0.067782 0.294181 *

2.87 1.89 0.57 0.94 2.96
AGE 0.132936 * 0.0453298 * 0.029415 0.050365 * 0.029486

4.62 4.47 1.91 3.25 1.56
AGE2 -0.001166 * -0.0004778 * -0.000351 * -0.000533 * -0.000363 *

-4.8 -5.15 -2.63 -3.96 -2.22
R Squared 0.294 0.255 0.236 0.294 0.208
F - Statistic 28.8 140 50.3 68.8 23.2
N 667 4053 1594 1629 834
* Statistically significant at the 5% level
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Table 25- Rural Regression Statistics 

 

Region 2 Regino 3 Region 4 Region 5
Coefficient Estimate & t-value Estimate & t-value Estimate & t-value Estimate & t-value
Intercept -1.345589 * -0.385153 -0.603122 -2.75024 *

-2.34 -0.52 -0.65 -2.79
LPRICE -0.326253 * 0.10655 -0.074571 -0.056852

-3.11 0.78 -0.42 -0.27
LINC 0.221617 * 0.261165 * 0.24005 * 0.357271 *

5.55 5.48 3.93 5.06
BMTD -1.067109 * -0.905924 * -0.78359 * -0.927581 *

-8.26 -4.26 -3.17 -2.77
TMTD -0.312294 0.687968 -1.503662 * -0.63413

-1.38 0.88 -1.97 -0.43
HHWRK 0.348009 * 0.279006 * 0.137816 * 0.323457 *

9.77 5.92 2.43 4.95
CHILDREN 0.172112 * 0.118686 * 0.179966 * 0.072672

5.05 2.65 3.19 1.49
HHVEH 0.261473 * 0.274951 * 0.247543 * 0.176727 *

10.26 8.95 6.84 4.79
BACD 0.236143 * 0.201986 * 0.177475 * 0.154191

4.24 2.94 2.06 1.6
AGE 0.047699 * 0.029691 0.043499 * 0.065078 *

3.97 1.9 2.36 3.06
AGE2 -0.000547 * -0.000282 * -0.000457 * -0.000718 *

-5.28 -2.14 -2.89 -3.83
R Squared 0.241 0.202 0.181 0.227
F - statistic 104 46.1 25.6 33.3
N 3259 1183 1115 1102
* Statistically significant at the 5% level


