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Coastal flooding and erosion are major concerns for low lying coastal communities
– particularly in light of accelerated sea level rise and climate change. To improve quan-
titative understanding of the physical drivers of both flooding and coastal landscape change,
this dissertation explores coastal morphodynamics bridging the land-sea interface on modally
dissipative beaches throughout the U.S. Pacific Northwest (PNW). Both new and existing
morphologic datasets spanning from the shoreface to the foredunes, at time scales of days
to decades, are utilized to explore morphodynamic processes. Process-based numerical
models are then used to interpret and extrapolate the findings from the field observations.

The timing and processes contributing to seasonal erosion and growth of the beach
and dune are first investigated at a dissipative system in Oysterville, WA, with the primary
goal of relating seasonal scale morphology changes to longer term coastal evolution (years
to decades). It is shown that the largest wind driven growth of the foredune at this site
occurs in winter in response to the largest wind events but out of phase with summertime
beach growth via the welding of intertidal sandbars. The lack of synchronization between
maximum beach sediment supply and dune growth indicates that aeolian sand transport on
dissipative coasts is primarily transport, rather than supply, limited.



Although aeolian processes contribute the majority of sediment for dune growth, it is
shown that total water levels exceeding the dune toe may be constructive to lower dune
growth, in contrast to the expected erosional dune response from total water levels in
the collision regime of Sallenger's (2000) Storm Impact Scaling Model. A new morpho-
stratigraphic approach, which combines repeat topographic transect data with time series of
oceanographic conditions, is developed to relate seasonal scale deposition across the beach
and dune portions of the coastal profile to either a marine or aeolian origin. This method
estimates that between 9% and 38% (∼1 to 5 m3/m/yr) of annual volumetric dune growth
at Oysterville, WA results directly from marine processes.

Environmental and morphologic controls on the physical drivers of wave-driven dune
response are further explored for additional sites throughout the PNW. Topographic data
from South Beach, OR, Netarts, OR and Oysterville, WA collectively support previous
observations that found that low sloping beaches are generally less vulnerable to storm-
induced dune erosion than nearby steeper beach segments. Morphologic controls, including
the effects of variable shelf, nearshore, beach, and dune morphology, on influencing storm-
induced dune accretion and erosion are explored using XBeach, a process-based numerical
model which simulates nearshore hydrodynamics and morphology change. The model
results reveal that wave-driven dune accretion can occur on low sloping beaches when
dynamic still water levels (still water level combined with wave setup) are below the dune
toe. Although total water levels in the collision regime occur numerous times per year
in many parts of the PNW, dynamic still water levels infrequently exceed the dune toe
because of the uncommon co-occurrence of large wave energy and high still water levels in
the PNW. The XBeach results suggest that at Oysterville, WA the oceanographic conditions
promoting wave-driven dune accretion are more common than driving dune erosion. The
model outputs indicate that ∼15 m3/m/yr of average annual dune growth could be derived
from marine-driven processes at Oysterville, WA. Numerical model simulations also show
that the shelf and nearshore bathymetry have an influence on total water levels and resulting
dune impacts.

While the nearshore zone is characterized by a wide range of morphologies (e.g.,
slopes) throughout the region, temporal variability of the nearshore profile at many PNW



locations is dominated by the formation and migration of subtidal sandbars. Process-based
numerical models are used to explore how seasonal to interannual variability in nearshore
sandbar configuration and beach characteristics each influence wave runup processes. Sim-
ulations using XBeach show that interannual variability in sandbar configuration, associ-
ated with multi-year cycles of net offshore sandbar migration, has a larger influence on
wave runup than does seasonal variability in sandbar morphology. While subtidal sandbars
do alter wave setup and swash, the model simulations also suggest that temporal variability
in intertidal beach morphology (> -2 m relative to local mean sea level) has a comparatively
larger morphologic influence on wave runup.

While marine processes have a large control on evolving the coastal profile, aeolian
processes are generally thought to be the primary builder of coastal foredunes. Windsurf,
a new process-based numerical modeling framework for simulating the co-evolution of the
coastal profile in response to both marine and aeolian forcings, is developed to further ex-
plore nearshore-beach-dune interactions. Windsurf is applied to the dissipative Oysterville,
WA site in order to investigate the relative roles of marine and aeolian processes on coastal
foredune growth. Consistent with field measurements, the model simulates seasonal cycles
of beach growth in summer, shoreline recession in winter, and net dune growth annually.
The model results support the hypothesis that there are both marine (∼7 m3/m/yr) and ae-
olian (∼14 m3/m/yr) contributions to coastal foredune growth at this site. Consistent with
field observations, Windsurf simulates positive marine contributions to the dune growth
during fall. Aeolian contributions to dune growth occur intermittently throughout the year,
but are lowest in summer and highest in winter. Although cross-shore oriented winds are
relatively infrequent at Oysterville, WA, Windsurf simulations suggest that cross-shore
winds provide a proportionally larger contribution to upper dune growth than obliquely
oriented winds.

Together, this collection of manuscripts explores the influence of coastal morphody-
namic processes on flooding and erosion hazards along dissipative beaches. It is confirmed
that wave runup on infragravity-dominated dissipative coasts is influenced by both subtidal
and intertidal morphology, with intertidal morphology having a larger influence. Field mea-
surements and numerical modeling both suggest that marine contributions to dune growth



can be accretional under certain morphologic configurations and certain environmental con-
ditions. Wave-driven dune accretion appears to be driven largely by infragravity swash
processes on low sloping beaches – with these marine processes shown to contribute be-
tween ∼1 and 15 m3/m/yr to coastal foredune growth for an end-member dissipative beach.
However, these marine accumulations are restricted to the lower portion of the dune and
are generally smaller in total magnitude than aeolian contributions to upper dune growth.
Therefore, consistent with the conventional process understanding of dune dynamics, ae-
olian processes are still found to be the primary contributor to overall coastal foredune
growth on low gradient, dissipative beaches.
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Chapter 1: General Introduction

Sitting at the land-sea interface, the coastal zone is a thin strip of land actively influenced
by marine processes. Despite the relatively small global area that the coast encompasses,
the shallow ocean promotes commerce and recreation which serves as the economic back-
bone for many communities and countries (e.g., Luger, 1991; McGranahan et al., 2007).
Yet, oceanographic and atmospheric processes can drive rapid flooding and erosion of these
low lying regions – putting coastal communities at risk. Major storm events such as Hur-
ricanes Sandy, Harvey, Irma, and Maria have resulted in over $300B in damages since
2012 (corresponding to the approximate start of this dissertation) in the U.S. alone (NOAA
NCEI, 2018). Impacts from these episodic events include the loss of economically valu-
able beaches (e.g., Houston, 1995), destruction of ecologically important coastal foredunes
(e.g., Miller et al., 2010) through wave impact and overwashing, and direct damages to
infrastructure. While devastating, these extreme events are typically infrequent for any
particular stretch of coast. Therefore, there are many intermittent periods when the coast
has the opportunity to recover, grow, or otherwise experience changes that are not catas-
trophic in nature. These calmer periods play a major role in forming the emergent coastal
landscape on sandy, outer coast systems.

As the number of people living in flood-prone coastal regions continues to grow con-
temporaneous with rising sea levels (e.g., Neumann et al., 2015), there is an increasing
need to be able to accurately predict coastal landscape change. While there is reasonable
predictive capability of coastal profile change in response to individual storm events (e.g.,
Roelvink et al., 2009; Johnson et al., 2012; Larson & Kraus, 1989), there is a shortage of
reliable tools available to predict coastal evolution across the full range of human-relevant
time scales (days to centuries). Across this broad range of time scales, properly charac-
terizing sediment exchanges across the land-sea interface is critically important. However,
many of the processes that contribute to both erosive and accretive coastal profile change
are poorly understood (e.g., Elko et al., 2015). This gap in knowledge is in part due to the
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historical compartmentalization of the coastal zone by scientists and engineers into discrete
morphologic zones (e.g., shelf, nearshore, beach, and dune), when in fact there are numer-
ous interactions between these compartments (e.g., Gallop et al., 2015; Ruggiero et al.,
2016). These interactions include feedbacks of morphology on hydrodynamics and aero-
dynamics (e.g., coastal morphodynamics) and direct sediment exchanges between different
portions of the coastal profiles. Quantifying these cross-compartment interactions requires
detailed field measurements which are often challenging to collect. For example, mea-
surements during storm events require a rapid response capability, poses safety concerns
during data collection, and may lead to the loss of expensive instrumentation. Conversely,
morphologic changes during low energy conditions are often difficult to measure because
changes are typically slow and smaller in magnitude. Furthermore, the multitude of ma-
rine, aeolian, and ecological processes operating simultaneously within the coastal zone
have further encouraged compartmentalization in order to make incremental advances in
understanding of dominant physical processes. Unfortunately, these complexities and lim-
itations have resulted in a predictive capability of coastal zone evolution on sandy coasts
that still lacks sufficient skill across these human relevant time scales. Improving our un-
derstanding of coastal morphodynamics is a critical step toward improving these predictive
capabilities.

The aim of this dissertation is to explore targeted questions related to coastal morphody-
namics spanning the land-sea interface. The investigations described herein are focused on
modally dissipative coastal systems within the U.S. Pacific Northwest (PNW). Much of this
thesis is focused on a progradational, dissipative field site in Oysterville, Washington, USA
where a rich dataset of morphology change exists, although morphologic and hydrody-
namic data from three other PNW field sites (South Beach, OR; Agate Beach, OR; Netarts,
OR) are also used to explore morphodynamic processes in parts of this thesis. Although
dissipative beaches, which consist of either low-gradient and/or high energy beach systems
as defined by the Wright & Short (1984) beach classification model, are an end-member
coastal system – rapid and measureable morphological changes in these environments pro-
vide unique insight into complex morphodynamic processes. When possible, this work
specifically aims to utilize field measurements of in-situ hydrodynamics and morphology
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change to improve understanding of morphodynamic processes, with field observations
subsequently used to inform, validate, and test process-based numerical models.

In pursuit of exploring interactions across the land-sea interface from the shoreface to
the foredunes, morphology and environmental data are first utilized to explore nearshore-
beach-dune sediment exchanges at an end-member dissipative beach in Oysterville, WA.
Using datasets that span time scales of days to decades, Chapter 2 explicitly tests the hy-
pothesis that dune growth is controlled by the synchronization of intertidal sandbar welding
and wind capable of transporting beach sediments. Detailed measurements of coastal pro-
file change show that while summertime beach growth at the field site is driven by the
onshore migration and welding of intertidal sandbars, maximum dune growth does not co-
occur with maximum beach sediment supply. In addition to seasonal trends in beach and
dune behavior being explored in detail over a one year period when frequent (∼ monthly)
data exists, a new morpho-stratigraphic approach is developed in order to relate seasonal
scale deposition across the beach and dune portions of the coastal profile to either a marine
or aeolian origin. A key result of Chapter 2 is the finding that total water levels (TWLs)
impacting the dune toe can add constructively to dune growth under some conditions. The
morpho-stratigraphic approach suggests that between 9% and 39% (∼1 to 5 m3/m/yr) of
annual dune growth at Oysterville, WA is a result of marine processes. This result contrasts
with the traditional conceptual model which relates water levels in the collision regime
to erosional impacts (e.g., Sallenger, 2000). The work presented in Chapter 2 has been
published in Geophysical Research Letters.

As explored in Chapter 2, TWLs are an important driver of morphology change. Wave
runup, which is the wave driven contribution to TWLs, is known to be influenced by char-
acteristics of the coastal profile (e.g., Cox et al., 2013; Shand et al., 2006). In Chapter 3,
process-based numerical models are utilized to explore the influence of nearshore sand-
bar morphology on wave runup. A coastal profile model, Unibest-TC (Bosboom et al.,
2000), is first utilized to simulate the migration of subtidal sandbars during a one year pe-
riod at Oysterville, WA. XBeach (Roelvink et al., 2009), a process-based hydrodynamic,
sediment transport, and morphology change model, is next used to explore how modelled
seasonal variability in nearshore sandbar configuration and measured interannual variabil-

https://doi.org/10.1029/2018GL077836
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ity in nearshore profiles influence wave runup and TWLs. It is found that while subtidal
sandbars do alter inner surf zone hydrodynamics, such as wave setup and swash, temporal
variability in morphology that is shallower than -2 m (relative to local mean sea level) has
the largest morphologic influence on wave runup at the Oysterville, WA site. The results
of this work have been published in Coastal Engineering.

The observations of wave driven dune accretion presented in Chapter 2 differ from the
expected dune response from TWLs in the collision regime of Sallenger's (2000) Storm
Impact Scaling Model, confirming that our conceptual understanding of marine controls
on coastal profile change is incomplete. In Chapter 4, new field datasets, combined with
numerical modeling, are used to further explore the morphologic and environmental factors
which control dune response to high water level events. Data from three PNW fields sites
are first used to provide insights into the morphologic controls on marine contributions to
dune response. The field observations reveal that coastal segments with low sloping (wide)
beaches are generally less vulnerable to dune erosion than nearby steeper (narrow) beaches.
Additionally, exploratory numerical simulations using XBeach are completed which (1) al-
ter details of the shelf, nearshore, beach, and dune morphology in order to isolate morpho-
logic controls on dune response and (2) investigate a wide range of oceanographic forcing
conditions to determine the physical drivers of wave driven erosion and accretion. On end-
member, lowing sloping beaches, the model results suggest that wave driven dune accretion
may occur where the dynamic still water level (still water level combined with wave setup)
is below the dune toe. Although total water levels are typically in the collision regime nu-
merous times per year in the PNW (e.g., Ruggiero et al., 2001), dynamic still water levels
infrequently exceed the dune toe because of the uncommon co-occurrence of large wave
energy and high still water levels in the PNW. Consequently, the model results suggest that
on average ∼15 m3/m/yr of dune growth is directly from marine-driven processes at Oyster-
ville, WA. The model simulations also suggest that coastal profiles with steeper nearshore,
beach, and dune profiles will generally experience dune erosion, rather than accretion, due
to morphodynamic feedbacks. The work in Chapter 4 has been prepared for submission to
Geomorphology.

https://doi.org/10.1016/j.coastaleng.2016.01.006
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As discovered in the previous chapters, marine processes are important contributors
to the growth of coastal foredunes for some dissipative coastal systems. However, wind
driven processes are still generally thought to be the predominant driver of coastal foredune
growth. In Chapter 5 the development of a new, coupled numerical modeling framework
is presented to simulate the co-evolution of the coastal zone in response to both wind and
wave driven forces. Windsurf, the numerical modeling framework, is applied to the Oys-
terville, WA field site to explore the processes contributing to coastal foredune growth over
an annual time scale. Consistent with field measurements, the model simulates seasonal
cycles of beach growth in summer, shoreline recession in winter, and net dune growth
annually. Windsurf also supports key findings from Chapter 2 and 4, showing that that
there are both marine (6.6 m3/m/yr) and aeolian (14.2 m3/m/yr) contributions to coastal
foredune growth at Oysterville, WA. These aeolian contributions are simulated to occur
intermittently throughout the year in response to moderate wind speeds, while the marine
driven dune growth occurs primary as a result of high TWLs during the fall. This model
application indicates that the newly developed coupled numerical modeling framework can
simulate many complex ecomorphodynamic processes relevant to prograding, dissipative
coastal systems. More work is underway to continue model development and testing.

Chapter 6 summarizes the findings of the work presented in this disseration and pro-
vides some concluding thoughts. Together, these chapters reveal new insights into the time
scales of sediment exchanges between the nearshore, beach, and dune and explore the con-
tributing role of antecedant morphology (both subaqueous and subaerial) on controlling
the hydrodynamic processes driving coastal change. For example, this work diverges from
conventional frameworks that unconditionally relate marine impacts to coastal foredunes
as erosional. Both the field-based and numerical methods presented in Chapters 2, 4, and
5 independently support the finding that marine processes may contribute to annual dune
growth at Oysterville, WA. Marine driven dune growth was also observed at two other
PNW field sites (Chapter 4), further suggesting that this process is not unique to a single
site. Although field data are a key component of this research, this work also demonstrates
that existing process-based tools do show reasonable skill at simulating complex hydrody-
namic and coastal change processes in high energy, dissipative coastal settings. Significant
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work remains to reliably simulate coastal landscape change across the full range of human-
relevant time scales, however an improved process-understanding and numerical simulation
capability of dissipative coastal morphodynamics is an increment step towards this goal.
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Abstract

Coastal foredune growth is typically associated with aeolian sediment transport processes
while foredune erosion is associated with destructive marine processes. New datasets col-
lected at a high energy, dissipative beach suggest that total water levels in the collision
regime can cause dunes to accrete - requiring a paradigm shift away from considering col-
lisional wave impacts as unconditionally erosional. From morphologic change datasets, it
is estimated that marine processes explain between 9% and 38% of annual dune growth
with aeolian processes accounting for the remaining 62% to 91%. The largest wind-driven
dune growth occurs during the winter, in response to high wind velocities, but out of phase
with summertime beach growth via intertidal sandbar welding. The lack of synchroniza-
tion between maximum beach sediment supply and wind-driven dune growth indicates that
aeolian transport at this site is primarily transport, rather than supply, limited, likely due to
a lack of fetch limitations.

2.1 Introduction

Sandy coastal systems evolve at a range of time and space scales reflecting the complex-
ity of the processes influencing the coastal zone. On sub-hourly scales, cross-shore sub-
aqueous sediment transport gradients result from the competing processes of onshore, off-
shore, and longshore directed wave and current forcings (e.g., Roelvink & Stive, 1989).
In general, low-energy conditions drive net onshore sediment transport via nonlinear wave
processes (e.g., Hoefel, 2003) contributing to beach growth. Conversely, undertow and
low-frequency wave motions typically erode the beach during elevated energy conditions
(e.g., Russell, 1993). Over longer time scales (>seasonal), longshore sediment transport
gradients are often the primary driver of shoreline change (e.g., Harley et al., 2011b).

Foredune growth is believed to be primarily driven by aeolian sediment transport and
associated feedbacks with sand trapping vegetation (e.g., Hesp, 1981). While instantaneous
dry sand transport is controlled predominantly by wind velocity and local grain size char-
acteristics (Bagnold, 1937), foredune growth on annual to decadal scales is often poorly
correlated with wind conditions (de Vries et al., 2012). Even in the presence of wind,
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sediment supply limiters such as armoring (Hoonhout & de Vries, 2017b), moisture con-
tent (Davidson-Arnott et al., 2005), cementation (Nickling & Ecclestone, 1981), and fetch
limitations (e.g., Delgado-Fernandez, 2010) limit or prevent aeolian sediment transport to
the dunes. These findings in part promote a hypothesis whereby dune growth is thought
to be controlled primarily by the synchronicity of sediment supply from the nearshore to
the beach, via the welding of intertidal sandbars (IBW), with the capacity to mobilize this
sediment by wind (Houser, 2009). That is, dune growth will not occur, or is volumetri-
cally limited, when IBW does not coincide with wind sufficient to cause saltation. The
rarity of observed foredune erosion on some dissipative beaches has been previously cred-
ited as evidence for synchronization (Houser, 2009). However, limited quantitative data
exists demonstrating that synchronized transport between the nearshore, beach, and dune
is a universal factor in controlling dune growth.

Here we explore the time scales and processes driving sediment exchanges between the
nearshore, beach, and dune using morphologic and environmental datasets spanning time
scales of days to decades at a dissipative field site in Oysterville, Washington, USA. Utiliz-
ing these data, we test the hypothesis that dune growth is controlled by the synchronization
of IBW and aeolian transport capacity.

2.2 Field Datasets and Methods

2.2.1 Geographic Setting

The town of Oysterville, WA (Figure 2.1a) is located on the Long Beach Peninsula (LBP)
within the U.S. Pacific Northwest and is a modally dissipative, mesotidal (2-3 m tidal range)
system with low-gradient, fine sand (D50 ∼ 0.2 mm) beaches and densely vegetated fore-
dunes (Ruggiero et al., 2005; Hacker et al., 2012). LBP is one of the largest continuous
stretches of open coast in the world, with subaqueous sandbars, beaches, and dunes all
exhibiting relative alongshore uniformity on scales of multiple kilometers (e.g., Mull &
Ruggiero, 2014; Di Leonardo & Ruggiero, 2015; Ruggiero et al., 2016). Oceanographic
conditions vary seasonally, with the lowest wave energy and water levels occurring in bo-
real summer (Figure 2.2; Serafin and Ruggiero, 2014). Winter is more energetic, with the
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Figure 2.1: (a) Field site location and (b) annual [1998-2016], (c) daily [summer 2016], (d)
monthly [June 2016 June 2017], and (e) seasonal [1997-2016] cross-shore profile changes
at Oysterville.
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Figure 2.2: Significant wave height (Hs), peak wave period (Tp), still water level (SWL),
total water level (TWL), and wind velocity (uw) time series for June 2016 to May 2017
(a,b,c,d,e) and multi-decadal (1997-2017) monthly averages (f,g,h,i,j).

average annual winter storm having Hs exceeding 10 m. The wind climate is also seasonally
variable and in phase with the wave climate (Figure 2.2f,j), with the largest wind speeds
typically corresponding to winter storms. The seasonal cycles in forcing drive seasonal
cycles of shoreline recession and progradation. However, on longer time scales, sediment
inputs from longshore transport gradients and cross-shore shoreface feeding results in av-
erage shoreline progradation of about 4 m/yr (Ruggiero et al., 2016). Despite the high
energy wave climate, foredune erosion is rarely observed and an entirely new foredune has
developed at the study site since the late 1990s (Moore et al., 2016).
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2.2.2 Morphology Measurements

A long-term coastal monitoring program has measured bathymetric (annual) and topo-
graphic (seasonal) changes since 1997 (Ruggiero et al., 2005; Figure 2.1b,e). The sea-
sonal topographic surveys are typically collected in March (winter), June (spring), Septem-
ber (summer), and December (fall). Additional daily topographic and weekly bathymetric
measurements were made during a 38 day period in August and September 2016 as part
of the Sandbar Aeolian Dune Exchange Experiment (SEDEX2) (Figure 2.1c). Bracketing
the main SEDEX2 period, topographic data was collected nominally monthly between June
2016 and June 2017 (Figure 2.1d). For this study, a single, regionally representative cross-
shore transect from these daily to decadal scale field initiatives is utilized. These data are
interpolated onto a cross-shore grid (dx = 0.1 m) in order to assess volumetric and contour
changes. For these analyses, the nearshore is defined as the region from -12 m (the seaward
limit of data) to 1 m, with all vertical references relative to the NAVD88 datum. The 1 m
contour (approximately local mean sea level) is used as a proxy for the nearshore-beach
boundary. The beach is defined from 1 m to 4 m, where this upper limit is associated with
the approximate dune toe elevation and the zone landward of the dune toe is classified as
the dune (e.g., Mull & Ruggiero, 2014). There are vertical uncertainties of ∼ ±0.07 m
for the backpack-based topography (e.g., Ruggiero et al., 2005) and ∼ ±0.13 m for the
single-beam bathymetry (e.g., Gelfenbaum et al., 2015) surveys. Accordingly, there are
uncertainties of approximately 250 m3/m, 10 m3/m, and 5 m3/m in each nearshore, beach,
and dune volume calculation, respectively.

2.2.3 Environmental Conditions

The total water level (TWL), a key driver of short-term beach erosion (e.g., Ruggiero et al.,
2001), represents the vertical water level excursion on the beach resulting from the combi-
nation of tides, non-tidal residuals (e.g., storm surge), and wave runup. For this study, the
2% exceedance value of wave runup maxima (R2%) is calculated using the dissipative form
of the Stockdon et al. (2006) empirical runup predictor, defined as:
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R2% = 0.046
√

HsLo (2.1)

where Lo is the deep-water wavelength. An hourly TWL time series is calculated using
wave height and period information from the Coastal Data Information Program (CDIP)
buoy 036 located 35 km northwest from the study site and still water levels (tides plus
non-tidal residuals) measured at the National Oceanic and Atmospheric Administration
(NOAA) Toke Point, WA station 9440910 located 20 km northeast from Oysterville in
Willapa Bay (Figure 2.2). Wind information is also obtained from the NOAA station.

2.2.4 Morpho-Stratigraphic Analysis

Stratigraphy has been used in a wide range of applications to infer processes driving coastal
landscape change (e.g., Clemmensen et al., 2008; Hein et al., 2012; Storms, 2003). To
elucidate the timing of net sediment deposition at Oysterville, a morpho-stratigraphic cross-
section is developed from the morphology data. From each of the seasonal topographic
profiles, the timing of the first instance of deposition that is not subsequently re-eroded is
recorded for each cell on a grid that covers the entire beach and dune region (dx = 0.1 m,
dz = 0.1 m).

Based on the environmental conditions which occurred between the recorded deposition
date and the preceding survey date, volumetric changes for each grid cell can be attributed
to either wind or wave forcing. Since wave-driven transport rates are typically much larger
than aeolian transport rates based on the three orders of magnitude difference in the trans-
porting fluid density (e.g., Bagnold, 1937), deposition in areas affected by TWLs likely
reflects transport by wave processes. Regions influenced by TWLs more than 2% of the
time within a given season (TWL2%, ∼44 hrs/season) are assumed to be wave dominated.
Above the maximum seasonal TWL (TWLmax) it is assumed that aeolian and ecological
processes (Zarnetske et al., 2012) dominate net geomorphic changes in the dunes. The
region between TWL2% and TWLmax is potentially affected by both marine and aeolian
processes.
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As an example, at a cross-shore distance of 50 m (based on the coordinate system
in Figure 2.1e) deposition at 4 m elevation was first recorded on 7 December 2003. The
TWL2% and TWLmax were 4.5 m and 5.8 m, respectively, between the two relevant surveys.
As both TWL values exceed 4 m, deposition recorded at the 50 m location is attributed
solely to wave forcing. Conversely, new deposition in cells higher than 5.8 m were assumed
to be driven by aeolian forcing as this region was not influenced by TWLs in fall 2003.
Deposition between 4.5 m and 5.8 m in this season may represent wave and/or wind forcing.

The grid-based morpho-stratigraphic results are subsequently averaged within 1 m ver-
tical bins to assess the timing and process controls on deposition across the beach and
dune.

2.3 Results

2.3.1 Daily Morphology Change

Cross-shore topographic surveys were completed for 38 consecutive days at low tide during
SEDEX2 (Figure 2.1c). The four sandbars present during SEDEX2 all migrated onshore
under sustained low-energy conditions (Cohn et al., 2017). The single sandbar located
entirely within the intertidal zone migrated onshore at an average rate of 1.2 m/day, shal-
lowing in the process and contributing to the growth of a berm above the mean high water
contour (MHW, 2.1 m). Although IBW was not completed during the experiment, the
seaward-most berm position prograded by about 16 m and 42 m3/m of sediment was added
to the beach (Figure 2.3a). Negligible volume changes were observed in the dune during
the experiment.

2.3.2 Monthly Morphology Change

Intertidal sandbars were intermittently present throughout spring and summer 2016 (Fig-
ure 2.1d) and, when present, continuously migrated onshore when Hs was below about 2 m.
Resulting from this sandbar migration and welding sequence, which was partially captured
during SEDEX2, the most prograded position of the 1 m contour occurred in September
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Figure 2.3: Nearshore, beach, and dune volume changes at daily (a), monthly (b), and
seasonal to interannual scales (c). Contour changes for the beach (d) and dune (e) are
shown at monthly scale. Monthly dune volume changes (b) are grouped into the lower
dune (4.0 < z ≤ 5. 4m) and upper dune (z > 5.4 m) based on TWLmax.
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2016. Elevated water levels later in September (Figure 2.2a) contributed to erosion of the
intertidal sandbar and berm morphology and smoothed the beach topography. In response,
the 1 m contour eroded between September and October while the 2 m and 3 m contours
prograded (Figure 2.3d). Thereafter, the 1, 2, and 3 m beach contours continued to retreat
until May 2017. Volume changes to the beach (∆Vbeach) behaved similarly (Figure 2.3b),
with 64 m3/m of sediment temporarily added to the beach during summer but with almost
no net annual ∆Vbeach.

Negligible contour and volume changes occurred within the dune (Figure 2.3b,e) be-
tween June and September 2016. Energetic conditions during October resulted in four
hours when TWLs exceeded 5 m (Figure 2.2d), approximately corresponding to the peren-
nial seaward extent of Ammophila breviligulata (American beach grass), with TWLmax as
high as 5.4 m. Between October and November the 4 m contour prograded by 10 m and the
lower dune (4 to 5.4 m) volume increased by about 2 m3/m (significant relative to measure-
ment uncertainty). A TWLmax event of 5.2 m in November coincided with an additional
4 m3/m of lower dune growth. Visual observations of swash and freshly deposited marine
macrophyte wrack found proximal to the perennial vegetation line during field surveys cor-
roborate that TWLs reached above 5 m. Negligible sediment deposition above TWLmax in
October and November suggests that limited aeolian transport occurred in this early fall
period (Figure 2.3b). These combined observations support a potential wave-driven origin
of these accumulated lower dune sediments (Figure 2.3b). Throughout the remainder of
the monthly survey period, continually high TWLs (253 hours >4 m, 11 hours >5 m be-
tween November and May) did not drive lower dune volume losses (Figure 2.3b), though a
gradual retreat of the 4 m contour occurred after November (Figure 2.3e).

Sediment deposited above 5.4 m (TWLmax) in 2016-2017 is assumed to result solely
from aeolian processes. The largest rates of upper dune growth (>5.4 m) occurred between
February and May 2017 (Figure 2.3b,e) coinciding with a period of relatively high wind
energy (Figure 2.2) and the most eroded beach state (Figure 2.3b,d). Over the full year, 13
m3/m of sediment accumulated in the foredune (∆Vdune).
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2.3.3 Seasonal to Decadal Morphology Change

The seasonal topographic data shows sustained dune growth over the past two decades,
with an average ∆Vdune of 13 m3/m/yr (Figure 2.3c). The dataset shows negative ∆Vbeach

in winter, positive ∆Vbeach in summer, and a mean net ∆Vbeach of 8 m3/m/yr. Interannual
nearshore volume changes show larger variability, exceeding the large measurement uncer-
tainties of bathymetry data (∼ ±250 m3/m) and therefore partially reflecting variability in
gradients in longshore sediment transport.

The morpho-stratigraphic cross-section shows that the largest volume gains to the beach
occur in spring, with spring accounting for 65% of volumetric changes between the 1 to 2 m
contours (Figure 2.4a,b). Because intertidal sandbars are transient features, net deposition
on the beach is relatively minimal in summer. The lower portion of the dune is dominated
by deposition in fall. Some aeolian transport occurs to the dune year-round, but the winter
accounts for 31% of total ∆Vdune and 56% of the growth above 8 m.

The morpho-stratigraphic analysis also shows that volume changes above 6 m are con-
trolled primarily by aeolian and ecological processes, where the shaded regions in Figure
4 2.4c,d reflect uncertainty in wave and wind contributions to deposition between TWL2%

and TWLmax. Conversely, deposition below 3 m is driven exclusively by wave processes.
Consistent with the detailed 2016 observations, maximum rates of wave-driven lower dune
growth are inferred to occur in the fall.

2.4 Discussion

Agreeing with previous studies, IBW is an important sediment delivery mechanism from
the nearshore to the beach (e.g., Aagaard et al., 2004; Anthony et al., 2006). However, for
this dissipative setting where the wind and wave climates are in-phase (Figure 2.2f,g,h,i,j)
and beach growth occurs during low wave energy conditions (Figure 2.3d), there is little
opportunity for sandbar-derived sediments to be mobilized by winds prior to a seasonal
increase in wave energy. Based on the morphology datasets, maximum ∆Vdune is generally
about 6 months out of phase with maximum beach sediment supply (Figure 2.4d), where
the available sediment supply is approximated with the average seasonal dry beach width
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Figure 2.4: (a) Average seasonal deposition rates, (b) relative seasonal contribution to de-
position, and (c) inferred dominant depositional transport process based on the morpho-
stratigraphic analysis, and (d) inferred transport process on seasonal dune growth rates
compared against average seasonal dry beach width. Shaded regions in c/d reflect uncer-
tainty in process contribution to dune growth rates between TWL2% and TWLmax.
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(MHW to 4 m) (e.g., Diez et al., 2018). Maximum ∆Vdune instead occurs in phase with high
wind velocities in winter despite the co-occurrence of an eroded beach state. Addition-
ally, it is shown that annual ∆Vdune is relatively consistent with time despite large temporal
variability in nearshore and beach volumes (Figure 2.3c). These observations suggest that
transport limitations are more important than supply limitations for governing wind-driven
dune growth at Oysterville. This may be a function of the large beach widths, fine grained
sand, and oblique winds at the field site, which collectively limit fetch effects on aeolian
transport to the dune (e.g., Davidson-Arnott & Law, 1996).

Paleo-dune development at LBP has previously been related to the formation of a series
of marine beach ridges (Cooper, 1958), which were only later capped by aeolian deposits
following ridge abandonment. Contrasting with the distinct separation between wind and
wave processes on coastal landform evolution described within the beach/dune ridge liter-
ature (e.g., Taylor & Stone, 1996; Hesp, 2006), the data presented here suggests that both
marine and aeolian processes can simultaneously contribute to foredune growth. While
dune erosion from direct wave impact and the landward transport of dune sediments via
overwash have been widely documented (e.g., Figlus et al., 2011), to the knowledge of the
authors the direct role of waves in dune face growth has not been previously recognized.
Although wave-driven dune accretion was only explicitly documented for the fall 2016 pe-
riod, the morpho-stratigraphic approach implies this accretional process is not infrequent
and may contribute between 9% (up to TWL2%) and 38% (up to TWLmax) to annual dune
growth. This is in contrast to the conventional viewpoint of geomorphic responses to the
collision regime using Sallenger's (2000) Storm Impact Scaling model, requiring a shift
away from the paradigm in which collisional wave impacts are unconditionally erosional.
As LBP is relatively unique among coastal systems in that it is prograding, high energy, and
low sloping, wave-driven dune accretion may be limited to end-member dissipative systems
where the swash zone is dominated by low frequency processes (Cohn & Ruggiero, 2016;
Ruessink et al., 1998).

Aeolian and ecological processes have a larger control on overall dune dynamics ac-
counting for between 62% and 91% of ∆Vdune over the twenty-year record. Aeolian pro-
cesses also cannot be fully excluded as a depositional source below TWLmax without addi-
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Figure 2.5: Conceptual model of beach and dune evolution at Oysterville, WA showing
the inferred predominant seasonal transport modes and geomorphic changes (a,b,c,e,f) and
annual envelope of bed elevation change (d). Seasonal process aggregation over a decadal
period using the morpho-stratigraphic approach is shown in panel g, where each black
line represents net geomorphic changes over one year with aeolian (grey) and wave-driven
(blue) contributions highlighted.

tional field observations. However, the lack of observed dune erosion despite the frequency
of TWLs in the collision regime (∼250 hrs/yr) is indirect evidence that high TWLs are
not necessarily destructive to the dunes. While wave processes are assumed to dominate
depositional signatures below TWL2%, higher thresholds show similar results. Only for
threshold durations above TWL7.5%, corresponding to ∼2 hrs/day in the collision regime,
does the morpho-stratigraphic approach indicate that aeolian processes are the sole contrib-
utor to dune growth (not shown).

Driven by the field observations, a conceptual model of the inferred seasonal sedi-
ment cycling and its relationship to long-term coastal evolution is presented in Figure 2.5.
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Spring is characterized by lower beach growth, summer by upper beach growth via IBW,
fall by wave-driven lower dune growth, and winter by aeolian-driven upper dune growth.
The repeat cycling of these seasonal processes drives interannual dune growth; a cycle
in which foredune growth is temporally de-coupled from beach and nearshore sediment
supply (Figure 2.4d). Based on these detailed field observations, the synchronization hy-
pothesis (Houser, 2009) does not appear to be valid for LBP and may be limited in its
ability to explain the dynamics of sediment-starved systems and/or systems where wind
and wave climates are not seasonally in-phase.

2.5 Conclusions

Morphologic measurements spanning time scales of days to decades provide new insights
into processes driving dune growth at a dissipative, prograding beach. Beach and dune
growth at Oysterville, WA are not synchronized in time. While onshore intertidal sandbar
migration drives beach growth in spring and summer, maximum dune growth instead occurs
in winter coincident with the most eroded beach state and the highest wind speeds. It is
demonstrated, perhaps for the first time, that elevated TWLs can cause dunes to accrete –
in contrast to conventional frameworks that relate water levels above the dune toe solely to
foredune erosion.
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Abstract

Wave runup, an important contributor to storm-induced extreme water levels, is commonly
predicted via empirical formulations that parameterize coastal morphology using simple
metrics such as the foreshore beach slope. However, spatially and temporally complex
nearshore morphology, such as subtidal sandbars, have the potential to alter surf zone wave
dissipation patterns and therefore influence setup, swash, and runup levels observed at the
shoreline. In this study, a suite of numerical experiments using XBeach demonstrate rea-
sonable skill in reproducing wave runup observations in dissipative settings, explore the
relative influence of seasonal to interannual variability in nearshore morphology on runup
and its constitutive components, and illustrate differences between empirical and numer-
ically modeled estimates of runup. The numerical model results show that interannual
variability in sandbar configuration, associated with net offshore sandbar migration, has a
larger influence on wave runup than does seasonal sandbar variability. Although the par-
ticular configuration of sandbars was estimated to influence runup by as much as 0.18 m
during storm conditions, natural variability in subaerial beach topography has a stronger in-
fluence on runup than subtidal morphology. XBeach demonstrates that both wave setup and
infragravity swash have morphologic controls. In experiments simulating storm conditions
in which both nearshore and beach morphology was varied, natural interannual variability
in beach topography explained about 80% of the variance in runup and its constituents.
While XBeach predictions of setup, swash, and runup compare favorably with empirical
predictors for low wave conditions, the numerical model predicts higher runup levels for
storm-conditions on dissipative beaches raising potential concerns about coastal hazards
assessments that use these empirical models to estimate extreme total water levels.

3.1 Introduction

Storm-induced, elevated water levels pose a major hazard to low-lying coastal communi-
ties, occasionally generating severe backshore flooding and erosion. Recent events such
as Hurricanes Katrina and Sandy have highlighted community vulnerability to anomalous
high water events which can result in substantial environmental and economic damages
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(Benimoff et al., 2015; Vigdor, 2008). While wind-driven storm surge can dominate dam-
ages during large landfalling hurricanes, often one of the most important components of
storm-induced extreme total water levels (TWLs) is wave runup (e.g., Stockdon et al.,
2007). In a recent U.S. West Coast study, Serafin & Ruggiero (2014) showed that wave
runup contributed approximately 60% of the TWL during the maximum high water level
event on record. In more than half of the ∼150 events (∼5 events per year) included in
that studies’ extreme value analysis, wave-induced water levels accounted for >50% of the
TWL signal.

Many studies have related runup, and its constituent components of setup and swash, to
local beach characteristics and to the incident wave climate (e.g., Holman, 1986; Ruessink
et al., 1998; Stockdon et al., 2006). For example, working on high energy dissipative
beaches in the U.S. Pacific Northwest (PNW), Ruggiero et al. (2001) [henceforth R01]
found that >95% of swash variance was in the infragravity band and related the 2% ex-
ceedance elevation of runup maxima, R2%, as

R2% = 0.27
√
β f HoLo (EQ 3.1)

where β f is the foreshore slope, Ho is the deep-water significant wave height, and Lo

is the deep-water wavelength. Stockdon et al. (2006) synthesized video data from 10 field
experiments at 6 different beaches, including the dissipative beach data from Ruggiero
et al. (2001), and generated empirical models relating wave setup (η), incident band swash
(S INC), infragravity band swash (S IG), and R2% to offshore wave conditions and characteris-
tics of the coastal profile. The general form of the Stockdon et al. (2006) model [henceforth
SG06] for extreme wave runup is given as

R2% = 1.1

η +

√
S 2

INC + S 2
IG

2

 = 1.1

0.35β f

√
HoLo +

√
HoLo

(
0.563β2

f + 0.004
)

2


(EQ 3.2)

For data with Iribarren numbers (ξ o; Battjes, 1974) less than 0.3, Stockdon et al. (2006)
developed a formulation specific to dissipative beaches [henceforth SD06]
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R2% = 0.043
√

HoLo (EQ 3.3)

While the SD06 relationship is independent of the beach profile, SG06 and R01 both
have dependencies on β f , which is defined as the mean slope between η ± twice the standard
deviation of the swash time series. Stockdon et al. (2006) explored η, S INC, S IG, and R2%

dependencies on other metrics representing the nearshore profile, such as the surf zone
slope, yet found no statistically significant relationships. However, a number of field studies
have suggested that complex nearshore morphology, such as the presence of sandbars, may
influence swash processes (e.g., Brodie et al., 2012; Cox et al., 2013; Guedes et al., 2012;
Sénéchal et al., 2013) and therefore β f alone may not fully explain the morphologic control
on runup.

Nearshore sandbars act as a perturbation to the coastal profile causing waves to break
further offshore during storm events, potentially limiting coastal erosion by dissipating
wave energy away from the beach face (Castelle et al., 2007; Holman & Sallenger, 1985;
Shand et al., 2006). Likewise, temporal variability in tides on a barred beach alters surf-
zone wave breaking patterns which may also in turn influence swash processes (e.g., Hol-
man & Sallenger, 1985). For example, Guedes et al. (2011) found that runup height could
vary by up to a factor of 2 between high tide (no waves breaking on a bar) and low tide
(waves breaking on a bar) on an intermediate, micro-tidal beach. Similarly, Sénéchal et al.
(2013) found a 30% reduction in runup during low tide caused by a reduction in infragrav-
ity energy associated with sandbar-induced wave breaking. Although these observations
support the notion that sandbars influence wave runup, developing field datasets that di-
rectly link the influence of nearshore bathymetric variability to setup and swash statistics
has proven challenging. For this reason, numerical models have increasingly been used to
explore runup and its relationship to variable morphology. For example, using the Thornton
& Guza (1983) wave transformation model, Stephens et al. (2011) demonstrated that, in the
presence of a sandbar, the nearshore profile could explain at least as much variance on η as
Ho. Using XBeach (Roelvink et al., 2009), Cox et al. (2013) [henceforth C13] found that
S IG is reduced when waves break over a bar relative to a non-barred beach profile. Based
on these model results, C13 presented the following empirical model for infragravity swash
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S IG = 0.08F
√

HoLo (EQ 3.4)

where Fis 0.71 on a non-barred beach (collapsing to the SG06 relationship for S IG in
Equation 3.2) and is equal to

(
hbar

hnobar

)0.39
on a barred beach, which represents the ratio of

the bar depth (hbar) to the local water depth in the absence of the bar (hnobar). Conversely,
using a nonlinear shallow water equations solver Soldini et al. (2013) found little difference
in maximum predicted runup for a barred beach profile as compared to an equilibrium
beach profile with the same onshore topography. Collectively, these studies indicate that
the presence of nearshore sandbars, and their inherent variability, may influence η, S IG, and
maximum runup in as yet unexplained ways.

To deepen understanding of the influence of nearshore morphological variability on
wave runup, here we present a series of numerical XBeach experiments performed on ob-
served and simulated beach profiles from the PNW. This region contains long stretches of
sandy coast characterized by flat, dissipative beaches with wide surf zones and multiple
nearshore sandbars (Haxel & Holman, 2004; Ruggiero et al., 2005). Since much of this
coastline is characterized as a morphodynamic end-member (Wright & Short, 1984) and
sandbars in the region have been shown to vary significantly both spatially and tempo-
rally on seasonal to interannual time scales (Di Leonardo & Ruggiero, 2015), the PNW
is an ideal region to explore the influence of coastal morphology on swash zone hydrody-
namics. Here we first demonstrate that XBeach skillfully reproduces runup statistics on
high energy dissipative beaches by simulating conditions from the High Energy Beach Ex-
periment (HBE) at Agate Beach, OR (Ruggiero et al., 2004). We then turn our focus to
investigating the implications of natural variability in nearshore bathymetry and topogra-
phy on η, S IG, runup, and TWLs along a characteristic dissipative beach. A wide range of
wave conditions are simulated in order to analyze the general behavior of the model and to
assess relationships between the coastal profile and wave driven components of TWLs.

The paper is organized as follows. Descriptions of the study sites, Agate Beach, OR and
Long Beach, WA, are given in Section 3.2. In Section 3.3 the modeling approaches for five
distinct numerical experiments are described, each of which explore runup behavior under
differing environmental forcing conditions and nearshore morphological configurations.
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Figure 3.1: (a) Regional map of the U.S. Pacific Northwest with the two field sites identi-
fied. Zoomed in images of (b) Agate Beach and (c) Long Beach Peninsula show the coastal
morphology measurement locations (red stars) and other geographic points of interest.

Results of these numerical modeling simulations are presented in Section 3.4 followed by
comparisons of the results to existing empirical predictors of runup from the literature in
Section 3.5. Concluding thoughts are provided in Section 3.6.

3.2 Study Sites

Classically, beaches have been defined as being in a dissipative state when the Iribarren
Number, tan(β f )/

√
Ho/Lo , is less than approximately 0.3 (Wright & Short, 1984). During

storms this criteria is often satisfied because of large Ho while on beaches with very low β f

this criteria is satisfied under most sea states. Many PNW beaches are modally dissipative
as a result of characteristically flat, low sloping profiles (Ruggiero et al., 2005). The PNW
also has one of the most energetic wave climates in the world, with average annual Ho of
about 2.4 m with peak wave periods of about 10.8 s and typically experiences about three
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storm events per year with wave heights exceeding 8 m (Allan & Komar, 2002; Allan et al.,
2006).

For this study, two relatively similar, meso-tidal, high energy, dissipative PNW beaches
are investigated (Figure 3.1). The High Energy Beach Experiment took place at Agate
Beach, OR in 1996, providing a runup dataset during dissipative conditions with Ho up to
3.1 m. Agate Beach is a 2.5 km sandy, bluff-backed stretch of coast located at the northern
end of the Newport littoral cell in Newport, OR (Figure 3.1b). Repeat topographic surveys
reveal large seasonal variability at Agate Beach, with an estimated 31.4±8.5 m3/m of beach
sediment lost to the nearshore during the winter and reworked onshore during summer
(Haxel & Holman, 2004). Over the longer term the beach is net progradational, with an
average shoreline change rate of about 2 m/yr between 1967 and 2002 (Ruggiero et al.,
2013). While Argus image analysis indicates a dynamic nearshore with sandbars migrating
onshore in summer and offshore in winter (Alexander & Holman, 2004), long-term in-situ
observations of nearshore morphology do not exist for this site.

To take advantage of an existing PNW long-term dataset of in-situ coastal morphology
measurements, our second study site is on the Long Beach Peninsula (LBP), part of the
Columbia River Littoral Cell (CRLC). The CRLC is a dissipative, progradational coastal
system that spans the Oregon and Washington border. The 165 km sandy coastal system
consists of four barrier plain sub-cells bisected by 3 large estuaries – with the Columbia
River being the largest historical source of sediment to the system (Kaminsky et al., 2010).
Each of these barriers is generally characterized by wide, gently sloping beaches with broad
surf zones and multiple dynamic subtidal and intertidal sandbars.

The shoreline along LBP (Figure 3.1c), just north of the mouth of the Columbia River,
prograded at an average rate of 4.7±0.3 m/yr between the 1980s and 2002 (Ruggiero et al.,
2013). More recent coastal change in the CRLC has been extensively documented via
bathymetric and topographic beach surveys completed annually since 1998 as part of the
Southwest Washington Coastal Erosion Study (SWCES) (Gelfenbaum & Kaminsky, 2010).
Hundreds of cross-shore transects, extending from ∼-12 m to ∼+10 m, that have been
collected throughout the CRLC provide insight into the regional sediment dynamics of
this dissipative coastline. The annual surveys confirm that the high rates of progradation
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(∼4.0 m/yr in the Oysterville region of LBP) have continued through 2014. Quarterly
topographic beach profiles also reveal a rapidly changing coastal system where there is
significant seasonal and interannual variability in morphology (Ruggiero et al., 2005). In
Oysterville, measurements show fairly alongshore-uniform sandbars that exhibit a trend of
net offshore sandbar migration (NOM) with a return period of about 2.4 years (Cohn et al.,
2014). This trend of NOM has been observed in numerous parts of the world whereby
sandbars form in the inner surf zone, cyclically migrate offshore, and eventually dissipate
in form on the shoreface (Plant et al., 1999; Ruessink & Kroon, 1994; Wijnberg & Terwindt,
1995).

Long Beach Peninsula profile 66 (LB66), a representative profile for the Oysterville
region from the SWCES dataset (Figure 3.2a), typically contains two to three nearshore
sandbars that conform to the cyclic NOM behavior (Cohn et al., 2014). These bars are
generated close to shore, migrate offshore at an average (and maximum) rate of about 150
m/yr (405 m/yr) in Oysterville and deepen at an average (and maximum) rate of 1 m/yr (2.7
m/yr) (Figure 3.3b,c). Between 1998 and 2013 the profile data reveals a vertical envelope
of over 4 m associated with the migration of these sandbars. Additionally, the data shows
that the beach was always low sloping, with β f at LB66 varying between 0.013 and 0.02
and having an average of 0.015 (Figure 3.3a).

3.3 Methods

To explore the influence of seasonal to interannual variability in coastal morphology on
wave runup and its components, five discrete XBeach numerical modeling experiments
were performed (Table 3.1). First, to demonstrate the model’s skill in simulating η, S IG,
and wave runup in highly dissipative settings, Experiment 1 hindcasts these parameters for
the observed hydrodynamics during HBE. Experiments 2, 3, and 4 investigate the role of
seasonal (Experiment 2) to interannual (Experiments 3 and 4) varying morphology on the
components of runup at LBP. To isolate the relative influence of nearshore morphology
(<-2.0 m MSL) versus beach morphology (>-2.0 m MSL) on runup, Experiment 3 varies
nearshore morphology while holding beach morphology fixed between simulations while
Experiment 4 varies both nearshore and beach morphology concurrently. Finally, in or-
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Figure 3.2: Coastal profiles measured at (a) LB66 from 1998 to 2013 and (b) Agate Beach
in 2012.
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Figure 3.3: (a) Foreshore beach slope measured at LB66 (lines with circle markers) from
1998 to 2013. Alongshore-averaged (b) cross-shore location (xbar) and (c) water depth
(hbar) of sandbars in Oysterville, WA showing a trend of interannual net offshore sandbar
migration (modified from Cohn et al., 2014). In each panel the red squares indicate the
equivalent morphometrics extracted from the 2012 Agate Beach profile.
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der to explore potential implications of the results from these numerical experiments on
coastal vulnerability assessments, a year-long TWL hindcast is generated at LBP in Exper-
iment 5. Specific details of model setup and the experiments are described in the following
subsections.

3.3.1 Hydrodynamic Model Overview

XBeach is a phase-averaged, process-based, surface gravity wave model (Roelvink et al.,
2009) that is coupled with a non-linear shallow water model accounting for the genera-
tion of low frequency motions (Reniers et al., 2006). The model solves two-dimensional,
depth-averaged equations for wave propagation and has modules for simulating sediment
transport and morphologic change due to waves and wave-driven circulation. XBeach has
been applied to a wide range of coastal applications including rip current prediction (Austin
et al., 2013), overwash (McCall et al., 2010), dune erosion (de Winter et al., 2015; Splinter
& Palmsten, 2012), and wave runup (Stockdon et al., 2014). Since XBeach is a phase-
averaged model it does not resolve incident band swash excursions which may be impor-
tant for the total runup, particularly on moderate to steeply sloped beaches. However, in
dissipative settings, such as is the focus for our application, the swash zone is typically
dominated by infragravity energy (Holman, 1986; Ruessink et al., 1998; Ruggiero et al.,
2004).

XBeach is often applied in 1D, examining predominantly cross-shore processes while
neglecting alongshore gradients in energy. The 1D model does not account for alongshore
variability in hydrodynamics, does not incorporate wave directional spreading (Van Thiel
de Vries et al., 2011), and only resolves the cross-shore directed component of infragravity
energy (de Winter et al., 2015). Despite neglecting some potentially important physical
processes, the 1D version of XBeach has demonstrated skill in reproducing surf-zone wave
transformation (e.g., Stockdon et al., 2014; Geer et al., 2012) and dune erosion (e.g., van
Dongeren et al., 2009). It has also provided reasonable estimates of wave runup compared
to observational data. For example, model estimates of η at Duck, NC (Stockdon et al.,
2014) using XBeach agree well with observations (RMSE < = 0.17 m with no significant
model bias) in both 1D and 2D mode. While XBeach was found to generally underpredict
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S IG at Duck – the 1D model agreed better with S IG observations than the 2D model. Here
we justify the use of the 1D version of XBeach based on previous model validations (e.g.,
Stockdon et al., 2014), a model to field data comparison performed at Agate Beach, OR
presented in Section 3.4.1, and to allow for exploration of a wide range of environmental
and morphologic parameter space. Since 2D XBeach models require significantly more
computing resources, thousands of simulations, such as those presented here, would not be
possible.

The same general model setup was used for each of the five numerical experiments
in this study, with only the bulk wave parameters, tidal elevations, and the coastal pro-
file changed between simulations. For each experiment a 1D, cross-shore grid included
elevations from ∼-32 m to ∼+8 m relative to MSL. Between ∼-32 m and -12 m beach pro-
file data was extracted from the NOAA Astoria 1/3 arc second Coastal Digital Elevation
Model for all of the numerical experiments (Carignan et al., 2009). For Experiments 1, 3,
and 4 profile data collected with the Coastal Profiling System (Ruggiero et al., 2005) and
backpack-based RTK GPS was used to define the bed elevation shallower than ∼-12 m. For
Experiments 2 and 5 modeled bathymetry derived from a UNIBEST-TC [henceforth UTC]
(Bosboom et al., 2000) simulation (to be further described in Section 3.2) was used for
water depths shallower than ∼-12 m and was merged with RTK GPS topographic measure-
ments. Each of the datasets were converted to MSL using VDatum (Xu et al., 2010) and
interpolated onto a grid with variable grid spacing of 10 m offshore and finer 0.5 m onshore
grid spacing in order to adequately resolve low frequency swash excursions on the beach
face. Further details of the topography and bathymetry for each numerical experiment are
provided in Section 3.3.3 and Table 3.1.

For all of the numerical experiments, XBeach was run in 1D hydrostatic mode for a
total simulation time of two hours. To validate our choice of the 1D model, additional 2D
XBeach simulations were made for Experiment 1 assuming an alongshore uniform beach
profile and applying the same boundary conditions as the 1D model. For the 2D simula-
tions, the model domain extended 10 km in the alongshore dimension with high resolution
(10 m) spacing in the center of the domain and increasing grid size (>100 m) near the
lateral boundaries. This approach was taken to adequately resolve alongshore variability
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in swash motions along the center 1 km of the domain while avoiding boundary effects.
For all simulations morphological updating was turned off and default model settings were
used for other model parameters not described herein.

For Experiments 1 to 4 the deepwater wave conditions were characterized by a generic
JONSWAP spectrum utilizing a directional spreading coefficient of 2 (cosine power for-
mulation) and a peak enhancement factor of 3.3. These spectra were shoaled over a planar
slope to the water depth at the seaward edge of the XBeach grid using the Simulating Waves
Nearshore (SWAN) model (Booij et al., 1999). For Experiment 5, XBeach was forced us-
ing bulk wave parameters derived from a regional wave model hindcast (Garcı́a-Medina
et al., 2014) extracted at the offshore XBeach model boundary. A JONSWAP spectrum
based on these bulk wave parameters was input directly into XBeach for these simulations.
The random variable in XBeach is set to zero in all experiments in order to sample the wave
spectrum similarly for each simulation. This approach allows the influence of morpholog-
ical variability on wave runup to be isolated rather than confounding the results due to the
effects of the randomness of incoming wave groups.

In Experiments 2 to 4 the tidal level is held constant at MSL while tidal variability is
included in Experiments 1 and 5. In Experiment 1 tides were obtained from the nearby
NOAA South Beach tide gauge (Station 9435380, Figure 3.1b) for the period of HBE.
Tides for Experiment 5 were derived from the nearby NOAA Toke Point tide gauge (Station
9440910, Figure 3.1c).

For all five experiments the model was run for two hours, where the first hour consisted
of model spin-up and only data from the second hour was used for subsequent analysis.
Water surface elevation was exported for the entire model grid at one second time intervals
for this second hour. Runup time series were generated based on the landward most location
where the instantaneous water surface exceeded 1 cm. For the 1D model simulations a
single runup time series is generated, whereas for the 2D model simulations data every 10
m in the alongshore from the middle 1 km of the domain were exported. For each shoreline
location, the mean of these runup time series is taken as η, whereas the variations around
that mean value are the low frequency swash excursions. Consistent with the approach
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of Stockdon et al. (2006), the significant infragravity swash height is calculated from the
demeaned runup time series and is given as

S IG = 4

√√√0.05Hz∑
f =0Hz

PS D ( f ) d f (EQ 3.5)

To distinguish the fact that XBeach model results exclude contributions from incident
swash, we define the two percent exceedance value of infragravity runup as

R2%,IG = 1.1
(
η +

S IG

2

)
(EQ 3.6)

Equation 3.6 therefore takes the same form as Stockdon et al. (2006) (Equation 3.2)
with the exception that S INC is neglected.

3.3.2 Estimated Seasonal Morphologic Variability

In coastal systems with strongly seasonal wave climates, such as the PNW (Allan & Ko-
mar, 2002, 2006), nearshore subtidal morphology typically exhibits seasonal variability
(Alexander & Holman, 2004; Walstra et al., 2012). Since field measurements of nearshore
bathymetry are collected only once per year in the CRLC, we simulate seasonal sandbar
variability using UTC. UTC is a 1DH, wave-averaged hydrodynamic, sediment transport,
and bed evolution model which has previously been applied to simulate seasonal to in-
terannual sandbar migration (e.g., Pape et al., 2010; Ruessink et al., 2007; Ruessink &
Kuriyama, 2008; Walstra et al., 2012). Roelvink et al. (1995) and Ruessink et al. (2007)
found that the angle of repose (tanϕ), breaker delay parameter (λ), and a current-related
roughness factor (kc) were among the most important calibration parameters for realisti-
cally simulating cross-shore sandbar evolution. These site-specific tuning parameters are
necessary to accurately represent the cross-shore distribution of wave energy dissipation
(λ), suspended sediment concentrations (kc), and the maximum bar crest to trough relief
(tanϕ) (Ruessink et al., 2007). Using UTC, Walstra et al. (2012) developed an optimization
procedure for tanϕ, λ, and kc to successfully model NOM at Nordwijk, the Netherlands.
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Here we follow the same approach as Walstra et al. (2012) running a suite of 500 UTC
simulations to optimize these three parameters for the LBP study site.

UTC was initialized with a measured bathymetric profile from 9 August 2010 at profile
LB66, a characteristic dissipative profile located approximately 30 km north of the mouth
of the Columbia River (Figure 3.1c). A horizontally variable cross-shore grid with coarse
resolution offshore (> 100 m) and finer resolution in the nearshore (5 m) was used. The
model was run at hourly time steps using wave parameters derived from a regional wave
hindcast (Garcı́a-Medina et al., 2014) and measured water levels from NOAA tide gauge
9440910 (Toke Point, WA; Figure 3.1c). A median grain size (D50) of 163 microns and a
D90 of 230 microns were input to the model as derived from a sediment sample taken from
the beach. During the simulations, the subtidal morphology was allowed to evolve freely
in water depths between -12 m to -2 m and was held fixed in deeper and shallower water
depths since our focus was on simulating subtidal sandbar behavior only.

UTC was run for 344 days, from 9 August 2010 until 19 July 2011, corresponding
to the date of the subsequent bathymetric survey at LB66. From the suite of 500 simula-
tions (with varying parameter combinations), the individual simulation yielding the lowest
summed squared error between the model result and the measured 2011 bathymetric pro-
file was classified as having the optimum free parameter combination for the study site.
The optimized UTC free parameter values were found to be tanϕ = 0.177, λ = 1.4, and
kc = 0.0102 m, values which compare well with previously reported values (ranging from
0.102 to 0.466, 1 to 2.76, and 0.0056 m to 0.061 m, respectively) for barred beaches (Bos-
boom et al., 2000; Ruessink et al., 2007; Walstra et al., 2012). During this simulation both
the outer and inner sandbars migrated offshore and increased in relief in response to high
waves and strong near bottom velocities during the winter. The summer had comparatively
lower wave energy which drove a slow onshore migration of the bars. Over the full year
simulation there was a net 215 m offshore sandbar migration of the initial inner bar, agree-
ing well with the 180 m migration observed from field measurements. Model simulations
also suggest an approximately 3 m vertical envelope of variability that bounds the seasonal
evolution of these sandbars (Figure 3.4).



38

Figure 3.4: Representative profiles (solid colored lines) and envelope of variability (dotted
black line) from UTC modeled seasonal sandbar configuration at LB66. The measured
2010 (light grey) and 2011 (medium grey) profiles are shown for comparison.

In Experiment 2, the time-varying best-fit UTC simulated nearshore morphology was
subset to 12 representative end-member profiles using an automated K-Means/Maximum
Dissimilarity clustering algorithm (Camus et al., 2011) (shown in Figure 3.4). For Experi-
ment 5, a bathymetric profile was extracted once a day from the UTC model for input into
XBeach.

3.3.3 Numerical Experiments

3.3.3.1 Experiment 1: High Energy Beach Experiment

To demonstrate the suitability of XBeach for modeling runup in high energy dissipative
beach environments, simulations were completed that hindcast the conditions observed
during HBE (Ruggiero et al., 2004). Experiment 1 consisted of 14 simulations with ob-
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served significant wave height, and peak wave period (Stockdon & Holman, 2011) and
water levels from the nearby NOAA South Beach tide gauge (Figure 3.1b). Since a com-
plete nearshore profile was not collected during HBE, a 2012 Coastal Profiling System
survey at the study site was used to define the nearshore bathymetry for input to the model.
Above 0 MSL a planar foreshore beach slope ranging from 0.012 to 0.023, based on HBE
observations, was combined with the bathymetric profile for each of the 14 simulations.
For Experiment 1, and all other numerical experiments presented herein, the bathymetry
for water depths greater than 12 m were extracted from the NOAA Astoria DEM.

3.3.3.2 Experiment 2: Seasonally variable nearshore morphology

In the absence of detailed observations of seasonally varying nearshore morphology at
either study site, the optimized UTC model was used to simulate seasonal sandbar evolution
at LBP (Figure 3.4). The 12 representative profiles extracted from the UTC simulation, as
described in Section 3.3.2, were each merged with the measured LB66 2011 topographic
profile. XBeach was run for a set of 48 generic wave conditions comprised of deepwater
significant wave heights ranging from 1 to 8 m (∆ Ho = 1 m) and peak wave periods (Tp)
from 6 to 16 s (∆ Tp = 2 s). This suite of wave conditions covers the range of the sea
states that are typically seen on an interannual basis in the PNW (Allan & Komar, 2002,
2006). For simplicity, in all Experiment 2 simulations the mean incident wave direction was
shore normal and water levels were held constant at MSL. Combining the 12 representative
profiles with the 48 wave conditions resulted in 576 individual simulations (Table 3.1).

3.3.3.3 Experiment 3: Interannually variable nearshore morphology

At interannual time scales, nearshore bathymetric variability in LBP is dominated by a
cycle of net offshore bar migration (Cohn et al., 2014). The influence of interannual vari-
ability in nearshore morphology, while holding beach morphology constant, is explored in
Experiment 3. For this suite of simulations, measured bathymetric profiles (< -2 m MSL)
from 1998 to 2013 at LB66 are used in conjunction with constant topography from the
measured LB66 2011 profile. Experiment 3 uses the same wave and tide conditions as in
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Experiment 2, resulting in 768 total simulations for the 16 different observed beach profiles.

3.3.3.4 Experiment 4: Interannually variable nearshore and beach morphol-

ogy

Although the range of observed temporal variability on the subaerial beach in the CRLC is
relatively small (Figure 3.3a), even small topographic changes have the potential to influ-
ence runup due to the well documented β f dependence. In Experiment 4, both bathymetric
and topographic data from 1998 to 2013 at LB66 are varied to investigate the influence
of interannually varying nearshore and beach morphology on runup. The same wave and
water level conditions are used as for Experiments 2, again resulting in a total of 768 sim-
ulations. Taken together, Experiments 3 and 4 are used to isolate the influence of beach
morphology on runup.

3.3.3.5 Experiment 5: Daily maximum TWL simulations

While Experiments 2 to 4 explore the role of variable morphology on runup for select wave
conditions, tides were excluded from these simulations. However, tides are an important
contributor to TWLs and tidal stage has also been suggested to have important implications
on runup (e.g., Brinkkemper et al., 2013; Brodie et al., 2012; Guedes et al., 2011; Sénéchal
et al., 2013). Not only do variable tidal levels influence wave breaking patterns due to
subtidal sandbars (e.g., Guedes et al., 2011), but increased still water levels result in a
swash zone higher up on the beach where there is a potentially higher foreshore slope. In
Experiment 5, XBeach is used to simulate TWLs to assess differences between numerical
modeling results and empirical runup formulations and to consider potential implications
on coastal vulnerability.

Wave runup and TWLs were simulated at LB66 from 9 August 2010 to 19 July 2011.
For each of the 344 days in this time period, a single XBeach simulation was completed
using the time-variable UTC model results for that same day to define the nearshore mor-
phology and utilizing the static 2011 LB66 topography. The same wave and tide time series
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as used to force UTC (as explained in Section 3.3.2) were used for Experiment 5, although
only one static environmental condition per calendar day was selected. For each day the
maximum Ho, maximum Tp, maximum tidal elevation, and minimum wave direction (Dp)
relative to shore normal were selected from the environmental time series to represent the
worst case daily conditions (Figure 3.5). Consistent with the other numerical experiments,
in Experiment 5 each XBeach simulation was run for 2 hours using constant environmental
conditions (both waves and tides) with only the second hour of data used to calculate wave
runup statistics.

3.4 Results

3.4.1 Experiment 1: High Energy Beach Experiment

In Experiment 1 the environmental conditions observed during HBE were hindcast to
demonstrate XBeach model skill at predicting runup on a dissipative PNW beach. Model
comparisons to observed HBE swash metrics are shown in Figure 3.6 and bulk statistics are
provided in Table 3.2. In general, both the 1D and 2D XBeach models slightly overpredict
η and underpredict S IG relative to the field observations. The mean error (∆ µ) and root
mean squared differences (RMSD) between XBeach and the observations are smaller for
both η and S IG than SG06 but higher than that of SD06. Overall the 1D XBeach simula-
tions exhibit almost no bias for R2%,IG (∆ µ= -0.01m), with a RMSD of 0.23 m. The bias
of these 1D results is less than or equal to the biases from R01, SD06, and SG06 and with
similar RMS differences for R2%,IG, whereas the 2D model shows a positive bias (∆ µ=

0.16 m ± 0.06 m) and a larger RMSD (0.26 m ± 0.05 m) on average.
While both numerical models reproduce field observations of η, S IG, and R2%,IG skill-

fully, this analysis suggests that the 1D version of the model using the default model settings
provides comparable (for S IG) or better (for of η and R2%,IG) results than the 2D model for
low-sloping, dissipative beaches. These results are consistent with Stockdon et al. (2014)
who found closer agreement between 1D XBeach simulations for η and S IG at Duck, NC
than 2D simulations. Together, these findings provide confidence in the ability of XBeach
to simulate wave runup in 1D.
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Figure 3.5: Time series of (a) deepwater significant wave height, (b) peak wave period, (c)
offshore wave direction, and (d) maximum daily water level which were used to define the
daily maximum TWL conditions for Experiment 5.
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Figure 3.6: XBeach and empirical model predictions of η, S IG, and R2%,IG compared to
measurements from the High Energy Beach Experiment at Agate Beach, OR (Ruggiero
et al., 2004). The range of alongshore varying predicted values are provided (by the hori-
zontal bars) for the 2D XBeach simulations.
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Table 3.2: Bias and RMSD between model results and HBE observations for Experiment
1.

3.4.2 Experiments 2 to 4: Seasonal to interannual variability in morphology

The results described below demonstrate the relative effect of variable seasonal (Experi-
ment 2) to interannual (Experiments 3 and 4) morphology on wave runup. Among these
three numerical experiments a total of 2,112 simulations were completed using 48 generic
wave conditions over a range of profile configurations. The results indicate that XBeach
simulated η, S IG, and R2%,IG all increase with both Ho and Tp and that η contributes more
to R2%,IG than S IG for most wave conditions. For the Ho = 2 m, Tp = 10 s wave case, which
most closely approximates the average annual wave condition, and using the observed 2011
LB66 observed profile (Experiments 3 and 4), XBeach predicts η = 0.33 m, S IG/2 = 0.23
m, and R2%,IG = 0.61 m (Figure 3.7). A representative PNW storm condition (8m at 14 s)
results in 1.41 m, 1.44 m, and 3.13 m for the same metrics, respectively.

These general trends are consistent across all of the simulations, although the predicted
values of η, S IG, and R2%,IG vary between profiles. Within each numerical experiment
across all morphologies (12 for Experiment 2 and 16 each for Experiments 3 and 4) and
individually for each of the 48 wave conditions, the range of results is calculated as the
difference between the maximum and minimum simulated η, S IG, and R2%,IG and are pre-
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Figure 3.7: Example XBeach predictions of η, S IG/2, and R2%,IG for 48 wave simulations
completed for the 2011 LB66 profile. Orange and grey stars highlight the mean annual (Ho

= 2 m, Tp = 10 s) and representative storm (Ho = 8 m, Tp = 14 s) wave conditions.

sented in Figure 3.8. For example, the 8 m, 14 s storm event is estimated to result in R2%,IG

as little as 3.07 m and as much as 3.16 m (range of 0.09 m) by varying only the subtidal
morphology in Experiment 3. In Experiment 2 (Figure 3.8a,b,c) the maximum range in
modeled R2%,IG for any wave condition is only 0.05 m (0.04 m and 0.03 m for η and S IG/2,
respectively) suggesting that seasonal variability in sandbar configuration does not greatly
alter swash zone hydrodynamics regardless of the incident wave conditions. Similarly,
when wave conditions are below the annual average, the range of results is always less than
0.05 m for Experiment 3 (Figure 3.8d,e,f). However, during long period waves and during
storm conditions depth-limited wave breaking occurs further offshore and in these cases
the influence of interannual nearshore bathymetric variability is more important. XBeach
results indicate that there is up to a 0.18 m difference in R2%,IG (0.11 m and 0.09 m for η
and S IG/2, respectively) across the interannually varying nearshore profiles, suggesting that
large oscillations in nearshore morphology associated with NOM can enhance or weaken
the magnitude of wave runup.

The ranges for Experiment 4 (Figure 3.8h,i,g) are substantially higher than those for
Experiments 2 and 3, highlighting the relatively larger importance of beach topography on
η, S IG, and R2%,IG. Similar to the other experiments the largest ranges occur for the most
energetic conditions. However, the predicted range of R2%,IG exceeds 0.1 m for all simula-
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Figure 3.8: Difference between maximum and minimum simulated values of η, S IG/2, and
R2%,IG for Experiments 2 to 4 for all 48 wave conditions.
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tions where Ho or Tp are greater than the average annual PNW waves. The maximum range
of R2%,IG (and η and S IG/2, respectively) among the 48 wave conditions for Experiment 4
is 0.64 m (0.38 m and 0.49 m) which is 13.4 (9.1 and 15.0) and 3.5 (3.3 and 5.3) times
larger than the maximum ranges in Experiments 2 and 3, respectively.

The numerical framework for Experiments 3 and 4 allow the relative effects of bathymetry
versus topography on runup to be distinguished from one another. In Experiment 3 the
beach morphology is held constant between all simulations, thus any variance in the mod-
eled runup signature between different profiles for the same wave condition can be at-
tributed purely to a bathymetric influence. However, in Experiment 4 both topography and
bathymetry are varied. Therefore by subtracting the results for Experiment 3 from Exper-
iment 4 for equivalent wave conditions and equivalent subtidal morphologies, the relative
topographic control on η, S IG, and R2%,IG can be inferred. Figure 3.9 reveals the model
predicted mean contribution of topographic variability on the overall vertical variability of
η, S IG, and R2%,IG.

When Ho > 3 m or Tp > 8 s topographic changes explain a significant majority of
the variability in results. For an 8 m, 14 s storm event, about 80% of the variability in
the three runup metrics are explained on average by the topography alone. Model results
suggest that topographic variability has a relatively stronger influence on S IG than on η

(Figure 3.8d,e,g,h and Figure 3.9a,b), which largely disagrees with previous observations.
Stockdon et al. (2006) had found no statistical correlation between the beach morphology
and infragravity swash – with their observed dependence relying solely on

√
HoLo. The

modeling results of this present study suggest that there may in fact be a morphologic
dependence for S IG (Figure 3.8), although perhaps not linearly dependent with β f , similar
to the findings of Ruggiero et al. (2001).

3.4.3 Experiment 5: Simulation of daily maximum conditions

A year-long time series of daily maximum TWL conditions was simulated in Experiment
5. During the analysis period (9 August 2010 to 19 July 2011) the largest wave conditions
occurred between October and December, with Ho up to 8.9 m and Tp up to 21.9 s (Fig-
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Figure 3.9: Mean percentage contribution of topographic variability to modeled runup vari-
ability for η, S IG/2, and R2%,IG

ure 3.5). While long period ocean swell can occur year round in the PNW, wave heights
drop substantially during the summer.

Over the course of the year, the largest hindcast values of η, S IG/2, R2%,IG, and TWL
were 1.74 m, 2.16 m, 4.29 m, and 5.68 m, respectively, which all occurred during a storm
event on 2 November 2010 (Ho = 6.3 m, Tp = 21.9 s, Dp = 270◦, and still water level
[SWL] = 1.39 m) (Figure 3.10). For these same conditions R01, SD06, and SG06 predict
maximum TWLs of 3.71 m, 4.34 m, and 4.07 m, respectively. With the dune toe at LB66
located at approximately 4 m above MSL, during this storm event R01 predicts no dune
impact, SD06 and SG06 estimate the maximum extent of runup occurring near the base
of the dune, and XBeach predicts that the dune is in the collision regime of the Sallenger
(2000) storm impact scale. Overall, XBeach, R01, SD06, and SG06 predict the collision
regime will occur 11 days, 3 days, 3 days, and 2 days, respectively, over the year.

While the storm impact scale gives a proxy for whether coastal change will occur, Sal-
lenger (2000) does not directly relate total water levels to the magnitude of potential ero-
sion. A recent laboratory study by Palmsten & Holman (2012) found that R16% is a better
proxy for dune erosion than R2%, suggesting that the relative contributions of SWL, setup,
and swash to the TWL may be important for storm-induced backshore changes. Based
on all of the XBeach simulations in Experiment 5, η, S IG/2, R2%,IG, and SWL respectively
contributed 23%, 19%, 46%, and 54% to the TWL, on average. The relative contribution of
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Figure 3.10: Probability distribution of (a) η , (b) S IG/2, (c) R2%,IG, and (d) TWLs for
XBeach (black), SG06 (red), SD06 (blue), R01 (grey), and C13 (green). The 5th percentile
(square), 50th percentile (asterisk), 95th percentile (circle), and maximum (star) values are
marked on each line.

these wave-driven components to the TWL also varies depending on the deep-water wave
conditions. For Ho greater than 6 m, η, S IG/2, R2%,IG, and SWL contribute 27%, 33%, 66%,
and 34%, respectively, to the TWL – unsurprisingly indicating an increasingly important
wave driven component to TWL with increasing wave energy. Similarly, these relative con-
tributions to the TWL vary for the empirical models (Table 3.3). The XBeach simulations
also show that wave direction influences these TWL contributions, with increasing wave
obliquity decreasing both η and S IG, which the empirical models do not capture.

3.5 Discussion

Many previous studies have shown a link between morphology (usually in the form of β f )
and wave runup (e.g., Stockdon et al., 2006). The 1D numerical modeling results presented
here support this notion while confirming that topographic variability has a more significant
influence on runup than nearshore bathymetric variability. However, subtidal morphology
was shown to have a non-zero influence on η, S IG, and R2%,IG, during energetic conditions.
In the following sections we explore simple scaling relationships for wave runup and its
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Table 3.3: Percentage contribution of η, S IG, and R2%,IG to TWL in Experiment 5.

components, compare model results to both field data and to existing empirical formula,
and discuss implications of our results to coastal vulnerability assessments.

3.5.1 Model Comparison to Measurements

XBeach was shown to compare skillfully (|∆ µ| ≤ 0.1 m, RMSD ≤ 0.23 m) to measure-
ments from the High Energy Beach Experiment. The bias and RMSD between the 1D
XBeach results and the HBE observations are both lower for η and S IG relative to the same
statistics for SG06 (Figure 3.6 and Table 3.2). However, there were deviations between the
XBeach model results and the observations, with differences of up to 0.32 m for η, 0.27
m for S IG, and 0.53 m for R2%,IG. These differences could have resulted from a number
of factors. First, the offshore wave conditions for HBE were measured from a buoy 100
km south of the study site and no directional data were available (Ruggiero et al., 2004). A
poor characterization of the offshore wave climate, including not adequately accounting for
directional spreading (Guza & Feddersen, 2012) or two dimensionality in the infragravity
wave field (Herbers et al., 1995) in the case of the 1D simulations, has the potential to neg-
atively influence the model predictions. Another potential discrepancy may arise from the
use of a beach profile collected in 2012 for a 1996 hindcast. Although the 2012 beach was
likely similar to that in 1996, even small differences in the coastal profile have the poten-
tial to influence runup predictions (Figure 3.8). While alongshore uniformity was assumed
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within XBeach, complex nearshore and subaerial morphology, such as is present at Agate
Beach (Alexander & Holman, 2004; Haxel & Holman, 2004), also has the potential to alter
swash processes (e.g. Guedes et al., 2012). Additionally, other factors such as wind (e.g.
Vousdoukas et al., 2011) and infiltration (Villarroel-Lamb et al., 2014) may be important
for swash processes but were not accounted for within this model application.

The most energetic condition observed during HBE was a 3.1 m wave at 14.3 s which
resulted in observed η of 0.65 m, S IG/2 of 0.76 m, and R2%,IG of 1.55 m. The range of
results from Experiment 3 showed that for a similar wave condition (Ho = 3 m, Tp = 14 s),
variability in the nearshore subtidal morphology could explain up to 0.04 m, 0.05 m, and
0.08 m variability in η, S IG/2, and R2%,IG, respectively. Similarly, the difference between
the Experiment 3 and 4 results indicate that variability in subaerial beach morphology could
explain differences of up to 0.16 m, 0.35 m, and 0.29 m for η, S IG/2, and R2%,IG, respec-
tively, for the same wave condition. Therefore, assuming that Agate Beach experiences
similar morphologic variability as observed at LBP, natural variability in the coastal profile
could potentially explain the differences between model results and observations for S IG

and about half of the potential maximum error for both η and R2%,IG.

3.5.2 Runup Scaling Relationships

Previous field studies have found differing relationships between observations of runup and
environmental variables. As examples, Battjes (1974) suggested a scaling of (dimensional)
runup with Hoξo, (which is equivalent to β f

√
HoLo), SD06 found a linear relationship with

√
HoLo, and R01 related runup to

√
β f HoLo. Many variants of these proposed relationships

exist, but nearly all incorporate some combination of Ho, Lo, and β f . The model output
from Experiments 2 to 4 similarly show that η, S IG, and R2%,IG are all highly dependent on
Ho and Tp (or Lo) (Figure 3.11). Linear regressions through the data indicate that

√
HoLo

explains 85%, 68%, and 78% of the variance for η, S IG, and R2%,IG, respectively. Scatter
among these results for identical wave conditions suggests that there is some morphologic
control on runup that may explain the remaining variance. Comparison of the model pre-
dicted runup values to β f

√
HoLo and

√
β f HoLo both yield more statistically significant

relationships, providing evidence of this morphologic control. However, neither β f
√

HoLo
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nor
√
β f HoLo fully explains the variance in η, S IG, or R2%,IG. This suggests that β f alone

does not fully describe the morphologic features of the coastal profile, although attempts
(not shown) to fit the data with slopes other than β f did not yield more statistically sig-
nificant linear relationships. For example, despite a 4 m envelope of variability at LB66
resulting from NOM, the surf zone slope (βsur f ) remains nearly constant with time and
therefore βsur f does not improve linear fits to runup metrics over β f . Similarly, describing
the variance based on hbar/hnobar does not explain the subtidal morphologic control on runup
at LB66. It is unlikely that a single morphodynamic descriptor can fully describe coastal
profiles and their influence on swash processes.

3.5.3 Model Comparison to Empirical Formulations

Empirical formulations are easy to apply and as such have been widely used to predict the
wave driven component of TWLs as part of coastal erosion and flooding assessments (e.g.,
Birchler et al., 2014). Empirical model predictions of η, S IG, and R2%,IG are compared
to the XBeach results from Experiments 2 to 4 in Figure 3.12. XBeach predicts higher η
than both SD06 (RMSD = 0.27 m) and SG06 (RMSD = 0.61 m), with these deviations
increasing with increasing wave energy. S IG predictions compare reasonably well with
Stockdon et al. (2006), with a RMSD across all 2,112 simulations of 0.29 m for SG06
and 0.20 m for SD06. SD06 matches XBeach results S IG more closely for lower energy
conditions (Ho < 4 m or Tp < 12 s), while SG06 compares better to the numerical model
during more energetic conditions.

While the C13 formulation for S IG was originally developed using an idealized, single
barred beach profile, here we apply it to each of the conditions in Experiments 2 to 5.
Consistent with the approach taken by Cox et al. (2013), an equilibrium profile (Dean,
1991) was fit between the shoreline and the trough location of the first significant subtidal
sandbar (bar height > 0.5 m) and extended to the location of the bar crest to allow for the
computation of hnobar. The form of Equation 3.4 indicates that when 0.42 < hbar/hnobar < 1
C13 S IG predictions will be higher than those of SG06. At LB66 the hbar/hnobar ratio varied
between 0.64 and 1 and consequently, C13 predicts infragravity swash that is typically
higher than both SG06 and XBeach for the conditions of Experiments 2 to 4 (Figure 3.12,
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Figure 3.11: XBeach simulations of η (red), S IG/2 (green), and R2%,IG (blue) from Experi-
ments 2 to 4 compared to (a)

√
HoLo , (b) B f

√
HoLo, and (c)

√
B f HoLo. In each panel the

best fit line (with y-intercept set to zero) and corresponding slope and R2 values are shown
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Figure 3.12: XBeach simulations of (a) η, (b) S IG/2, and (c) R2%,IG compared to empirical
estimations by R01 (grey), SD06 (blue), SG06 (red), and C13 (green) for Experiments 2 to
4.

∆ µ = 0.45 m and RMSD = 0.47 m). Similar results are found when the C13 model is
applied to the outer bar (not shown) of the typically multi-barred nearshore profiles. While
the results shown here agree with the Cox et al. (2013) finding that nearshore bars influence
S IG, in the PNW this does not appear to be controlled solely by the ratio hbar/hnobar. This
may be a reflection of the modally dissipative nature of the study site or the presence of
multiple sandbars.

For Ho < 4 m or Tp < 12 s SG06 (RMSD = 0.07 m), SD06 (RMSD = 0.14 m) and
R01 (RMSD = 0.15 m) predictions of R2%,IG compare reasonably well with the numerical
predictions (Figure 3.6c). However, for larger wave conditions XBeach predicts higher
values than any of the empirical models and the overall comparative statistics become worse
when considering the entire dataset (RMSD > 0.4 m for all three empirical models).

Similar to findings from Experiments 2 to 4, the differences between the empirical
and numerical modeling predictions from Experiment 5 are typically larger for η than S IG

(Table 3.4 and Figure 3.10). The largest deviations of S IG occur when the incident waves
are highly oblique. In these circumstances XBeach predicts low S IG while the empirical
models are unaffected by wave direction – contributing to relatively large mean and RMS
differences between XBeach and SD06 and SG06. Similarly to Experiments 2 to 4, C13
had the largest differences (∆ µ = 0.52 m) for S IG/2 relative to XBeach in Experiment 5.
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Table 3.4: Bias and RMSD between XBeach results and empirical model predictions for
Experiment 5.

Overall, SD06 matches the XBeach TWL results most closely, underpredicting XBeach
on average by 0.05 m and having an absolute RMSD of 0.36 m. Both R01 and SG06 have
larger biases and RMSD for R2%,IG and TWL. Differences in these model predictions could
arise in part because these empirical models were developed using limited observations
under high energy and dissipative conditions. For example, SD06 was fit to observations
where wave heights were less than 4 m and runup did not exceed 2 m (Stockdon et al.,
2006; Stockdon & Holman, 2011). Half of the SD06 calibration dataset was from HBE,
explaining the close agreement between SD06 to the HBE observations (Figure 3.6 and
Table 3.2) but not necessarily implying that it is broadly applicable for other sites or other
environmental conditions. For example, Shand et al. (2011) found that R01, SD06, and
SG06 underpredicted runup by over 39% on average during storms at two South Pacific
beaches even though these equations performed well at lower runup levels. Therefore,
while these empirical formulations do agree well with many field and lab observations
(e.g., Suanez et al., 2015), the wave and morphology conditions in the empirical equations
are parameterized and do not necessarily capture the full complexity of the coastal zone.
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3.5.4 Implications for Coastal Vulnerability Assessments

Coastal managers often rely on the simple empirical tools described above to estimate storm
induced TWLs for coastal planning, evacuation route determinations, and hazard mapping.
Therefore, the potential that these approaches might be underestimating coastal flooding
hazards could be a detriment to coastal stakeholders. Comparisons of XBeach predicted
η, S IG, and R2%,IG to field data from HBE demonstrate that the numerical model performs
skillfully for dissipative beaches, at least for the conditions observed. Furthermore, data
from the various numerical experiments indicates a reasonable agreement with empirical
predictors of S IG. However, XBeach predictions of η, R2%,IG, and TWL are typically higher
than those of R01, SD06, and SG06 for simulations at LB66 (Figure 3.10 and Table 3.4).
These differences are most pronounced for extreme events, consistent with the findings
of Shand et al. (2011) described above. For example, the 95th percentile (and maximum)
TWLs predicted by XBeach, R01, SD06, and SG06 are 3.81 m (5.68 m), 3.22 m (4.28 m),
3.38 m (4.34 m), and 3.30 m (4.31 m), respectively (Figure 3.10). In the Experiment 5
hindcast, XBeach predicts about 5 times as many days with dune collision as SG06. As
these empirical models are widely used in predicting TWL return levels (e.g., Serafin &
Ruggiero, 2014) and coastal change hazards (e.g., Birchler et al., 2014), underestimating
the magnitude of extreme TWLs may exacerbate risk to low lying coastal systems if policy
and zoning decisions are made with guidance from these formulations alone.

The results of Palmsten & Holman (2012) suggest that the elevation of the dynamic
still water level (still water level + η) relative to the dune toe, may be more important for
inducing erosion than extreme swash levels alone, and therefore that equivalent magnitude
TWLs may induce different erosional responses along the same beach if the magnitude of
the components vary. In another example, Theuerkauf et al. (2014) documented that a year
characterized by calm wave conditions but positive sea level anomalies resulted in higher
erosion rates than a period with hurricane conditions. While the importance of the relative
contributions of SWL, η, S IG, and S INC individually to net sediment transport has not yet
been thoroughly documented, these observations highlight that accurate predictions of the
constituents that make up TWLs are potentially important for adequately characterizing
coastal vulnerability. Consistent underprediction of η (Figure 3.6a) and overprediction of
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S IG (Figure 3.6b) by SG06 for HBE demonstrates that even if runup and TWL are predicted
well, the physical and environmental limitations of empirical model predictions need to be
better understood.

More observational data, particularly during times of high wave energy, are necessary to
further substantiate the numerical model predictions presented here, but our results do pro-
vide some indication that simple empirical equations for wave runup may, by themselves,
be insufficient for predicting storm-induced extreme TWLs along dissipative coasts. This
is perhaps not surprising given both the lack of physical processes included within the em-
pirical models and the limited number of measurements during high wave events that are
included in the formulation of these equations.

3.6 Conclusions

XBeach was applied to U.S. Pacific Northwest beaches to investigate morphological con-
trols on setup, infragravity swash, and extreme wave runup. A suite of numerical exper-
iments demonstrated the suitability of XBeach for simulating wave runup on dissipative
beaches, explored the relative influence of seasonal to interannual variability in nearshore
bathymetry and beach topography on η, S IG, and R2%,IG , and compared numerical simula-
tions of wave runup to simple empirical predictors.

Results of this study suggest that while η, S IG, and R2%,IG all generally scale well with
√

HoLo there is also a morphologic control on runup processes on dissipative beaches. In-
terannual variability in nearshore morphology at a representative PNW beach profile was
predicted to modestly influence R2%,IG by up to 0.18 m, whereas seasonal variability in
sandbars had less influence on η, S IG, and R2%,IG. While the larger vertical envelope of
profile variability associated with interannual net offshore sandbar migration contributes to
these results, factors such as sandbar geometry and profile rugosity likely also influence the
bathymetric control on runup and its components. Results of this study suggests a non-zero
bathymetric influence on runup, yet confirm a much larger influence on runup and its com-
ponents from intertidal and supratidal morphology. Natural variability in beach topography
was shown to modify R2%,IG by up to 0.64 m under storm wave conditions. Therefore, con-
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sistent with previous observations, beach topography appears to play a significant role in
influencing extreme runup (e.g., Stockdon et al., 2006).

Due to the spatial (and temporal) complexity of coastal morphology, characterized by
bedforms with a wide range of scales (e.g., ripples to sandbars) and large local gradients
in slope, a single morphologic descriptor cannot fully describe coastal profiles and their
influence on swash processes. Process-based numerical models, such as XBeach, can more
readily account for these variable features, improving our ability to (1) fully understand
the factors which influence wave runup and (2) predict TWLs and corresponding coastal
vulnerability. As numerical models are also increasingly used operationally for storm haz-
ards predictions (e.g., Barnard et al., 2014; Vousdoukas et al., 2012), the findings of this
study suggest that an adequate characterization of the intertidal and supratidal morphol-
ogy is more important than detailed bathymetric measurements for suitably modeling η,
S IG, R2%,IG, and TWLs along dissipative coasts. Therefore, despite the fact that nearshore
bathymetry is often poorly characterized (Holman et al., 2014), the increasingly availability
of high-resolution, frequent topographic measurements (e.g., Klemas, 2011) should allow
for appropriate morphology boundary conditions for these operational models along dissi-
pative shores.

Overall, XBeach generally predicts similar S IG but higher η values than both the generic
and dissipative form of Stockdon et al. (2006). During modest waves (Ho < 4 m and Tp

< 12 s) the differences in these values are relatively small, resulting in R2%,IG RMS dif-
ferences of less than 0.15 m. However, during high energy conditions R2%,IG predictions
deviate considerably between XBeach and commonly used empirical models, with maxi-
mum differences exceeding 0.5 m. While further validation of the numerical model during
high energy events is necessary, the results presented here highlight the potential for un-
derestimating TWLs for extreme events using simple empirical formulations, a finding that
has important implications for the prediction of coastal flooding and erosion hazards.
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Chapter 4: Environmental and morphologic controls on wave-induced dune

response

Abstract

The Pacific Northwest of the United States exhibits complex spatial patterns of storm-
induced coastal foredune erosion. Using oceanographic and morphologic data from three
field sites encompassing a range of subaqueous and subaerial coastal profile configurations,
a relationship is found between morphologic characteristics and dune volume changes dur-
ing storm events producing high water levels. The data suggests that dune erosion increases
with increasing backshore beach slope and that, under particular oceanographic forcing
conditions, wave-driven processes can grow the lower portion of dunes on low sloping,
dissipative beaches. These observations of environmental and morphologic controls on
storm-induced dune impacts are further explored using XBeach, a state of the art numer-
ical model capable of simulating interactions between hydrodynamics and morphology.
Consistent with the field data, model simulations indicate that wave-driven dune growth
may occur on low sloping beaches in cases where the dynamic still water level (still water
level plus wave setup) is lower than the dune toe. However, these accretional processes
are restricted to events where limited incident wave energy impacts the dune. Cases with
steep backshore beach slopes or dynamic still water levels exceeding the dune toe instead
typically result in dune erosion. Additionally, the model suggests that morphologic proper-
ties of the shelf, nearshore, and the dune itself also influence storm-induced dune volume
change.

4.1 Introduction

Coastal erosion poses a major threat to coastal communities by limiting beach access, en-
dangering backshore infrastructure, and impacting ecologically important environments.
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The preservation of coastal foredunes, features which provide the first line of defense for
limiting backshore flooding, is of particular interest as a valuable form of green infras-
tructure (Sutton-Grier et al., 2015). However, rising water levels along the coast from sea
level rise (SLR) and, potentially, changing patterns of storminess are generally expected
to increase the frequency of ocean waves impacting dunes (Pachauri et al., 2014) – raising
questions regarding the long-term resilience of these landforms.

Coastal dune formation reflects the aggregation of aeolian, wave-driven, and ecologi-
cal processes, with post-storm dune recovery typically spanning numerous years (Houser,
2009; Walker et al., 2017). The erosion of dune systems is primarily driven by wave pro-
cesses and is often conceptualized by the frequency of the total water level (TWL) ex-
ceeding the dune toe (collision regime), how often the TWL is higher than the dune crest
(overwash regime), and when the still water level (SWL) exceeds the dune crest (inundation
regime) (Sallenger, 2000). These impacts typically occur during storms due to the com-
bined influence of storm surge and wave runup. In areas prone to tropical cyclone impacts
storm surge is a particularly important contributor to dune erosion (e.g., van de Graaff,
1977). However, the relative contributions of non-tidal residuals (including storm surge),
tides, and waves to extreme TWLs vary regionally based on climatic, oceanographic, and
morphologic controls (Serafin et al., 2017). For example, the wave-driven component of
TWLs is particularly important on the west coast of the United States resulting from intense
wave energy and a narrow continental shelf, which limits storm surge.

The wave-driven component of TWLs is referred to as wave runup and includes both
the time-averaged elevated mean water level driven by cross-shore gradients in radiation
stresses (wave setup, η) and the time variable swash component with energy across a range
of incident (< 20 s, SINC) and infragravity time scales (≥ 20 s, SIG) (Holman & Sallenger,
1985). Low gradient, dissipative beaches tend to be dominated by swash in the infragravity
band (e.g., Ruessink et al., 1998), whereas steeper beaches are generally characterized by
proportionally larger SINC. Previous studies have found that wave runup is predominantly
dependent on offshore wave height (Ho), wavelength (Lo), and the foreshore beach slope
(β f ) (e.g., Ruggiero et al., 2001; Stockdon et al., 2006). Among the most commonly applied
wave runup formulations is that of Stockdon et al. (2006) which parameterizes runup as:
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R2% = 1.1

η +

√
S 2

INC + S 2
IG

2

 = 1.1

0.35β f

√
HoLo +

√
HoLo

(
0.563β2

f + 0.004
)

2


(EQ 4.1)

where R2% is the 2% exceedance level of wave runup maxima. Although the sole mor-
phologic control of runup in Stockdon et al. (2006) was found to be from the local beach
slope within the swash zone, other studies have revealed that subtidal morphology also in-
fluences wave runup processes (Cohn & Ruggiero, 2016; Cox et al., 2013; Sénéchal et al.,
2013).

Field observations show that coastal erosion impacts are often highly variable during
individual storm events (e.g., Stockdon et al., 2007; Splinter et al., 2018). This variabil-
ity in storm response has been partially attributed to alongshore variability in wave energy
(Cooper et al., 2004; Costas et al., 2005), differences in grain size (Nelson, 1991), local
influence of rip-channel embayments (Revell et al., 2002; Thornton et al., 2007), and the
presence of hard engineered structures (Irish et al., 2013). Geometric properties of the
dune, including the dune face slope, pre-storm dune toe elevation, and dune crest eleva-
tion (Burroughs & Tebbens, 2008; Houser, 2013; de Winter et al., 2015; Splinter et al.,
2018), and morphologic properties of the nearshore, such as nearshore slopes or the pres-
ence/absence of sandbars (Carter & Balsillie, 1983; Castelle et al., 2015; de Winter et al.,
2015; Biel et al., 2017), have also been shown to influence storm-induced dune erosion.
However, the primary morphologic control on variable dune responses has been related
to beach slope. Steep (narrow) beaches have been shown to be more vulnerable to dune
erosion relative to low sloping (wide) beaches (Saye et al., 2005; Thornton et al., 2007;
Burroughs & Tebbens, 2008; Splinter et al., 2014). Decreased susceptibility to dune ero-
sion on low sloping beaches appears to be related in part to feedbacks associated with β f

reducing SINC and TWLs (e.g., Stockdon et al., 2006, 2007). On an infragravity-dominated,
low sloping beach it has recently been shown that TWLs exceeding the dune toe contribute
positively to lower dune growth (Cohn et al., 2018). This observed wave-driven accretion
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is in contrast to conventional viewpoints of an erosional response to TWLs in the collision
regime (e.g., Sallenger, 2000; Stockdon et al., 2007).

To characterize and simulate dune response to high water levels, numerous analytical
models (e.g., Vellinga, 1986; Kriebel & Dean, 1993; Komar et al., 1999; Larson et al.,
2004; van Gent et al., 2008; Palmsten & Holman, 2012) have related hydrodynamic and
morphologic controls to volumetric dune erosion. Consistent among these models is that
increases in wave energy, TWLs, or the frequency of wave impact to the dune will all
increase the magnitude of dune erosion. However, the predictive skill of these models
varies for different field sites (e.g., Splinter & Palmsten, 2012; Mull & Ruggiero, 2014),
in part because of model simplifications of the physical processes driving dune erosion.
Furthermore, no analytical framework for wave-driven dune response currently has the
ability to simulate wave-driven dune growth.

Process-based numerical models, which include the relevant physics of wave trans-
formation, sediment transport, and morphology change, have also been widely utilized to
simulate coastal profile change. While numerous process-based models have shown skill
at simulating storm-induced foredune erosion (e.g., Larson & Kraus, 1989; Johnson et al.,
2012), the XBeach model (Roelvink et al., 2009) has been among the most widely used
tools for this purpose (e.g., van Dongeren et al., 2009; Lindemer et al., 2010; McCall et al.,
2010; Splinter et al., 2014; de Winter et al., 2015; Palmsten & Splinter, 2016). XBeach is a
phase-averaged hydrodynamic, sediment transport, and morphology change model which
resolves infragravity wave processes that are typically important during energetic storm
conditions (Roelvink et al., 2009) and on low sloping beaches (Vousdoukas et al., 2012;
Roelvink et al., 2018). As an example of the model's skill, McCall et al. (2010) repro-
duced spatial patterns of both dune erosion and overwashing from a major hurricane along
a barrier island in the U.S. Gulf of Mexico using XBeach. As another example, de Win-
ter et al. (2015) utilized XBeach to simulate alongshore variability in dune scarping and
slumping from a major storm event at a field site in the Netherlands, demonstrating that the
pre-storm dune face steepness had the largest control on the magnitude of dune response,
with secondary effects from alongshore variability in nearshore bathymetry. Numerous
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other studies have shown that XBeach has reasonable skill at simulating both accretive and
erosive coastal profile changes (e.g., Pender & Karunarathna, 2013; Splinter et al., 2014).

In this study, we aim to understand the primary controls on spatio-temporal variability
in storm-induced dune impacts along dissipative coasts – including the drivers of both ac-
cretive and erosive responses. Since the recent observation of wave-driven dune accretion
at an end-member dissipative beach (Cohn et al., 2018) is in contrast to the many global ob-
servations of wave-driven dune erosion, we hypothesize that there is a morphologic control
on the processes contributing to wave-driven dune growth. In order to test this hypothe-
sis, both field datasets and process-based numerical modeling are utilized to characterize
the environmental and morphologic controls on the magnitude and direction (accretion or
erosion) of wave-driven dune response.

The chapter is organized such that morphology data from three field sites in the U.S.
Pacific Northwest (PNW) are first used to identify controls on alongshore variability of
storm-induced dune response in Section 4.2. These event-scale field measurements indi-
cate a morphologic control on high water induced dune responses, including the potential
for dune accretion directly through wave-driven processes at all three field sites under par-
ticular environmental forcings. Due to the paucity of observations available, and the com-
plexity of the dune erosion processes the data reveal, XBeach is then used to further assess
the factors controlling the environmental and morphologic controls driving high water level
induced dune response. In Section 4.3, the modeling methodology is presented, which in-
cludes a comparison of XBeach model hindcasts of high water events at the three PNW
field sites to demonstrate that the model is capable of simulating both accretion and erosion
of coastal foredunes. Additional model simulations are completed which (1) alter details of
the shelf, nearshore, beach, and dune morphology in order to isolate morphologic controls
on dune response and (2) investigate a wide range of oceanographic forcing (varying still
water levels and waves) to determine the physical drivers of wave-driven erosion and ac-
cretion for a low sloping dissipative beach. Results of the exploratory numerical modeling
simulations are presented in Section 4.4. A discussion and summary of the environmental
and morphologic controls based on these observations and modeling results are presented
in Sections 4.5 and 4.6, respectively.



65

4.2 Field Observations of Wave-Driven Dune Response

4.2.1 Field Setting

The U.S. Pacific Northwest (PNW) is a tectonically active coast defined by a high energy,
seasonally varying wave climate and a wide variety of beach morphologies (Peterson et al.,
1991; Ruggiero et al., 2005). The region has among the most intense wave climates in the
world, with the average annual storm event having significant wave heights (Hs) exceed-
ing 10 m (Ruggiero et al., 2010). These storms typically occur in boreal fall and winter,
coinciding with seasonally elevated SWLs resulting from region-wide wind-induced sea
level anomalies and thermal expansion (Komar et al., 2011). These high TWL conditions
drive corresponding erosion of the beach (e.g., Ruggiero et al., 2005). Many of the largest
erosional events occur during El Niño Southern Oscillation (ENSO) periods which alter
storm frequency, intensity, and direction in the region (Barnard et al., 2011, 2015, 2017;
Allan & Komar, 2002) which can increase the frequency of TWLs impacting the dune and
export sediment via spatial gradients in longshore sediment transport. For example, there
was significant beach erosion documented across much of the PNW during the 1997-1998
El Niño (e.g., Allan & Komar, 2002; Revell et al., 2002). However, even more widespread
erosion and damages occurred during the energetic 1998-1999 La Niña the following win-
ter (Komar et al., 2001; Allan & Komar, 2002; Ruggiero et al., 2005). This is likely due in
part to a lack of beach recovery from the previous intense winter, resulting in a narrower
(steeper) beach and leaving the dunes more vulnerable to erosion via elevated TWLs.

While seasonal to decadal topographic beach changes throughout the Pacific Northwest
have been well characterized through beach monitoring (Allan et al., 2013; Ruggiero et al.,
2005) and airborne lidar surveys, assessments of sub-seasonal change measurements in
the region have been less common until recently (e.g., Barnard et al., 2017; Cohn et al.,
2015, 2017). These efforts have included measurements of beach and dune morphology at
nominally monthly scale at three sandy, dune-backed field sites: South Beach, OR (SBSP),
Netarts Littoral Cell, OR (NLC), and Oysterville, WA (OYST) (Figure 4.1).
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Figure 4.1: (a) Overview map showing the three field sites (triangles), local wave buoys
(orange stars), and tide gauges (blue squares) and local maps of Oysterville, WA (OYST,
b), South Beach, OR (SBSP, c), and Netarts Littoral Cell, OR (NLC, d) sites with the circles
indicating the survey locations used in this analysis.
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4.2.1.1 South Beach, OR (SBSP)

South Beach State Park (SBSP) in Newport, OR is located adjacent to the Yaquina River
Inlet South Jetty (Figure 4.1c). The jetty structure has historically impeded northerly di-
rected longshore sediment transport, leading to a modern short-term shoreline change rate
(STSCR), measured between 1967 and 2002, of ∼2 m/yr within 500 m of the jetty (Rug-
giero et al., 2013). Further to the south, the STSCR has been close to zero or slightly
erosional (∼ -1 m/yr). In response to these shoreline changes, the beach is widest near the
jetty and decreases in width towards the south. The whole field site is characterized by
vegetated foredunes backing the beach.

4.2.1.2 Netarts Littoral Cell, OR (NLC)

Netarts Littoral Cell is a 12 km long headland bounded stretch of coastal in central Oregon
(Figure 4.1d) which includes vegetated dunes, scarped dunes, and bluff-backed regions.
As a result of counter-clockwise shoreline rotation from a multi-decadal shift in wave di-
rection offshore the PNW (Anderson & Ruggiero, 2015), STSCR at the southern portion
of NLC has been approximately -2 m/yr (Ruggiero et al., 2013). This rate is higher than
the littoral cell average STSCR of -1 m/yr. These recent shoreline trends have contributed
to spatially variable beach characteristics, with beaches generally being narrower in the
southern portion of NLC and wider towards the north.

4.2.1.3 Oysterville, WA (OYST)

Oysterville, WA (OYST) on the Long Beach Peninsula is a wide, flat coastal system which
has low gradient (β f ∼ 0.025), heavily vegetated foredunes backing the beach (Figure 4.1b).
The system is rapidly prograding (STSCR ∼4-5 m/yr; Ruggiero et al., 2013), with sediment
sourced from the Columbia River located ∼ 30 km to the south and delivered to the site pre-
dominantly via longshore sediment transport processes (Ruggiero et al., 2016). The coastal
dunes are prograding at similar rates to the shoreline (∼3-4 m/yr; Ruggiero et al., 2016)
and a new foredune has formed over the past decade resulting from these large sediment
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inputs (Moore et al., 2016). This site has been the focus of a long-term (1997 to present)
coastal monitoring program (Ruggiero et al., 2005), with recent work focused on charac-
terizing sub-seasonal nearshore, beach, and dune dynamics (Cohn et al., 2017, 2018). Field
observations at OYST have shown that elevated TWLs in the collision regime contribute
positively (∼1-5 m3/m/yr) to lower dune growth at Oysterville, WA (Cohn et al., 2018).

4.2.2 Field Methods

Coastal monitoring programs have measured coastal change throughout the PNW. The
methodologies for collection and interpretation of these morphologic datasets, in conjunc-
tion with oceanographic data which drives these coastal changes, are presented below.

4.2.2.1 Morphology Measurements

Recent field surveying efforts at SBSP, NLC, and OYST have characterized sub-seasonal
beach and dune evolution. At each site cross-shore topographic transects are measured
using backpack-based real time kinematic (RTK) global positioning systems (GPS) from
wading depth to the foredune crest. Additional bathymetric surveys using the Coastal Pro-
filing System (CPS; Ruggiero et al., 2005) have also been completed at a subset of these
surveyed topographic lines in summer months.

At SBSP, topographic surveys were completed approximately monthly or more fre-
quently at 22 cross-shore locations covering a 1.7 km length of beach between January
2014 and October 2017 (Figure 4.1c; Susa et al., 2014; Cohn et al., 2015). The most recent
CPS bathymetry measurements were collected in summer 2015. Numerous storm events
occurred throughout the 4 year topographic record at SBSP, while the event with the largest
offshore wave conditions occurred during the 2015-2016 El Niño. During the 2015-2016 El
Niño period, topographic data was also collected along the entire 12 km stretch of the NLC
at nominally monthly intervals. Data from 29 transects along a 6.6 km extent of Netarts
spit backed by dunes is utilized for the analysis presented in this paper. A littoral cell wide
bathymetric survey using the CPS was completed in 2011 on the same topographic tran-
sect lines; these data are used to characterize the nearshore morphology at NLC. Numerous
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storm events impacted the dune throughout the measurement period, with a 10 December
2015 storm event being the most severe. Topographic and bathymetric data were also col-
lected intermittently at OYST over a one-year period between 2016 and 2017 at time scales
ranging from 1 day to every 2 months (Cohn et al., 2018). For the full year, 13 cross-shore
transects were measured at least every 2 months along a 500 m alongshore stretch of coast.

From these cross-shore profile data the dune slope (βdune) is calculated from the dune
crest (Dcrest) to the 4 m NAVD88 contour, which is used to approximate the dune toe (Dtoe)
elevation regionally (e.g., Mull & Ruggiero, 2014), for each transect. All vertical refer-
ences henceforth are relative to the NAVD88 datum, where 0 m NAVD88 is ∼coincident
with the mean lower low water (MLLW). Dune volume changes (∆Vdune) are calculated
between subsequent topographic surveys from the 4 m to 7 m contour positions. This up-
per limit corresponds to the highest estimated TWL at any of the three field sites during
the morphology measurement period, above which bed level changes likely do not reflect
the influence of marine processes. Therefore, higher elevations are purposely excluded
from the volumetric analysis to limit the inclusion of aeolian-driven dune growth as much
as possible and to reduce compounding volumetric error estimates associated with topo-
graphic surveying of the spatially variable (e.g., hummocky, steeper sloped) upper dune.
Uncertainty in the ∆Vdune estimates, resulting from GPS and other vertical measurement
errors (e.g., Ruggiero et al., 2005), is approximately 1-5 m3/m depending on the horizontal
distance between the 4 and 7 m contours.

Aeolian processes may also contribute to morphology changes between 4 and 7 m.
However, to limit aeolian influences on ∆Vdune, data are only used for periods when TWLs
were predicted to reach at least the 4 m contour and where ∼monthly scale morphol-
ogy measurements were made. Given that the time scale of dune growth is typically
long (>months) (e.g., Houser & Hamilton, 2009), we assume that any observed dune
changes during these high water level events reflects a proportionally larger wave signal
than aeolian-driven accumulations in the depositional record (e.g., Cohn et al., 2018).

Additional morphometrics are also calculated from the field datasets. The backshore
beach slope (βbackshore) is defined between the 4 m contour and mean high water (MHW,
2.1 m), whereas the surf zone slope (βnearshore) is derived from the CPS bathymetric data
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and is calculated as the average slope from the MHW contour to the -12 m contour. The
shelf slope (βshel f ) is the average slope from -50 m to -12 m calculated from regional NOAA
bathymetric digital elevation models (DEM) (Carignan et al., 2009).

Observations of alongshore varying ∆Vdune are assessed in detail for the highest TWL
event for each of the three field sites. Data from all available topographic surveys collected
at the storm time scale are further analyzed to investigate relationships between dune vol-
ume change and local morphometrics and oceanographic conditions.

4.2.2.2 Oceanographic Conditions

A number of wave buoys and tide gauges operated by the National Oceanic and Atmo-
spheric Administration (NOAA) National Data Buoy Center (NDBC), the NOAA Tides
and Currents program, and the Coastal Data Information Program (CDIP), collect continu-
ous oceanographic measurements within the PNW. Measurements from NDBC buoy 46050
(Stonewall Bank) and NDBC buoy 46029 (Columbia River Bar) (Figure 4.1a), located in
proximity to SBSP (46050), NLC (46050), and OYST (46029), are used to characterize
the wave climate in this study. Still water levels (SWL) measurements, which include
the effects of tides, seasonal sea level anomalies, storm surge, and other non-tidal residu-
als, are obtained from nearby tide gauges NOAA 9435380 in South Beach, OR (SBSP),
NOAA 9437540 in Garibaldi, OR (NLC), and NOAA 9440581 in Cape Disappointment,
WA (OYST) (Figure 4.1a). Wave and SWL measurements were obtained for periods when
morphologic measurements were collected. These time series data are used to understand
the forcing conditions driving the observed coastal dune response and as boundary condi-
tions for model hindcast simulations.

To characterize the general oceanographic attributes within the PNW, a thirty two year
time series of Hs, peak wave period (Tp), and wave direction (D) derived from the NDBC
46050 buoy and still water levels from NOAA 9435380 was also developed, where data
gaps were filled in from other nearby stations when available (Figure 4.2). These variables
exhibit significant seasonality, with the most energetic waves and highest water levels typi-
cally occurring in January and December (Figure 4.2f,g,i). This long oceanographic record
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Figure 4.2: Regionally representative 32 year (1980 2012) environmental conditions time
series and monthly averages of deep water significant wave height (a/f), peak wave pe-
riod (b/g), dominant wave direction (c/h), still water levels (d/i), and empirically estimated
TWLs assuming a βbackshore of 0.02 (e/j), with the oceanographic characteristics associated
with the five largest events per year shown with red asterisks.
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is used to generate generic PNW storm hydrographs for use in exploratory numerical model
simulations.

4.2.3 Field Results

4.2.3.1 SBSP Coastal Response (Single Event)

The most erosive event to the foredunes in the 4 year SBSP record occurred on 10 De-
cember 2015 when a storm with maximum Hs of 9.5 m coincided with an elevated SWL
(3.3 m at the peak Hs). The waves approached obliquely from the south which limited
wave sheltering effects from the jetty. A pre-storm survey had been completed at SBSP
on 22 November 2015 and a post-storm survey was completed on 21 December 2015.
Using Stockdon et al. (2006) to calculate runup and utilizing βbackshore for β f , maximum
TWLs during this event were predicted to be between 5.7 m (shallowest βbackshore) and 6.4
m (steepest βbackshore).

The steepest βbackshore (0.037) prior to this storm was measured at line 21 (Figure 4.3c)
at the southern extent of the SBSP field site. At line 21 a ∼1 m high, near-vertical scarp
developed (Figure 4.3h,i) resulting in ∆Vdune of -21.8 m3/m (Figure 4.3e). Conversely,
within 250 m of the jetty, including line 5 (Figure 4.3c), pre-storm βbackshore were less than
0.023. At these northern transects negligible or net positive ∆Vdune of up to 3.1 m3/m were
measured. At SBSP there is a positive relationship between ∆Vdune and βbackshore (R2 = 0.34
for a linear trend), with shallower sloped beaches generally experiencing less dune erosion
or in some cases positive ∆Vdune.

While the southerly wave approach during the December 2015 storm should have re-
sulted in similar wave conditions outside of the surf zone across the study site, the jetty
structure would have blocked longshore sediment transport to the north during this, and
other, events. Consequently, longshore transport gradients may have increased the local
sediment budget near the northern portion of the study site. However, as the largest long-
shore sediment transport rates are generally thought to coincide with the largest longshore
current velocities (e.g., Bailard, 1981), which occur far from the dune face, at the storm
time scale we assume that these external sediment inputs do not contribute to ∆Vdune.
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Figure 4.3: Alongshore variability in beach morphometrics (a-d) and measured dune vol-
ume changes (e) from a 10 December 2015 storm event at SBSP, cross-shore profile change
from before the storm (22 November 2015) and after the storm (21 December 2015) (f/h).
The elevation of the estimated maximum TWL during the storm event is shown as a blue
star for each transect (f/h). Post-storm pictures of scarp development at line 21 (i) and no
apparent erosion near line 5 (g) were taken on 21 December 2015. The continued develop-
ment of the 1 m scarp to a 3 m near-vertical scarp at line 21 throughout the 2015-2016 El
Niño is shown in photo (j) taken on 9 April 2016.
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It is important to note that while the 10 December 2015 storm was the largest TWL
event between the two survey dates, this early winter period was generally characterized
by high wave energy and elevated SWLs. During the period between 23 November 2015
and 15 December 2015, TWLs exceeded the 4 m contour 11% (lowest βbackshore) to 22%
(steepest βbackshore) of the time at SBSP. Thus, while ∆Vdune likely primarily reflects the
impacts of the largest TWL event, impacts from additional high water events may also have
induced an erosional or accretional response. Additionally, aeolian recovery could have
also occurred in this time period – masking signs of marine-induced erosion. However, as
the post-storm survey was completed within 10 days of the end of the storm, aeolian-driven
dune recovery on these time scales is hypothesized to be minimal.

4.2.3.2 NLC Coastal Response (Single Event)

In the one year coastal change record at NLC, the most erosive event to the foredunes also
coincided with the storm event on 10 December 2015. The maximum SWL at NLC during
this storm was 3.3 m based on the Garibaldi, OR tide gauge. Pre- and post-storm topo-
graphic data was collected on 23 November 2015 and 15 December 2015, respectively.
During this storm event, maximum TWLs reached between 6.2 m and 6.7 m, depending
on βbackshore. At Line 8, located approximately 1.5 km north of the Cape Lookout head-
land (Figure 4.1d), -17.6 m3/m was lost from the dune and a prominent scarp developed
(Figure 4.4h,j). This scarp was continuous for hundreds of meters, as demonstrated in the
comparable ∆Vdune for transects adjacent to Line 8 (Figure 4.4e). The scarping was coinci-
dent with some of the steepest beach slopes (βbackshore ∼ 0.037) on the barrier. Conversely,
in the north-central portion of the study site, no dune erosion was observed (Figure 4.4f,j).
Instead, these transect locations accreted up to 4.7 m3/m (Figure 4.4e). These accretional
areas coincided with some of the shallowest sloping backshores at this field site (βbackshore <

0.03). The data shows that there is a relationship between ∆Vdune and βbackshore (R2 = 0.82)
at NLC.

As the post-storm survey was completed within 4 days of the end of the storm, similarly
to the interpretation at SBSP aeolian-driven post-storm dune recovery is hypothesized to
be minimal in this time frame. This is supported by the presence of logs and debris which
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Figure 4.4: Alongshore variability in beach morphometrics (a-d) and measured dune vol-
ume changes (e) from a 10 December 2015 storm event at NLC, cross-shore profile change
from before the storm (23 November 2015) and after the storm (15 December 2015) (f/h).
The elevation of the estimated maximum TWL during the storm event is shown as a blue
star for each transect (f/h). Pictures of scarp development at line 8 (j), no dune erosion at
line 26 (g), and new debris/logs washed into the base of the dune near line 22 (i; alongshore
distance 3.5 km) taken on 15 December 2015.
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washed up at the base of the dune/bluffs during the storm event and which did not show
evidence of post-storm aeolian accumulations by the time of the post-storm survey (e.g.,
Figure 4.4i). Therefore, foredune growth during this period is thought to be primarily from
wave-driven processes. However, since TWLs exceeded the 4.0 m contour 21% (lowest
βbackshore) to 29% (steepest βbackshore) of the time during this energetic period between the
23 November 2015 and 15 December 2015 surveys, additional wave-driven dune erosion
or deposition may have also occurred beyond just the response to the 10 December 2015
storm event.

4.2.3.3 OYST Coastal Response (Single Event)

A high water level event on 15 November 2016 with Hs of 4 m and Tp of 17 s coincided with
a spring high tide and a positive sea level anomaly which led to TWLs sufficient to reach the
dune toe at OYST (TWLs predicted between 5.1 and 5.2 m). During this event a temporary
Argus camera (Holman & Stanley, 2007) provided visual confirmation on the evolution
of water levels during the storm revealing that TWLs reached at least 5 m, exceeding the
dune toe elevation (Figure 4.5h). Based on topographic surveys from 8 November 2016
and 8 December 2016, during which period the TWL was predicted to exceed 4 m about
9% of the time, dune volume growth of up to 8.6 m3/m occurred (Figure 4.5e,f). Over the
500 m stretch of coast studies the beach and dune morphometrics are relatively alongshore
uniform, with an average βbackshore of 0.025. As discussed in Cohn et al. (2018), accretion
during this high water event is attributed primarily to a wave-origin rather than aeolian
processes, demonstrated by the presence of fresh, uncovered macrophyte algae (kelp) at
the base of the dune and the lack of aeolian-driven deposition at any elevations landward of
the kelp (Figure 4.5g). A detailed study of dune evolution by Cohn et al. (2018) shows that
wave-driven dune accretion processes contribute between about 10 to 40% of lower dune
growth at OYST, indicating that the impacts from the November 2016 storm event are not
anomalous.
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Figure 4.5: Alongshore variability in beach morphometrics and measured dune volume
changes (a-e) from a 15-16 November 2016 storm event at OYST, cross-shore profile
change from before the storm (8 November 2016) and after the storm (8 December 2016)
(f), picture of kelp deposited at base of dune from high water event (picture taken 8 De-
cember 2016) (g), and Argus composite brightest image collection from 16 November 2016
taken during daylight hours showing water levels reaching the base of the dune (h).

4.2.3.4 Combined Coastal Response Data (Multiple Events)

While the individual high water level events described above shed light on the controls
of spatially varying dune response, high water level events reach the dune toe relatively
frequently in the PNW. Additional coastal foredune change measurements at ∼monthly
scale at SBSP (61 topographic surveys at 22 transects over 4 years), NLC (13 surveys at 23
transects over 1 year), and OYST (50 surveys at 13 transects over 1 year) are analyzed to
explore additional dune responses under a wide range of oceanographic forcing conditions.
∆Vdune was calculated between consecutive surveys for any period where the time between
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surveys was less than 2 months apart. These data are then compared to βshel f , βnearshore,
βbackshore, and βdune, which are computed for each period using data from the first of each
survey pair (Figure 4.6a,b,c,d and Table 4.1).

The maximum wave height (Hs,max) and maximum TWL (TWLmax) between the survey
pairs was extracted from the oceanographic time series from the closest wave buoy and
tide gauge to each site (Figure 4.6e,f). For this analysis TWLs are calculated utilizing the
βbackshore measured at each transect from each topographic survey using the Stockdon et al.
(2006) equation for wave runup. The duration that TWLs exceed a particular contour has
been previously related to beach and dune impacts (e.g., Ruggiero et al., 2001; Wahl et al.,

Figure 4.6: Field observations of dune volume change compared with relevant profile mor-
phometrics (a-d), maximum wave height calculated between topographic survey dates (e),
maximum TWL calculated between topographic survey dates (f), duration of TWLs above
4 m (g), and duration of TWLs above 6 m (h) at the three field sites (SBSP tan; NLC, blue;
OSYT, red).
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Table 4.1: Morphometric values for three field sites across all available measurements
(including non-storm cases). For each morphometric the range is given, with the mean
value in parentheses.

2016). Here the impact duration above the 4 m and 6 m contours are also calculated using
the TWL time series between each set of surveys (Figure 4.6g,h).

Dune volume change measurements are compared to these morphologic and oceano-
graphic variables in Figure 4.6 for all periods where the inter-survey TWLmax exceeded
Dtoe (4 m). This results in 572 records of ∆Vdune across the three field sites. While the
majority of these observations show dune erosion coincident with high TWLs (Figure 4.6),
20% of these 572 storm measurements show dune growth greater than 2 m3/m between
consecutive surveys in which water was impacting the dune toe. The largest accretional
events occurred on low sloping βbackshore (<0.03), although positive ∆Vdune were measured
across the full range of measured βbackshore (Figure 4.6c). Collectively, these observations
suggest that TWLs in the collision regime do not necessarily drive widespread erosion on
these low sloping beaches.

Similar to previous studies, the combined PNW field data provide some evidence for
both environmental and morphologic controls on sub-seasonal dune response. Weak rela-
tionships exist between ∆Vdune and βshel f (R2 = 0.07), ∆Vdune and βbackshore (R2 = 0.08), and
Hs,max (R2 = 0.09). Dune volume changes have more variance explained by TWLmax (R2 =

0.25), the 4 m impact duration (R2 = 0.28), and, although infrequent, the 6 m impact dura-
tion (R2 = 0.33). However, further insights are hard to ascertain directly from the field data
in part because of the regularity that TWLs reach Dtoe in the PNW (Figure 4.6f,g,h) and
due to the relatively small number of observations available at the high water level event
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time scale. Therefore, a numerical model is utilized to further explore controls on spatially
variable dune responses and to better understand the drivers of wave-driven dune accretion
and erosion. XBeach is specifically utilized for these purposes as the model has previously
shown skill at resolving dune responses for a range of oceanographic and morphologic
conditions (e.g., McCall et al., 2010; Splinter et al., 2014; Vousdoukas et al., 2012).

4.3 Numerical Simulations of Wave-Driven Dune Response

The XBeach model is used to explore factors contributing to wave-driven dune erosion
and accretion. The following sub-sections provide detail on the modeling methodology,
including a validation of XBeach at the three field sites and the development of exploratory
simulations to assess environmental and morphologic controls on wave-induced dune re-
sponses.

4.3.1 Numerical Model Overview

XBeach is an open-source, process-based numerical model which simulates wave transfor-
mation, wave-driven current generation, subaqueous sediment transport, and corresponding
morphology change (Roelvink et al., 2009). Using the hydrostatic version of the model, the
time dependent, short wave action balance equation solves for the wave group envelope and
is coupled with the non-linear shallow water equations to resolve mean currents and infra-
gravity waves. Sediment transport is modelled using a depth-averaged advection-diffusion
equation (Galappatti & Vreugdenhil, 1985) and morphology change is calculated based on
gradients in sediment transport at each time step. Dune erosion in XBeach occurs directly
from these transport gradients, as well as from avalanching which is induced when a critical
angle of repose is exceeded. Model formulations are described in detail in Roelvink et al.
(2009) and Roelvink et al. (2015) and are not repeated here. XBeach has been extensively
validated for erosional dune processes in numerous coastal settings (e.g., McCall et al.,
2010; Harley et al., 2011a; Smallegan et al., 2016; Splinter & Palmsten, 2012; Splinter
et al., 2014).
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4.3.2 Model Comparison to PNW Field Observations

4.3.2.1 Model Hindcast Setup

Since XBeach is sensitive to details of model configuration (e.g., Simmons et al., 2017),
a validation of XBeach using the hydrostatic model was completed to demonstrate model
capabilities of simulating storm-induced dune responses along the high energy PNW outer
coast. XBeach was run for a single storm event for each of the three field sites: the 10
December 2015 El Niño storm event at SBSP and NLC and the 15 November 2016 high
water level event at OYST. For each simulation the offshore boundary was forced with wave
time series from the closest wave buoy (Figure 4.1a), where the bulk wave parameters were
linearly transformed from the buoy depth to the -50 m contour and input to XBeach using a
JONSWAP spectrum. Time series of measured water levels from nearby tide gauges were
also input into the models.

For each field site, 1D cross-shore grids were developed for input into XBeach for each
field measurement transect for the TWLmax event at each site (22 transects at SBSP, 29 at
NLC, 13 at OYST), resulting in 63 total simulations. Each grid utilized measured pre-storm
topography and the most recent available CPS nearshore bathymetry. As the nearshore
bathymetry typically only extends to ∼12 m water depth, bathymetric data further offshore
(to -50 m) was extracted from NOAA DEMs. XBeach grids with variable cross-shore
resolution from 50 m (offshore) to 1 m (on the beach and dune) were developed. For all
cases the models were run with a constant random seed number to allow for numerical
repeatability (random = 0) and Snell's law was used to transform the mean wave direction
of the waves as they shoal (dtheta = 360). Furthermore, a single grain size distribution
(D50 = 0.2 mm, D90 = 0.3 mm) was assumed for all simulations in this study, generally
representative for the region (Ruggiero et al., 2005). Otherwise, default model settings
have been assumed.

Output from each 13 hour model simulation (including 1 hour of spin-up time), which
encompasses the peak TWL portion of the storm time series, are compared to the post-event
topographic measurements – collected a few days to a few weeks following the event. As
described previously, additional high water events impacted the dune between the surveyed
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Figure 4.7: Field measurements to model simulations comparison of dune volume change
before and after select storm events at SBSP (asterisks), NLC (open circles) and OYST
(solid squares). Colors represent the pre-storm measured backshore slope at each transect
line.

profile dates. However, for this analysis only the largest TWL event in the monthly period
was simulated. Consistent with the field data analysis methods, dune volume changes from
the model simulations are calculated as the integrated change from the initial 4 m and 7 m
contours, before and after the storm event.

4.3.2.2 Model Hindcast Results

The model hindcasts at SBSP, NLC, and OYST agree well with field data (Figure 4.7), with
a root mean square error of 6.4 m3/m and a mean erosion overprediction of 3.6 m3/m. The
model predicts the highest dune volume losses occurring at the steepest coastal segments
for both SBSP and NLC (Figure 4.7), with profile changes also generally qualitatively
agreeing between the observations and model simulations (e.g., Figure 4.8). Consistent
with the field observations, the model also predicts positive dune growth for many of the
lowest sloping transects. XBeach simulates wave-driven dune growth for 21% of the 28
field profiles where dune growth was documented in the field data. The model does not
accurately simulate dune growth at all sites where storm-induced dune accretion was ob-
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served, especially at the OYST site. This may reflect a poor description of model boundary
conditions for this particular storm event (e.g., characterization of wave spectrum, outdated
morphology, not accounting for vegetation) or unresolved model physics (e.g., incident
band swash processes).

The field measurements of dune growth most likely also contain some aeolian driven-
component, although as previously described (1) the high inter-survey water levels, (2) the
typically slow time scale of dune recovery, and (3) anecdotal evidence of wave-driven dune
accretion at the field sites (e.g., kelp and logs deposited in the dunes) together support a

Figure 4.8: Example XBeach predicted profile change (red lines) compared to field obser-
vations for the 10 December 2015 storm event at (a) line 5 and (b) line 21 at SBSP.
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primarily wave-driven origin of these sediments. Given the general agreement between
model results and field observations, including the apparent influence of backshore slope
on the dune response and the ability for the model to simulate positive dune growth from
wave-driven processes, lends confidence in the models skill at simulating wave-induced
dune responses for PNW beach and dune systems.

4.3.3 Numerical Experiments of Wave-Driven Dune Response

Based on reasonable model skill at hindcasting coastal behavior in a variety of morphologic
settings within the PNW, XBeach is next applied for a range of oceanographic conditions
and profile configurations in order to ascertain fundamental controls on the magnitude and
direction (accretion or erosion) of wave-driven dune response. To do so, generic envi-
ronmental and profile configurations were developed to drive the boundary conditions for
these model simulations. Details of the generic boundary and profile conditions are first
explained, followed by the details of the numerical experiments.

4.3.3.1 Generalized Boundary Conditions

4.3.3.1.1 Environmental Control : Synthetic Storm Hydrographs

Characterizing the time evolution of TWLs, driven by tides and non-stationarity of wave
properties and non-tidal residuals, is crucial for accurate prediction of storm-induced dune
response. An environmental time series from the central PNW is used to generate a sin-
gle storm hydrograph that is representative of typical extreme storm events in the PNW.
Using the 32 year environmental time series, extreme high water level events (Figure 4.2,
red asterisks) were identified from the environmental record using a peak over threshold
approach following the methods of Serafin & Ruggiero (2014), with the defined threshold
corresponding to an average of five extreme TWL events per year over the length of the
record (Figure 4.2). TWLs were calculated from the time series data using the Stockdon
et al. (2006) runup equation assuming a βbackshore of 0.02. Events were required to be at
least 3 days apart (the approximate time scale of northeast Pacific extratropical storms)
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to ensure independence of each storm system (Ruggiero et al., 2010). In general, for the
largest TWL events on record, wave heights were between 3-14 m, wave directions were
between 200-300 degrees from true north, and peak periods were between 12-25 seconds.
Extreme TWLs generally occurred during high tide and usually, but not always, when the
still water level (SWL) was above 2 m. It is important to note that identified extreme TWL
events are not necessarily defined by the largest significant wave height event, but rather
are often associated with periods of high still water levels.

For each selected extreme TWL event, the time series (including 6 hours before and
6 hours after the maximum TWL) of storm wave heights, wave periods, and SWLs were
normalized based on the maximum value of each metric during that storm. The mean
representative storm hydrograph, as shown in Figure 4.9, is calculated as the mean value of
each oceanographic variable for each hour from the normalized time series. Although there
is significant variability in the evolution of wave characteristics during individual storms,
in general there is a ramp up and ramp down of wave height and wave period throughout
PNW storms. The mean normalized hydrographs of wave height, wave period, and water
level are then used to define the time evolution of hydrodynamic boundary conditions for
storms within XBeach. Using this approach any chosen wave height/period/water level
combination can be multiplied by these normalized hydrograph curves to generate synthetic
storm cases. Because the normalized hydrographs represent an average, they do not have
maximum values of 1 for all parameters. This indicates that the maximum wave height and
wave period do not always coincide with the peak TWL across all Northeast Pacific storms.
For example an 8 m, 18 s wave results in a hydrograph with maximum 7.4 m, 17.5 s waves.
This approach aims to accurately characterize the TWL evolution during the storm rather
than just the maximum wave conditions. While wave direction also varies considerably
for storms, for simplicity here all simulated storms are assumed to follow the mean storm
track derived from the selected extreme events which shifts ∼7◦ during the evolution of the
storm (not shown). These hydrographs are used to describe the time evolution of Hs, Tp,
and SWL for all exploratory model simulations.
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Figure 4.9: Normalized (a) wave height, (b) wave period, and (c) still water level hy-
drographs derived from the high water level events from the 32 year environmental time
series. The light grey lines indicate the normalized hydrographs for all 191 selected high
water events. Bold lines indicate the mean normalized hydrograph which is used for pa-
rameterizing model boundary conditions.
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Table 4.2: Morphometric quantities of the baseline and exploratory composite slope sce-
narios.

4.3.3.1.2 Morphologic Control : Composite Slope Profiles

Simplified coastal profile shapes are generated to avoid the influence of subtidal sandbars
and complex morphology associated with actual measured profiles and to isolate the indi-
vidual geomorphic controls on dune response. A composite slope profile which has linear
(fixed slope) segments for the shoreface (-50 m to 12 m), surf zone (-12 m to 2.1 m), beach
(2.1 m to Dtoe), and dune (Dtoe to Dcrest) are developed. A baseline composite profile is
created to approximate a characteristic low sloping PNW beach, with the morphometrics
of this baseline profile provided in Table 4.2 and shown in Figure 4.10 (grey lines). This
profile has characteristics similar to that of OYST (Table 4.1). Additional composite slope
profiles are generated for the exploratory morphologic simulations as described in Sec-
tion 4.3.3.3. For all exploratory cross-shore simulations, the grids for use in XBeach have
cross-shore variable grid resolution, with a coarse resolution (dx = 50 m) offshore and finer
resolution (dx = 1 m) on the beach and dune. For simplicity, the elevation landward of the
foredune crest is assumed to be a constant elevation of Dcrest for all model simulations.
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Figure 4.10: Composite sloped profiles varying shelf (a), nearshore (b), backshore (c), and
dune (d) slopes and altering the dune toe elevation (e), dune crest elevation (f), and berm
volume (g). The grey line in each panel represents the baseline case for comparison.

4.3.3.2 Numerical Experiment Setups

4.3.3.2.1 Environmental Controls on Dune Response

On the single baseline composite slope profile, numerous synthetic storms utilizing the
normalized hydrographs are simulated. In total 10 wave height (1 m to 10 m) and 9 wave
period (8 s to 24 s) conditions are simulated resulting in 90 offshore wave scenarios. Addi-
tionally, 3 still water level conditions which approximate a normal high tide (2 m), a spring
high tide (3 m), and an extreme water level condition (4 m) are simulated for each wave
scenario, resulting in 270 total model scenarios. These conditions generally cover the range
of oceanographic conditions within the Pacific Northwest (Figures 4.2 and 4.11a,b,c). The
maximum wave and water level conditions defined here are used in conjunction with the
storm hydrographs to drive the time-evolving model boundary conditions. Consistent with
the validation simulations, each exploratory model simulation is run for 13 hours (includ-
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ing 1 hour of spin-up time). Because some TWLs in this set of simulations exceeded 7
m, dune volume changes from the exploratory simulations are calculated as the volumetric
change from the initial Dtoe location to the landward extent of the model grid.

For each simulation the TWL is calculated in 30 minute increments from the model
output. For each time interval, the land-water interface is tracked every 1 s and decomposed
into its SWL signature, wave setup, and swash components, where swash is calculated
according using the same approach as Stockdon et al. (2006). The significant infragravity
swash height for each 30 minute period is calculated from the demeaned runup time series
as:

Figure 4.11: Average hours per year occurrence frequency of wave height and wave period
combinations grouped by still water levels, (a) 1.5 to 2.5 m, (b) 2.5 m to 3.5 m, and (c)
3.5 m to 4.5 m, derived from the 32 year environmental time series. Model predicted dune
volume change for the baseline profile for the 90 wave conditions for SWLs conditions of
(c) 2 m, (d) 3 m, and (e) 4 m. Note that the colorbar axes on the model output plots are
limited to highlight the accretional conditions; ∆Vdune of up to -74.2 m3/m was simulated.
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S IG = 4

√√√0.05Hz∑
f =0Hz

PS D ( f ) d f (EQ 4.2)

Where f is the frequency and PSD is the power spectral density. Note that in XBeach
there some energy in the incident band (f > 0.05 Hz) despite the model being a phase-
averaged model. Here, consistent with the methods of Stockdon et al. (2014), SINC is also
calculated from the model results for f > 0.05 Hz to avoid under-reporting the TWL. The
decomposed TWL is calculated as the sum of the SWL and R2% [EQ4.1], where runup
includes η, SINC, and SIG, for each 30 minute period. The TWLmax from each simulation is
calculated as the maximum 30 minute TWL occurring within the 13 hour storm event.

4.3.3.2.2 Morphologic Controls on Dune Response

To explore which portions of the coastal profile have the largest control on storm-induced
dune response, a series of generic cross-shore beach profiles are generated to specifically
investigate morphologic controls on dune response. Following the methodology presented
in Section 4.3.3.1.2, a series of additional cross-shore profiles are developed. Slopes within
particular segments of the baseline profile are individually altered based on the range of
morphometrics (βshel f , βnearshore, βbeach, βdune) observed at the three field study sites. The
range of values investigated for each morphometric is given in Table 4.2 and shown in
Figure 4.10. Additionally, as Dtoe and Dcrest are both thought to influence resulting dune
responses (Splinter et al., 2018; Stockdon et al., 2009), these morphometrics are also altered
within ranges characteristic of the PNW (Mull & Ruggiero, 2014; Table 4.2).

The presence of a beach berm is typical in summer months at many locations within
the PNW (Diez et al., 2018) and it has been suggested that berms may have an influence on
foredune impacts (e.g., Cohn et al., 2018). Additional model simulations were completed
in which between 10 m3/m to 100 m3/m of sediment are added to approximate the presence
of a berm by adding a sine wave crest distributed between the 1.5 m and 3 m contours
(Figure 4.10g), the typical elevation of summer berms in the PNW (e.g., Diez et al., 2018).

In order to isolate the role of each of these morphometrics from the shelf to the dune on
influencing ∆Vdune, XBeach was used to simulate a single environmental scenario on each
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new cross-shore profile. For this single event we simulate the approximate average annual
storm event in the region which consists of a 10 m significant wave height, 20 s peak wave
period, and a still water level of 3 m – resulting in an extreme TWL event that exceeds the
4 m contour for the full range of PNW beach slopes.

4.4 Numerical Experiment Results

4.4.1 Environmental Controls on Dune Response

For the 2 m SWL case, Hs above 4 m and Tp of 12 s or longer result in TWLs reaching
above the dune toe and inducing changes in dune morphology (Figure 4.11d). For a wide
range of oceanographic conditions in which dune changes occur, when wave periods are
less than 22 s or wave heights are less than 6 m, TWLs only briefly impact the dune and
the model simulates sediment accumulation (up to 3.8 m3/m) of the lower portion of the
dune. When either wave heights are above 6 m or wave periods longer than 22 s, the model
simulates dune erosion for the 2 m SWL case. When the SWL is increased to 3 m, a smaller
range of wave conditions promote dune growth (Figure 4.11e). Instead, most large wave
height and long period wave conditions (approximately Hs > 8 m or Tp > 20 s) induce
dune erosion. For the 4 m SWL scenarios only dune erosion is simulated by XBeach with
∆Vdune of -4.6 m3/m for the Hs of 6 m and Tp of 12 s case (Figure 4.11f). Dune erosion
as large as -74.2 m3/m was simulated for extreme wave conditions (Hs = 10 m, Tp = 24
s) co-occurring with an extreme SWL (4 m), although that combination of oceanographic
forcings has not been observed in the historical environmental record (Figure 4.11c).

In general dune erosion increases with increasing TWLs (Figure 4.12). However, not all
TWLs are created equal, as the erosional response (or lack of accretion) is generally higher
for cases where the SWL contribution to the TWL is larger. For example, for TWLmax

approximately equal to 7 m, ∆Vdune ranges from ∼+4 m3/m (SWL=2 m) to ∼-20 m3/m
(SWL=4 m). Although waves are functionally responsible for the physical process of dune
erosion, the SWL controls where short wave dissipation and the corresponding short wave-
induced sediment transport occurs. We define the mean swash level as the dynamic still
water level (DSWL), which is the combination of the SWL and η. Figure 4.13 reveals
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Figure 4.12: Modeled dune volume change compared to XBeach modeled maximum TWLs
for 270 environmental conditions (same conditions as in Figure 10) categorized by SWL.

that accretive conditions are always simulated when the TWLmax reaches the dune but the
DSWL is lower than Dtoe. As DSWLs increase, the duration that TWLs are at or above
the dune toe also increases (Figure 4.13a) and in response the average short wave energy
(over the course of the entire event) at the initial dune toe elevation (Ew,toe) increases (Fig-
ure 4.13b). In almost all cases where the DSWL exceeds the Dtoe, dune erosion is simulated.
The only exceptions to this occur when the DSWL is only marginally above Dtoe (< 0.7 m)
and both the inundation duration and Ew,toe are low, the combination of which also leads to
simulated accretion (Figure 4.13ab). These results indicate that infragravity swash can be
a constructive process for lower dune growth in low gradient beach settings, particularly
when swash is only occasionally impacting the dune (DSWL < Dtoe).

4.4.2 Morphologic Controls on Dune Response

To explore the morphologic controls on dune response, numerical experiments were com-
pleted using the approximate conditions of the annual storm event. In the case of large wave
heights and long period waves, there is significant interaction with the bottom seaward of
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Figure 4.13: Dynamic still water level compared to modeled dune erosion for the 270
environmental condition cases (same conditions as in Figure 10) with colors representing
impact hours at the dune toe (a) and mean wave energy at the dune toe location (b).

the -12 m contour. Therefore during the annual storm event the shelf slope in part dictates
the cross-shore length of active wave breaking and, as a result, influences incident and in-
fragravity wave energy in the inner surf and swash zone. The model simulations show that
lower shelf slopes increase the magnitude and nonlinearity of infragravity energy, which
results in a larger infragravity swash signal and therefore higher TWLs (not shown). In
response, the model predicts that shallowing of the shelf portion of profile will increase
dune erosion, while a steepening of the shelf would decrease TWLs and increase the possi-
bility of wave-driven dune accretion (Figure 4.14a). βnearshore has the opposite effect, with
steeper surf zone profiles enhancing dune erosion (Figure 4.14b). For the annual storm
event this is attributed to an increase in both wave setup and infragravity swash associated
with the dissipation of wave energy over a shorter spatial extent (Figure 4.15a). This re-
sults in maximum modeled wave runup (R2%) that is 1.6 m higher on the shallowest sloping
nearshore profiles than the steepest nearshore profiles. The increased R2% and TWLs on
steeper nearshore profiles results in a longer impact duration above Dtoe (Figure 4.15b) and
more short wave energy at the base of the dune (Figure 4.15c). Based on these morphologic
controls on the swash zone hydrodynamics, lower βnearshore promotes wave-driven transport
to the lower dune whereas progressively steeper βnearshore enhances dune erosion.
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Figure 4.14: Modeled variability in dune response for varying (a) shelf slope, (b) surf zone
slope, (c) backshore slope, (d) dune slope, (e) dune toe elevation, (f) dune crest elevation,
and (g) berm volume for the annual storm event case.

βbackshore has a similar control on modeled dune response as βnearshore, with steeper slopes
driving increasing dune erosion (Figure 4.14c). Interrogation of the model outputs shows
a small influence of βbackshore on η and SIG (Figure 4.15d), resulting in 0.3 m higher R2%

and TWLs on the steepest βbackshore relative to the shallowest sloping beach profile. While
the maximum TWLs are similar between these βbackshore cases, on steeper beaches slight
increases in TWLs and enhanced beach erosion (not shown) result in more impact hours of
the dune toe and an increase in short wave energy impacting the dune (Figure 4.15e,f).

The presence of a berm serves to not only limit dune erosion but also can encourage
wave-driven sediment delivery to the dune (Figure 4.14g). For the annual storm event
there is an approximately linear relationship whereby increases in berm volume leads to a
proportional decrease in dune volume loss or an increase in lower dune volume.

Geometric properties of the foredune can also play a considerable role in wave-driven
dune response. As expected, when Dtoe is low (< 4 m) water more frequently impacts the
dune, which enhances dune erosion. Progressively higher Dtoe exhibit more limited dune



95

Figure 4.15: Nearshore and backshore slope controls on (a/d) wave setup, infragravity
swash, incident swash, R2%, and TWLmax, (b/e) impact duration of TWLs at the dune toe,
and (c/f) mean short wave energy at the dune toe position for the annual storm case.
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response since the dune volume changes represent the integrated volume change landward
of the dune toe (Figure 4.14e). This also confirms that while the choice of Dtoe, which does
vary regionally (e.g., Mull & Ruggiero, 2014), has an influence on ∆Vdune (e.g., Splinter
et al., 2018), there are other morphometrics which have a relatively larger influence on
∆Vdune (Figure 4.14).

When the dune crest is at a low elevation (< 7 m), storm-induced erosion volumes are
substantial, reflecting the role of large incident wave energy destroying and/or overwashing
the dune. However, there is little influence of Dcrest on ∆Vdune when Dcrest > 9 m for the
modeled storm conditions (Figure 4.14f). The front slope of the dune influences the occur-
rence of avalanching, and therefore steeper βdune also generally promotes increased erosion
during high water level events (Figure 4.14d).

The break in slope between the beach and the dune, which occurs at the Dtoe loca-
tion in these simulations, has an influence on where sediment can accumulate via waves
during high TWL events. If βdune is much steeper than βbackshore then large swash excur-
sions slam into the dune face and the dune becomes increasingly vulnerable to erosion and
avalanching effects. Conversely, in the case that βbackshore is of similar magnitude to βdune

the available accommodation space at Dtoe is minimized for any further deposition, which
also encourages dune erosion when the TWL reaches above Dtoe for the simulated storm
case. Therefore the curve in Figure 4.14d is nonlinear, where high and low values of βdune

enhance dune erosion but intermediate values minimize dune erosion.

4.5 Discussion

4.5.1 Primary Controls on Dune Response

Field data from three PNW field sites demonstrate that high TWL events induce longshore
variable coastal foredune impacts. At all three field sites, wave-driven dune accretion is
observed during some high TWL events, with this phenomenon generally occurring on the
lowest sloping segments of the beaches (βbackshore < 0.03). On steeper beach segments,
during the same storm events, only dune erosion is observed. Combined, the morpho-
logic datasets also suggest that there are weak relationships between subtidal and subaerial
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morphometrics and ∆Vdune. However, the data reveal a stronger control of oceanographic
forcing from TWLs on ∆Vdune in the PNW. These environmental and morphologic controls
are confirmed via additional exploratory numerical simulations.

Numerical simulations demonstrate the importance of the partitioning of the TWL be-
tween the DSWL and swash for assessing dune response. The model indicates that a TWL
with a proportionally larger infragravity signal can accrete dunes while an equivalent TWL
with a larger SWL component can be net erosional. This observation is consistent with pre-
vious findings, including that regional seasonal sea level anomalies enhance beach erosion
(Theuerkauf et al., 2014). Similarly, the first order importance of storm surge levels on ero-
sional dune impacts have been widely noted (e.g., van Rijn, 2009), reflecting the dominant
role of elevated SWLs on dune response. As shown here, the DSWL dictates the amount
of short wave energy which reaches at and above the dune toe, which imposes an impor-
tant control on the magnitude of dune erosion. The cases where dune accretion occurs are
limited to the situations where infragravity swash only occasionally impacts the dune toe –
leading to small but measurable accumulations of sediment at the upper extent of the swash
zone. Limited in-situ measurements exist of infragravity wave-induced swash zone sedi-
ment transport, although laboratory measurements by Baldock et al. (2010) demonstrated
that long waves will generally promote net onshore transport even when the co-occurring
short wave forcings are erosive – consistent with the model simulations discussed here.
The dominant onshore transport mechanism to the lower dune within XBeach appears to
be related to a net landward sediment flux occurring over the scale of infragravity swash
events. This mechanism is likely promoted by the low βbackshore which limits swash down-
rush velocities, which are primarily gravity-driven (e.g., Masselink & Puleo, 2006), leading
to net deposition from suspended sediment falling out of suspension prior to flow reversal
and from net onshore directed bedload transport.

This accretional response is limited to the lowest sloping βbackshore profiles for the an-
nual storm event. Steeper beach slopes instead promote dune erosion, primarily as a result
of morphologic feedbacks on increasing wave setup and incident swash (Stockdon et al.,
2006). That is, as βbackshore increases, the likelihood of wave-driven dune growth decreases
– with higher TWLs generally increasing the frequency of wave impact to the dune toe,



98

entraining dune sediment which is then transported offshore. On relatively steep beaches
(Figure 4.14c), or in cases with high DSWLs, model results are consistent with traditional
views of erosional response of beach-dune systems during major storm events (e.g., Sal-
lenger, 2000; Stockdon et al., 2009) and the important control of βbackshore on dune response
(e.g., Kriebel & Dean, 1993; Saye et al., 2005; Mull & Ruggiero, 2014). The observed and
modeled wave-induced dune growth appears limited to low sloping beaches, which tend
to be infragravity energy dominated. However, the sensitivity of these processes to minor
changes in slope helps to explain observations of variable backshore responses during a
single storm event on low sloping PNW beaches (Figures 4.4, 4.5, and 4.6). Given that
βbackshore in the region generally steepen throughout the winter as the MHW shoreline re-
cedes during extended periods of high wave energy, the established relationship between
βbackshore and ∆Vdune suggests that late winter storms (coinciding with high SWLs) are likely
to be more damaging to dunes than storms in the early fall following months of beach build-
ing (Figure 4.2f,g,i,j). Consistent with other observations (e.g., Dissanayake et al., 2015;
Komar et al., 2001), storm sequencing is therefore important for the net annual impacts to
the dune. Similarly, dune scarping leads to an increase in βdune and often a reduction in
the dune toe elevation (Splinter et al., 2018), both factors which promote increased dune
erosion during subsequent storms.

Model findings of storm sequencing susceptibility are also supported by the PNW field
observations. For example, the 10 December 2015 event triggered scarping at SBSP line
21 and resulted in a post-storm profile with steeper βbackshore and steeper βdune (Figure 4.3h).
These factors also led to a sharper transition between the beach and dune at the dune toe
location. Moderately high wave energy (5 m < Hs < 7 m) coinciding with SWLs of about
3 m in early March 2016 caused ∆Vdune up to -15 m3/m (not shown). These dune losses
were comparable to losses from the 10 December 2015 event (Figure 4.3e) at some tran-
sects, despite lower wave energy and lower SWLs. The locations that were most impacted
were those that were initially scarped in December 2015 (alongshore distance < 200 m;
Figure 4.3e). As shown in Figures 4.3i and 4.3j, the ∼1 m high scarp at line 21 initially
formed during the December 2015 event developed into a larger (∼3 m) vertical scarp in
response to the March 2016 event.
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Beyond the control of subaerial morphometrics, model results also demonstrate that
there are subaqueous controls on storm-induced dune response (Figure 4.14). The shelf
and nearshore slope have competing roles, with steeper βshel f reducing infragravity energy
and steeper βnearshore increasing wave setup and, to a lesser degree, increasing infragravity
swash. The opposite impacts of shelf and nearshore slopes on infragravity swash appears
related to the competing effects of infragravity wave shoaling and break point induced
bound long waves (e.g., Bertin et al., 2018; Baldock, 2012) – highlighting the complexity
of morphologic controls on nearshore and swash hydrodynamics.

Nearshore and shelf slopes vary on the regional scale (e.g., Figure, 4.3– 4.6) due to
alongshore variability in sediment supply and geologic effects. The model results in this
study suggest that, when considering these regional scale differences in bathymetry, sub-
tidal controls on TWLs and dune susceptibility to erosion may in fact be larger than the
backshore controls (Figure 4.14b,c). However, βnearshore generally does not vary signifi-
cantly over short spatial stretches (< a few km). Similarly, given that βnearshore represents
the average slope from -12 m to MHW (with the nearshore zone typically spanning 1 to
2 km in the cross-shore), the nearshore slope is not sensitive to small volumetric changes.
Therefore, according the to definition of βnearshore used in this chapter, even though sediment
is moved offshore during winter storms, reflected by shoreline retreat and a steepening of
βbackshore, seasonal shallowing of βnearshore is unlikely to offset the expected increase in dune
erosion from seasonal backshore beach steepening (Figure 4.14b,c). Spatio-temporal vari-
ability in the backshore slope will therefore generally control local alongshore variability
in TWLs or storm-induced dune response. However, this finding is complicated by non–
planar morphologies, which were not fully addressed in this study. As other studies have
found that the presence of subaqueous sandbars influence both wave setup and swash (Hol-
man & Sallenger, 1985; Cox et al., 2013; Cohn & Ruggiero, 2016; Shand et al., 2006), it is
expected that specific sandbar configurations may also influence resulting dune impacts by
dissipating short-wave energy and/or decreasing TWLs – similarly to the modelled behav-
ior of the bermed beach profile (Figure 4.14g)
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4.5.2 Wave-Driven Contributions to Long Term Dune Growth

Parts of the PNW are unique in that the beaches and dunes are rapidly prograding, in con-
trast to much of the worlds coastlines (e.g., Luijendijk et al., 2018). The progradation at
Long Beach Peninsula is a reflection of sediment delivery via longshore transport gradi-
ents and shoreface sediment feeding (Ruggiero et al., 2016) derived from both modern and
paleo-sediment sources (e.g., Kaminsky et al., 2010; Peterson et al., 1991). While the posi-
tive sediment budget may influence the coastal morphology (e.g., shallower shelf profiles),
specific hydrodynamic and aerodynamic processes are responsible for the transport of sed-
iment which drives coastal landscape change. Thus high sediment supply has contributed
to, but on its own does has not led to, rapid foredune growth along Long Beach Peninsula.

The model results indicate that the low sloping morphology at OYST encourages dune
growth via infragravity swash processes even under energetic offshore wave forcing, par-
ticularly because of the uncommon co-occurrence of large wave energy and high SWLs in
the PNW (Figure 4.11c). So while foredune growth is more typically related to aeolian pro-
cesses (e.g., Psuty, 2004), the relative frequency of TWLs in the collision regime but with
the DSWLs below Dtoe supports the assertion of Cohn et al. (2018) that the contribution
of infragravity swash processes to dune growth is potentially significant. To quantify the
swash contribution to lower dune growth at OYST, the results from the numerical exper-
iments (Figure 4.11d,e,f), which cover the full range of oceanographic conditions within
the Pacific Northwest, are utilized.

A three-dimensional lookup table (inputs = Hs, Tp, and SWL, output = ∆Vdune) is gen-
erated from the environmental model results (Figure 4.11d,e,f). This allows any triplet
combination of Hs, Tp, and SWL to be interpolated from the model results to predict storm
scale ∆Vdune for the simulated baseline profile, which has attributes similar to the OYST
profile (Tables 4.1 and 4.2). Next, the Hs, Tp, and SWL conditions corresponding to the
maximum TWL for each calendar day from the 32 year representative environmental time
series (Figure 4.2) are recorded. The daily maximum oceanographic conditions are run
through the lookup table to generate a daily estimated ∆Vdune.

Using the lookup table output, the model results indicate that there are 26.9 days on
average per year where the TWL exceeds Dtoe and where there is either an accretional or
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erosional dune response. Although there are 5.3 events/year on average which result in
erosion (negative ∆Vdune), there is only one year out of the 32 year record where net annual
dune erosion is predicted via this lookup table approach. This erosional year corresponded
to 1983, which included the 1982-1983 El Niño. The lookup table derived model results
predict an average 14.9 m3/m/yr of net wave-driven dune growth at OYST. This value is
larger than the magnitude observed in the field at OYST (∼ 1-5 m3/m/yr; Cohn et al.,
2018). This may be due to limitations of the lookup-table approach, including that the
same composite slope profile is assumed as the initial condition for each daily estimated
∆Vdune (e.g., there is no time evolution of the morphology outside of the storm time-scale).
However, the lookup table derived results are consistent with field observations in that
wave-driven dune growth occurs several times per year at OYST and potentially serves as
an important sediment source for lower dune growth.

4.5.3 Comments on Model Skill and Assumptions

4.5.3.1 Model to Field Comparison

While there is general agreement between field observed and model simulated dune ero-
sion, erosion is slightly over predicted by the model (Section 4.3.2, Figure 4.7). Discrepan-
cies between the magnitude of model and field derived dune volume changes are most likely
attributed to the fact that the model was not specifically tuned to each case (Simmons et al.,
2017), uncertainty in the boundary conditions (e.g., wave spectrum, exact bathymetry, vari-
ability in grain size), additional unresolved model physics (e.g., incident band swash), and
excluding the effect of aeolian transport or wave-driven processes outside of the selected
TWLmax period. Additionally, the lower dune is also often characterized by the presence of
dense vegetation in the PNW (Hacker et al., 2012) which may add to accretional processes
by dissipating wave energy or limit erosion by altering the soil shear strength (e.g., Sigren
et al., 2014). These ecomorphodynamic processes are not accounted for within this nu-
merical exercise but may partially explain model over prediction of erosion (Karanci et al.,
2014).
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4.5.3.2 Importance of Model Parameter Settings

Phase-averaged models, like the hydrostatic version of XBeach employed here, parameter-
ize the processes of wave asymmetry and skewness which are critical for driving onshore
transport of sediment and to which the model is sensitive to (De Vet et al., 2015). For the
purposes of this study, the model default value for parameterizing short wave asymmetry
and skewness (facua = 0.1) is used – although tuning of this variable has been found to be
important for accurately predicting specific observations of beach evolution, particularly
for post-storm beach recovery (e.g., Vousdoukas et al., 2012; Simmons et al., 2017). How-
ever, low-sloping, dissipative systems, such as was modelled, are generally infragravity
dominated (Ruessink et al., 1998) and therefore infragravity effects will play a dominant
role on the transport processes over short wave forcings near the land-water interface on
storm time scales. Within XBeach, because the infragravity motions are resolved and in-
fluence sediment transport separately from the short waves (Roelvink et al., 2009), the
modeled dune accretion results shown here are mostly insensitive to the choice of facua.
A robust sensitivity analysis exploring implications of non-default XBeach parameter set-
tings was not completed for this study, although altering these settings, or other model
details (e.g., composite-type profiles), would not be expected to alter the general trends
highlighted in this work. However, the simulated magnitudes of ∆Vdune would be affected
by different parameter choices.

4.6 Conclusions

The U.S. Pacific Northwest is characterized by a range of offshore and beach morpholo-
gies, with corresponding variability in observed storm-induced dune responses. By explor-
ing a large parameter space of morphologic and environmental conditions using new field
datasets and a numerical model applied to the region, this study synthesizes the primary
drivers of coastal foredune erosion that previous works have identified for particular sites
and/or environmental conditions (e.g., Cooper et al., 2004; Saye et al., 2005; Thornton
et al., 2007; Burroughs & Tebbens, 2008; Castelle et al., 2015; Splinter et al., 2018). Con-
sistent with these previous studies, the PNW field data and numerical modeling confirm that
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beaches with steeper slopes experience more dune erosion during high water level events
than shallower, dissipative profiles. Additional new insights into fundamental controls on
wave-induced dune response are also found from both the field data and modeling in this
study. For example, the documentation of wave-driven dune accretion under a wide range
of oceanographic forcing conditions implies that not all TWL events in the collision regime
result in an erosional response. The model results indicate that the high TWL conditions
with the highest potential for dune erosion occur in cases with anomalously high still water
levels and not necessarily the largest wave energy. Therefore, conditions in which sea level
anomalies, storm surge, or spring tides elevate the SWL may be the most damaging to the
backshore, suggesting that dune erosion will be further compounded by an increase in the
mean SWL through sea level rise.
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Chapter 5: Sediment exchanges between the nearshore, beach, and dune due

to combined marine and aeolian processes: Insights from a coupled

numerical model

Abstract

Coastal landscape change represents aggregated sediment transport gradients from spatially
and temporally variable marine and aeolian forces. Numerous tools exist that independently
simulate subaqueous and subaerial coastal profile change in response to these physical
forces on a range of time scales. In this capacity, coastal foredunes have been treated
primarily as wind-driven features. However, there are several marine controls on coastal
foredune growth, such as sediment supply and moisture effects on aeolian processes. To
improve understanding of interactions across the land-sea interface, here the development
of the new Windsurf numerical modeling framework is presented. Windsurf couples stand-
alone subaqueous and subaerial coastal change models to simulate the co-evolution of the
coastal zone in response to both marine and aeolian processes. Windsurf is applied to a
progradational, dissipative coastal system in Washington, USA, demonstrating the ability
of the model framework to simulate sediment exchanges between the nearshore, beach,
and dune for a one year period. Windsurf simulations generally reproduce seasonal cycles
of beach progradation and retreat and dune growth with reasonable skill. Consistent with
field datasets, Windsurf supports the hypothesis that there are direct marine contributions
to dune growth during some high total water level events that exceed the dune toe.

5.1 Introduction

Coastal landscape evolution reflects the aggregation of the combined effects of oceano-
graphic, meteorological, geological, ecological, and anthropogenic influences (Cowell &
Thom, 1995). Because of the broad range of physical processes driving temporal variabil-
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ity of morphology in the coastal zone (e.g., Short & Hesp, 1982; Komar, 1998; Wright &
Thom, 1977; Cowell et al., 2003), the coastal profile has often been compartmentalized
into discrete morphologic units (e.g. nearshore, beach, dune; Gallop et al., 2015; Rug-
giero et al., 2016) based on dominant transport processes (e.g., waves, currents, winds).
Although dunes backing sandy beaches have largely been treated as a wind-controlled fea-
tures, marine-driven processes play an active role in the accretional and erosional devel-
opment of these landforms (e.g., Sherman and Bauer, 2003; Sallenger, 2000). In part
reflecting these complex interactions, quantitative predictions of coastal dune evolution at
scales beyond individual storm events are lacking (e.g., Elko et al., 2016; Walker et al.,
2017) despite the important suite of ecosystem services they provide (e.g., coastal protec-
tion, habitat, recreation; Arkema et al., 2013; Martı́nez & Psuty, 2004; Miller et al., 2010;
Sutton-Grier et al., 2015).

Much of our current understanding of coastal dune evolution remains largely conceptual
(e.g., Short & Hesp, 1982; Sherman & Bauer, 1993; Psuty, 2004; Hesp, 2013; Walker
et al., 2017; Zinnert et al., 2016) with attempts at quantifying dune growth and recovery
from storms coming primarily from scaling up small-scale wind-driven sediment dynamics
(e.g., de M. Luna et al., 2011; van Dijk et al., 1999) and exploration of ecomorphodynamics
(e.g., Zarnetske et al., 2012; Durán & Moore, 2013; Keijsers et al., 2015). Although aeolian
transport is the primary driver of coastal foredune growth, in many real-world systems wind
climatology is not well correlated with dune growth rates (Davidson-Arnott & Law, 1996;
de Vries et al., 2012; Houser, 2009; Ollerhead et al., 2012), making empirical prediction of
dune evolution difficult.

The marine environment poses numerous constraints on instantaneous aeolian trans-
port rates in sandy coastal systems, contributing to the nonlinear relationships between
dune growth and climatic variables. As examples, swash-induced moisture (e.g., Davidson-
Arnott et al., 2005), salt cementation (e.g., Nickling & Ecclestone, 1981), and tidally mod-
ulated groundwater tables (Jackson & Cooper, 1999) each have been found to reduce or
prevent local aeolian transport. These supply limiters contribute to the widely observed
fetch effect (e.g., Bauer & Davidson-Arnott, 2003; Delgado-Fernandez, 2010; Hoonhout &
de Vries, 2016) whereby there is a minimum length scale required for aeolian sand trans-
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port on beaches to reach saturation. Obliquely oriented wind results in larger effective
fetch distances between the water line and the dune toe (e.g., Bauer et al., 2009; Bauer &
Davidson-Arnott, 2003). Oblique winds therefore have the potential to transport more sed-
iment to the dune as compared to cross-shore oriented winds of equal magnitude in supply
limited circumstances (Davidson-Arnott et al., 2018). Conversely, the cross-shore compo-
nent of aeolian transport is highest under shore-normal winds and reduces with increasing
obliquity, leading to a potential decrease in sediment delivery to the dune under oblique
wind conditions due to the cosine effect (e.g., Bauer & Davidson-Arnott, 2003).

In part due to a lack of fetch limitations (Jackson & Cooper, 1999), larger beach widths
associated with low gradient, dissipative beaches promote higher rates of aeolian transport,
leading to larger dune growth relative to narrower, steeper beaches (Short & Hesp, 1982;
Sherman & Bauer, 1993; Durán & Moore, 2013). The relationship between grain size
and beach slope (e.g., Bascom, 1951; Bagnold, 1937) also generally encourages higher
transport rates on low sloping beaches.

Since fine grained sediment is preferentially transported by wind over coarse grained
sediment, sediment sorting and armoring may subsequently occur on mixed-grain beaches
(e.g., Carter & Rihan, 1978; Neuman et al., 2012; Hoonhout & de Vries, 2016) – lead-
ing to complex spatial patterns in instantaneous aeolian transport. In part due to armoring
effects on the upper beach, it has been found that the intertidal zone is a primary sedi-
ment source area for backshore aeolian transport (de Vries et al., 2014, 2017; Hoonhout &
de Vries, 2017a,b). The onshore propagation of sandbars into the intertidal zone has been
recognized as a particularly important source of sediment for dune growth (e.g., Aagaard
et al., 2004; Houser, 2009). In fact, it has been hypothesized (Houser, 2009) that dune
growth is limited by the temporal co-occurrence of intertidal sandbar welding events with
the capacity to mobilize sediment by wind. However, field data from a dissipative beach
have demonstrated that dune growth can occur regardless of in-phase synchronization of
maximum beach sediment supply and maximum dune growth (Cohn et al., 2018).

Energetic wave conditions and high water levels in the collision regime of Sallenger's
(2000) Storm Impact Scaling Model have often been related to the erosion of coastal fore-
dunes (e.g., Stockdon et al., 2007; Splinter et al., 2018). The exposure of coastal dunes to
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erosion is related to a variety of morphologic and environmental controls (e.g., Saye et al.,
2005; Burroughs & Tebbens, 2008), although low sloping, wide beaches are generally less
vulnerable to dune erosion than steep, narrow beaches. It has been recently demonstrated
that infragravity swash energy on dissipative beaches contributes directly to lower dune
growth using both field data (Cohn et al., 2018) and numerical models (Cohn et al., in
prep). These results give further evidence of the direct and indirect roles of the marine
system in governing both accretive and erosive dune processes.

Despite a qualitative understanding of the dominant marine and aeolian processes con-
trolling coastal foredune evolution, quantitative models able to simulate coastal dune recov-
ery from storms and subsequent growth are lacking (e.g., Elko et al., 2016; Walker et al.,
2017). Recognizing that major gaps in knowledge of sediment transport and morphological
change across the land-sea interface still exist, here we introduce the coupled coastal profile
modeling framework Windsurf. Windsurf couples three state-of-the-art open source models
that independently account for subaqueous (XBeach; Roelvink et al., 2009) and subaerial
(Aeolis; Hoonhout & de Vries, 2016; Coastal Dune Model; Durán & Moore, 2013) pro-
cesses to explore the evolution of the coastal profile in response to both marine and aeolian
forcing (Figure 5.1). The numerical models within Windsurf are capable of simulating
complex coastal behaviors such as beach growth (Pender & Karunarathna, 2013), swash
dynamics (Stockdon et al., 2014), wave-driven dune growth (Cohn et al., in prep), storm-
induced dune erosion (de Winter et al., 2015), overwashing (McCall et al., 2010), aeolian
sediment sorting (Hoonhout & de Vries, 2016), and ecological controls on dune growth
(Durán & Moore, 2013). To discern the relative controls of marine and aeolian processes
on coastal foredune evolution, we apply Windsurf to a prograding, dissipative field site in
the U.S. Pacific Northwest (PNW) for a one year period.

The structure of the manuscript is as follows. Details of the new Windsurf modeling
framework and its sub-models are described in Section 5.2. Morphologic and environmen-
tal field datasets from used to validate Windsurf are presented in Section 5.3. Model details
of hindcast simulations of morphology change are described in Section 5.4. Discussion of
the results and conclusions are given in Sections 5.5 and 5.6, respectively.
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Figure 5.1: Cross-shore schematic of the Windsurf framework showing the general pro-
cesses resolved by the model cores.

5.2 Windsurf Model Framework

The following section describes the details of the Windsurf model coupler, followed by
details of the process capabilities of the individual numerical models within Windsurf.

5.2.1 Model Coupler

Windsurf couples three separate open-source numerical models [henceforth, model cores]
which simulate subtidal morphodynamics related to waves and currents (XBeach), sub-
aerial morphodynamics related to wind shear and vegetation (CDM), and multi-fraction
aeolian sediment transport that includes the effects of supply limiters (Aeolis) (Figures 5.1
and 5.2). Together, these model cores simulate coastal profile evolution in response to both
marine and aeolian forcing.

Windsurf serves as the backend coupler to these three model cores, with functionality
to generate input files, execute model simulations, exchange information between model
cores, and save model output. The Windsurf framework runs the individual model cores in
series, with morphological, environmental, and ecological information exchanged between
the models at user defined time steps (Figure 5.2). By using a loosely-coupled approach in
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Figure 5.2: Schematic representing the general Windsurf model framework which includes
three standalone numerical models (XBeach, Coastal Dune Model, Aeolis) that are coupled
offline through a back-end Matlab interface. Major processes resolved within each model
core and the outputs exchanged by the coupler are shown.

which the model cores are separate from the coupler, the individual models can continue to
be developed independently and new model components can easily be captured by Wind-
surf. This approach allows for continued scientific exploration related to a wide array of
research questions and across a broad range of time scales. New capabilities can be added
as long as the additional model core can run on or be interpolated to a central model grid.
Currently, Windsurf model grids are limited to 1D, cross-shore only applications, however,
extension to 2D is planned for future work.

The work presented in this manuscript utilizes a version of the Windsurf framework
coded in Matlab which runs the process-based model cores in an offline mode. That is,
the model cores are initialized and fully executed before moving on to the next model
core. As schematized in Figure 5.2, Windsurf first runs XBeach to simulate marine-related
processes and resulting morphology change. XBeach runs are followed by CDM which
simulates spatio-temporal vegetation dynamics and the cross-shore wind field. Finally,
Aeolis simulates aeolian sediment transport and aeolian-driven morphology change.
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5.2.2 XBeach

XBeach is an open-source process-based numerical model which simulates nearshore wave
transformation, subaqueous sediment transport, and morphology change (Roelvink et al.,
2009). XBeach has been used in numerous studies investigating wave transformation (van
Dongeren et al., 2009; Buckley et al., 2014), swash processes (Stockdon et al., 2014; Cohn
et al., 2018; Roelvink et al., 2018), and morphology change (McCall et al., 2010; de Win-
ter et al., 2015; Harley et al., 2011a; Splinter & Palmsten, 2012; Splinter et al., 2014).
Originally developed for assessing impacts from discrete storm events, the model has more
recently been applied to simulate marine-driven morphologic changes on time scales of
weeks to years (Pender & Karunarathna, 2013; Verheyen et al., 2014; Ramakrishnan et al.,
2018). An overview of relevant processes and model parameters for XBeach are described
below, while a full description of the model and its formulations can be found in Roelvink
et al. (2009) and Roelvink et al. (2015).

When utilizing XBeach in hydrostatic (surfbeat) mode, the time dependent, short wave
action balance equation solves for the wave group envelope (Holthuijsen et al., 1989;
Roelvink et al., 2009). The short wave action balance equation is also coupled with the
nonlinear shallow water equations to account for infragravity waves and mean currents.
XBeach, which is a depth-averaged model, solves these spatially varying hydrodynamic
processes in either 1DV (cross-shore profile model) or 2DH (area model).

Sediment transport is solved by an advection-diffusion equation (Galappatti & Vreug-
denhil, 1985). In hydrostatic mode, as XBeach is presently applied in the Windsurf frame-
work, wave groups are resolved but individual incident (short) waves are not modelled.
As the wave shape is not directly simulated, the effect of wave nonlinearity on sediment
transport is parameterized via the short wave related velocity asymmetry (facAs) and skew-
ness (facSk) coefficients. Many studies provide guidance on the effects of facAs and facSk

on simulating erosional and accretional processes with XBeach (e.g., Vousdoukas et al.,
2012; Simmons et al., 2017; Dissanayake et al., 2015). Mean currents and long waves also
contribute to sediment transport. Spatial gradients in the short wave and current related
sediment transport rates simulated by XBeach are used to calculate the resulting bed level
changes using a form of the Exner equation. McCall et al. (2010) found that morphology
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change associated with overwash and other high-flow currents are often overpredicted. To
address this issue, the dilatancy option accounts for the influence of pore water on bed
stability, effectively increasing the local critical Shields parameter and thereby reducing
transport rates during high flow conditions following the methods of van Rhee (2010). A
morphologic acceleration factor (morfac) can also be implemented in XBeach according to
the methods of Reniers (2004). Morfac allows morphology change to be scaled, enabling
shorter duration numerical simulations without significant loss in process resolution (e.g.,
Reyns et al., 2014; Vousdoukas et al., 2012)

5.2.3 Coastal Dune Model

The Coastal Dune Model (CDM) is capable of simulating the evolution of vegetated coastal
foredunes by solving a suite of differential equations describing ecomorphodynamic pro-
cesses (Durán & Moore, 2013). The model originated as a 1D dry-environment saltation
model (Sauermann et al., 2001) to simulate the formation and migration of desert dunes.
Later work extended the model to a 2D area model and added the role of vegetation in sta-
bilizing the dune form (Durán & Herrmann, 2006). The model has been utilized to explore
the formation mechanisms and time scales of linear (Parteli et al., 2009), parabolic (Durán
& Herrmann, 2006), and barchan (Schwämmle & Herrmann, 2005) dunes. The model has
also been applied to simulate controls on coastal foredune ridge development (Moore et al.,
2016), post-storm dune recovery on barrier islands (Durán & Moore, 2015), and controls
on foredune hummockiness (Goldstein et al., 2017). A key driver of these different mor-
phological forms is resolving the feedback of the topographic field on the local wind field.
The efficient spectral wind model of Weng et al. (1991) that is implemented in CDM builds
upon Hunt et al. (1988), an analytical solution for turbulent shear flow over a low sloping
hump, to solve for the spatially variable bed shear perturbation field (δτ) on the beach and
dune.

In addition to resolving wind and aeolian transport dynamics, CDM tracks the spatial
and temporal growth of dune vegetation by assuming a linear growth rate of the vegetation
cover fraction (ρveg; Durán & Moore, 2013). The effective bed shear stress (τs) in the
presence of vegetation, which is calculated by CDM, becomes:
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τs =
τo + τoδτ

1 +
m β

σ
ρveg

(EQ 5.1)

Where τo is the bed shear stress in the absence of variable topography or vegetation, m
is the vegetation friction coefficient, σ is the ratio of the plant basal to frontal area, and β is
the ratio of the plant drag coefficient to bare sand (Raupach et al., 1993).

CDM has the capability to simulate aeolian sediment transport utilizing the derived
bed shear stress field. The model assumes a single (spatially constant) grain size and has
shown success in simulating coastal dune dynamics in a variety of morphodynamic settings
(e.g., Durán & Moore, 2013; Moore et al., 2016; Goldstein et al., 2017). When forced
with cross-shore directed winds, CDM model results have suggested that LVeg, defined as
the distance between the shoreline and the perennial vegetation line, can exert a primary
control on the maximum height which dunes can grow (Durán & Moore, 2013). Since the
shoreline position is typically non-stationary in real world settings, in Windsurf LVeg is
modified to allow for vegetation growth that follows a fixed vertical contour position rather
than a fixed beach width. That is, as beaches and dunes erode or prograde, the seaward-
most location of vegetation in the model is assumed to follow the seaward most location
of a fixed vertical contour rather than remain at a fixed horizontal position. Furthermore,
to allow for obliquely oriented winds in Windsurf, the cross-shore oriented CDM grid is
rotated at each coupling time step based on the wind direction to properly resolve the δτ
field over the foredune. Within Windsurf, CDM is used to compute the spatially varying
shear stress and vegetation fields. CDM is not used directly for these aeolian transport
calculations within Windsurf in part because only a single grain size can be implemented
in the model. Instead, using the CDM calculated spatially-variable bed shear stress field,
multi-fraction aeolian sediment transport is simulated using Aeolis within the Windsurf
framework. For additional information on CDM and its formulations see Durán & Moore
(2013).
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5.2.4 Aeolis

Aeolis is a multi-fraction aeolian sediment transport model specifically designed to simu-
late supply limiting processes (Hoonhout & de Vries, 2016). As wind processes entrain and
transport sediment via saltation, the model accounts for the temporal and spatial evolution
of the grain size distribution at the bed surface, and with depth, on either a 1D (cross-
shore) or 2D domain. Within each model grid cell, local wind properties (bed shear stress
and wind velocity) are used to calculate sediment transport rates for each grain size bin
(dn). The saturated sediment mass-flux transport rate (qsat) is calculated for each dn based
on the formulation of Bagnold (1937) :

qsat = Cb
ρa

g

√
dn

Dn
(u∗ − u∗th)3 (EQ 5.2)

Where ρa is the air density, Dn is a reference grain size of 0.25 mm, u∗ is the shear
velocity, u∗th is the threshold shear velocity below which transport does not occur, and
Cb is an empirical coefficient. The shear velocity threshold for transport is calculated via
Bagnold (1937) and modified incorporating the effect of moisture following Belly (1964)
(fm) :

u∗th = fm A
√
ρs − ρa

ρa
g dn (EQ 5.3)

where ρs is the sediment density and A is an empirical coefficient. For the present ap-
plication moisture related effects (fm) are only utilized in the swash zone to limit aeolian
transport in the presence of high TWLs; precipitation and groundwater–related moisture
are not yet accounted for in Windsurf. A weighted saturated sediment concentration is cal-
culated using the local bed grain size distribution. Sediment transport gradients, resulting
from local sediment characteristics, supply limiting effects (e.g., moisture, salt content),
and/or the spatially variable wind field, produce local bed elevation changes.

The Aeolis model has shown skill at simulating complex sediment sorting and beach
armoring processes (Hoonhout & de Vries, 2016). Because of the added capability of sim-
ulating multi-fraction aeolian sediment transport and the inclusion of other supply limiting
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effects, Aeolis is utilized as the subaerial transport model within Windsurf. Windsurf pro-
vides Aeolis with spatially varying wind and bed shear stress fields from CDM and the total
water level from XBeach at each time step. Aeolis is run using the full bed shear stress de-
rived from CDM to calculate aeolian sediment concentrations which are advected using
only the cross-shore component of wind field for the 1D Windsurf simulations described
in this manuscript. For additional information on the details of Aeolis, see Hoonhout &
de Vries (2016).

5.3 Field Observations at a Prograding Coastal System

To test the ability of the new modeling framework to simulate realistic behavior, Windsurf
is applied to a prograding coastal field site in the PNW. The following sections briefly
describe the field site and the relevant datasets for model implementation.

5.3.1 Field Setting

The Long Beach Peninsula, WA (LBP; Figure 5.3) is a modally dissipative coastal system
in the PNW characterized by wide, sandy beaches, and linear foredune ridges with dense
Ammophila breviligulata (American beach grass; Ruggiero et al., 2005; Zarnetske et al.,
2012; Figure 5.3b,c). In the Oysterville section of LBP, the beach is rapidly prograding (>
4 m/yr) in response to gradients in longshore sediment transport and cross-shore sediment
feeding from the shoreface (Ruggiero et al., 2016). The dune complex is also prograding,
with approximately 10-15 m3/m/yr of dune growth (Cohn et al., 2018) which contributed to
the generation of a new foredune since the late 1990s (Moore et al., 2016). High total water
levels (TWLs) regularly impact the dune toe at Oysterville, WA. Previous observational
(Cohn et al., 2018) and modeling (Cohn et al., in prep) studies have estimated that these
elevated TWLs directly contribute approximately 1 to 15 m3/m/yr to average annual dune
growth.

High TWLs at Oysterville are primarily a result of large wave runup associated with an
energetic wave climate in the PNW. The average deepwater winter significant wave height
(Hs) offshore of the PNW is about 2.3 m, with numerous storms each year exceeding 8
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Figure 5.3: (a) Map of the Oysterville field site on the Long Beach Peninsula, WA,
USA.The locations of nearby wave (CDIP 036), tide (Toke Point, WA), and wind measure-
ments (Toke Point, WA) and the SWAN wave model domain used to transform offshore
waves locally to Oysterville are also shown. (b/c) Aerial photos of nearshore, beach, and
dune at Oysterville, WA taken on 9 August 2016 during low energy wave conditions (Hs

∼ 1.5 m). Photo (c) is taken from directly above the foredune crest where a camera mast
system (shown) and meteorological station (not shown) were located during SEDEX2.
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m (Ruggiero et al., 2005). These high energy conditions seasonally erode the foreshore,
leading to oscillations of the mean high water (MHW, 2.1 m NAVD88) shoreline of over
30 m despite a net annual progradation of the system (Barnard et al., 2017; Ruggiero et al.,
2005). Beach recovery occurs predominantly in the low energy summer period (Hs ∼1.5
m on average) in response to the onshore propagation and welding of intertidal sandbars
(Cohn et al., 2017, 2018).

The surf zone at the study site is typically characterized by numerous (2-4) subtidal
sandbars which vary significantly on interannual time scales (Cohn & Ruggiero, 2016)
as captured by a coastal monitoring program that has been ongoing since the late 1990s
(Ruggiero et al., 2005). Recent work has focused on characterizing sub-annual coastal
evolution at Oysterville (Cohn et al., 2017, 2018). The existence of morphology data at a
wide range of time scales at a site with large morphology change signals makes Oysterville
an ideal location to test the new Windsurf modeling framework

5.3.2 Morphology Data

5.3.2.1 Annual Scale

Topographic and bathymetric measurements have been made at Oysterville using real time
kinematic GPS surveying techniques (Ruggiero et al., 2005). A single cross-shore transect
that extends from at least -9 m water depth to landward of the foredune crest is utilized
here. The measured cross-shore transect data are utilized for input to the numerical model
and for comparison to model output. From these data, volumetric changes were calculated
between morphological units, where the nearshore is defined here as the region from -9 to 1
m NAVD88 [all vertical references henceforth are relative to NAVD88]. The upper limit of
the nearshore zone corresponds approximately to local mean sea level at the field site. The
beach is defined here to be between the 1 m and 4 m contours and the dune region includes
all areas above the 4 m contour, where 4 m is the approximate dune toe position. Mea-
surements between 4 August 2016 and 9 August 2017 show nearshore (∆Vnearshore), beach
(∆Vbeach), and dune (∆Vdune) volume changes of -166 m3/m (∼ ± 300 m3/m), -5.4 m3/m (∼
± 13 m3/m), and 16.7 m3/m (∼ ± 5 m3/m), respectively (Figures 5.4 and 5.5). Note that
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Figure 5.4: Measurements of coastal profile change of the nearshore, beach, and dune over
a 1 year period between August 2016 (grey line) to August 2017 (black line). The calibrated
Windsurf model prediction after one year is shown in yellow.

the listed volumetric change uncertainties are calculated using quadrature of the random
vertical uncertainties associated with topographic (∼ 8 cm; e.g., Ruggiero et al., 2005) and
bathymetric (∼ 13 cm; e.g., Gelfenbaum et al., 2015) field measurements, respectively.

The data shows that on annual scale there is significant variability in the subtidal sand-
bar configuration (Figure 5.4). The net sediment loss from the nearshore that was not gained
by the beach reflects either longshore gradients in transport or large errors associated with
volumetric estimation from bathymetric data. Between the two profile measurements, there
was also a net 10 m retreat of the MHW shoreline (∆XMHW), with this apparent shoreline
change occurring in part because of configurations of intertidal sandbar troughs at the time
of the surveys (Figure 5.4). This indicates that despite measured dune growth at the site,
there was effectively no net beach change over this particular year (within the error of the
instrumentation).
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Figure 5.5: Measured (grey lines) versus calibrated model simulations (yellow lines) of
(a) MHW shoreline change, (b) beach volume change, and (c) dune volume change. Error
bars are added for the volumetric measurements assuming a ± 0.08 m vertical error for the
topographic measurements.

5.3.2.2 Sub-Annual Scale

An additional 9 topographic surveys were completed between the August 2016 and August
2017 survey dates which are also utilized to inform the timing and magnitude of beach
and dune morphology changes at sub-annual scale. Details of the morphology change
on these time scales, utilizing data from the same field site, are described in Cohn et al.
(2018). As MHW shoreline change is often used as a metric for coastal change (e.g., Hapke
et al., 2011), temporal changes in the MHW shoreline are also extracted from the data
(Figure 5.5a). These data show that between the August 2016 and August 2017 profile there
is seasonality in the beach behavior. The beach was widest in summer (July – September)
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and fall (October – December) and narrowest in winter (January – March) and spring (April
– May), with about 40 m variability in ∆XMHW over the full year. Volume changes in the
beach and dune are also calculated at this monthly time scale (Figure 5.5b,c). ∆Vbeach has
the same seasonal behavior as ∆XMHW . Conversely, the dune shows gradual dune growth
throughout the year. The dune volume increases or remains constant between each survey
(within the observational uncertainty), with the lowest rates of dune growth occurring in
summer.

5.3.3 Environmental Data

5.3.3.1 Water Levels

Offshore waves and still water levels (SWL) are the primary drivers of marine-driven mor-
phology change and therefore serve as important model boundary conditions. A Nortek
Acoustic Wave and Current Profiler (AWAC) was deployed on a bottom mounted moor-
ing at -9 m providing wave and SWL measurements for a 42 day period during summer
2016 as part of the Sandbar Aeolian Dune Exchange Experiment (SEDEX2) (Cohn et al.,
2017). To temporally extend the record of oceanographic forcings at the study site beyond
the SEDEX2 period, additional nearby measurements from the U.S. National Oceanic and
Atmospheric Administration (NOAA) Tides and Currents database, the U.S. National Data
Buoy Center (NDBC), and the Coastal Data Information Program (CDIP) are utilized.

The AWAC-derived SWLs show similar tidal amplitudes (Figure 5.6a) as compared to
measurements from the NOAA Toke Point, WA tide gauge located 20 km to the northeast
of Oysterville in Willapa Bay (Figure 5.3a). Slight (≤ 1 hr) tidal phase offsets between the
sites contribute to a root mean square error (RMSE) of 0.29 m between the AWAC and Toke
Point SWLs for the SEDEX2 period. For modeling purposes, hourly tidal measurements
from Toke Point, WA are used directly.
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Figure 5.6: Locally measured (red) and transformed (grey) still water levels (a), significant
wave heights (b), peak wave periods (c), wave direction (d), wind speed (e), and wind
direction (f) for a 1 month period in summer 2016. The continuous, year long time series
of environmental parameters between summer 2016 and summer 2017, which includes
the one month period (shaded), for input to Windsurf is shown in panels (g-l) using the
transformed variables, where applicable. Note that, as per model core conventions, 270◦ is
shore-normal for Dwave (nautical convention) and 0◦ is shore-normal (onshore directed) for
Dwind.
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Table 5.1: RMSE and bias of transformed oceanographic and meteorological measure-
ments, used to drive Windsurf boundary conditions, compared to local measurements. The
local marine measurements used for comparison are 42 days and are 291 days for the wind
measurements.

Environmental Local Locally RMSE ∆µ
Parameter Measurement Transformed Dataset

SWL

AWAC

Toke Point 0.29 m 0.04 m
Hs

CDIP 46211
0.12 m <0.01 m

Tp 1.7 s 0.03 s
Dwave 8 ◦ 0.3 ◦

u
Dyacon Toke Point

1.13 m/2 -0.37 m/s
Dwind 25.5 ◦ 0.2 ◦

5.3.3.2 Waves

Offshore wave information, including significant wave height (Hs), peak wave period (Tp),
and wave direction (Dwave), are acquired from CDIP buoy 036, located 35 km to the north-
west of the study site in 40 m water depth (Figure 5.3a). The Simulating Waves Nearshore
(SWAN) model (Booij et al., 1999) is utilized to transform waves from the CDIP buoy
to the AWAC location. A 2D SWAN grid (dx = 100 m, dy = 100 m) that encompasses
the northern half of LBP (Figure 5.3a) is set up using a regional, high resolution NOAA
(Carignan et al., 2009) bathymetric digital elevation model to define the offshore water
depths. Standard PNW model configurations (e.g., Allan et al., 2015) are utilized for this
application. Local wind wave generation is neglected.

SWAN was used to transform waves to the AWAC location for each hour between Au-
gust 2016 and August 2017 using the CDIP 036 measured Hs, Tp, Dwave and the tide gauge
measured SWL (Figure 5.6b,c,d,h,i,j). SWAN performs well at modeling wave transforma-
tion to Oysterville, with minimal bias (∆µ) and RMSEs of 0.12 m, 1.7 s, and 8.0◦ for Hs,
Tp, and Dwave, respectively, relative to the AWAC data (Table 5.1; Figure 5.6b,c,d).
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5.3.3.3 Wind

For the period between 3 August 2016 and 21 May 2017 a Dyacon MS-140 weather sta-
tion was deployed on the foredune crest at the Oysterville site and provided bulk wind
speed (u) and direction (Dwind) measurements. To extend the meteorological measurements
beyond this local measurement period, available wind data from the NOAA Toke Point
wind gauge were utilized. First, both datasets are transformed to their 10 m equivalent
wind speeds. Then a linear transformation function was developed to relate u and Dwind

from Toke Point, WA to Oysterville, WA using the overlapping time series. The transfor-
mation generally agrees well with local wind speed data (Figure 5.6e), with a RMSE for
the locally predicted wind speed of 1.13 m/s with a small ∆µ (-0.37 m/s). However, there
are periods when wind direction is poorly resolved, likely because of the local topography
within Willapa Bay. Therefore, while 77% of the locally transformed Dwind are within ±
5◦ of the measurements, there is a fairly high overall RMSE value of 25.5◦ for the wind
direction transformation (Table 5.1). Because local wind measurements were made for
78% of the full year simulation period, the transformed data was utilized only when local
measurements were not available.

5.4 Windsurf Simulations

Windsurf is applied to the Oysterville, WA field site. The following sections describe the
procedure for model parameter calibration for a one year simulation period and present the
results of the calibrated case.

5.4.1 Windsurf Calibration

5.4.1.1 Model Setup

To calibrate Windsurf to Oysterville, a set of model simulations were initialized with the
measured topographic and bathymetric profile from 4 August 2016 and run for a one year
period (until 9 August 2016) using the locally transformed SWLs, waves, and winds de-
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scribed above. A one hour model coupling time step between the model cores was used,
commensurate with the availability of oceanographic and meteorological forcing data and
in order to adequately resolve processes on the intra-tide time scale. Within CDM the
lower vertical limit of perennial vegetation is set to be 5.5 m based on local field obser-
vations (Figure 5.3b,c). CDM is initialized with spatially uniform vegetation above this
elevation.

A locally measured grab sample was used to inform the grain size (D50 = 0.25 mm,
D90 = 0.335 mm) input to Windsurf. In the absence of detailed spatio-temporal grain size
data at the field site, the grain size distribution is assumed to be spatially constant in both
XBeach and Aeolis.

The 1D cross-shore model grid has variable grid spacing between 20 m (offshore) and
2.5 m and encompasses the region from –9 m to landward of the foredune crest. It is im-
portant to note that during energetic wave conditions wave breaking occurs deeper than the
–9 m depth, inducing sediment transport near the offshore boundary and also imposing im-
plications on the incoming infragravity wave field. It was not practical to extend the model
grid to significantly deeper water depths for this application. Therefore, consistent with
the bathymetry observations (Figure 5.4) it was assumed that at the cells near the offshore
model boundary (-9 m) that there is no net bed level change on the time scales of inter-
est. Any XBeach simulated sediment losses in this region are assumed to be replenished
by either cross-shore feeding from the shoreface and/or longshore transport gradients. No
modifications are made to modify the incoming bound long wave field, but it is assumed
that infragravity generation within the inner surf zone from active wave breaking is of first
order importance over far-field infragravity generation mechanisms for this model applica-
tion.

5.4.1.2 Calibration Procedure

Process-based numerical models, including each Windsurf model core, have a number
of tuneable, site-specific parameters representing unknown model physics or site specific
transport properties (e.g., Berard et al., 2017; Vousdoukas et al., 2012). Following prelimi-
nary model cores sensitivity testing, four specific model parameters were identified for fur-
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ther exploration: the short wave related asymmetry (facAs, XBeach) and skewness (facSk,
XBeach), the aeolian sediment transport coefficient (Cb, Aeolis), and the vegetation friction
coefficient ((m, CDM). A choice of one year for model calibration is specifically chosen
to ensure that the model is not biased towards simulating only accretional or erosional
processes, as Oysterville has significant seasonal morphological variability (Figure 5.5).

As has been previously noted, XBeach is particularly sensitive to choices of facAs and
facSk (e.g., Vousdoukas et al., 2012; Simmons et al., 2017; Dissanayake et al., 2015) – often
requiring separate parameter combinations for accretional and erosional conditions (e.g.,
Pender & Karunarathna, 2013). Preliminary model core testing (not shown) did not yield
realistic behaviors when utilizing constant facAs and facSk for the full year period. There-
fore, following the general methods of Pender & Karunarathna (2013), different model pa-
rameter combinations for these two variables are calibrated for low energy (assumed to be
when Hs ≤ 2 m for our purposes) and high energy (Hs >2 m) conditions. This wave height
threshold is based on field observations for when intertidal sandbars are generally eroded
at Oysterville (Cohn et al., 2018). When Hs is below this threshold, intertidal sandbars are
typically observed to move onshore (Cohn et al., 2017).

To calibrate Windsurf to the field site, a set of one hundred year-long Windsurf simula-
tions were first completed using random combinations of m, Cb, facAs (low energy), facAs

(high energy), facSk (low energy), and facSk (high energy) (see Table 5.2 for range of val-
ues). Each of the 100 simulations is identical other than these random parameter settings.
As XBeach, CDM, and Aeolis all have other configurable parameter settings, typical model
parameter settings are utilized for all three model cores. Note that for XBeach a morfac of
2 was utilized and the dilatancy option was turned on.

Differences between the measured and modelled ∆Vsubaerial (∆Vbeach + ∆Vdune) were cal-
culated at 10 time intervals (9 monthly surveys and the final August 2017 survey) from all
100 Windsurf simulations. The locally calibrated (best-fit) simulation was defined as the
model simulation with the lowest RMSE ∆Vsubaerial as calculated from all 10 ∆Vsubaerial error
estimates. This calibration approach was designed with the overall aim of discerning the
relative controls of marine and aeolian processes on coastal foredune evolution. While cali-
brating the model to the monthly volumetric change data ensures that the model adequately
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resolves processes relevant for Oysterville, this exercise does not imply that Windsurf is
validated to explore all coastal behaviors or for other sites (e.g., Oreskes & Belitz, 2001;
Thieler et al., 2000).

Table 5.2: Listing of range of values tested and optimum parameter settings based on the
calibration routine.

Model Mode Min Value Max Value Calibrated
Parameter Core Tested Test Value

m CDM 0.005 0.200 0.015
Cb Aeolis 0.50 1.50 0.71

facSk (low energy)

XBeach

0 0.80 0.17
facSk (high energy) 0 0.20 0.14
facAs (low energy) 0 0.80 0.46
facAs (high energy) 0 0.2 0.03

5.4.2 Calibrated Model Results

The best fit calibrated simulation for Oysterville, WA between August 2016 and August
2017 is shown in Figure 5.4. Qualitatively, the simulated profile matches the field measure-
ments, with growth of the dune and modest net changes to the beach modelled after one
year. However, the model does not accurately reproduce the changes to the subtidal sand-
bars (Figure 5.4). Both subtidal and intertidal sandbars are smoothed during the simulations
by XBeach (and potentially the other model cores).

In response to low wave energy conditions in summer, Windsurf simulates beach progra-
dation by up to 45 m at the MHW shoreline (Figure 5.5). The widest beach state is modeled
to occur in early October. Thereafter, the simulation shows gradual retreat of the MHW
shoreline until April. The shoreline remains relatively stable (± 5 m) from April until the
end of the simulation in August 2017. The beach volume changes track the same gen-
eral temporal behavior as ∆XMHW . A total of 20.8 m3/m/yr of dune growth is simulated
compared to the field measured ∆Vdune of 16.7 ± 5 m3/m over the year. The majority of
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simulated growth occurs above the vegetation line (5.5 m) but below 7 m (Figure 5.4).
Inconsistent with the field measurements, Windsurf simulates erosion near the dune crest.

Outputs from each model time step are used to investigate the relative contributions of
marine and aeolian processes to coastal profile change and to explore the timing of depo-
sitional and erosional processes. The outputs are binned into 0.5 m vertical increments as
shown in Figure 5.7. In vertical cross-section, the numerical model results show reasonable
agreement with the measured data over the annual scale (Figure 5.7a). Volumetric changes
in the inner nearshore, between the 0 m and 1 m contours, are erosional in both the model
and the observations. The location of accumulation above the 5 m contour also qualitatively
matches between the model results and field observations. The model performance devi-
ates the most from field measurements around the 3 m contour, where the model simulates
more erosion than revealed in the observations.

Windsurf simulates that beach growth is largest in spring and summer, in agreement
with the observations (Figure 5.7b). Similarly, the largest beach losses occur in fall and
winter. Although there is relatively little (∆Vbeach <25 m3/m) net change to the beach com-
partment over the year, the seasonal fluctuations in beach volume growth are significantly
larger than volumetric variability within the dune region. The largest volume gains to the
dune occur in the fall (10.7 m3/m), followed by winter (4.6 m3/m), spring (4.3 m3/m), and
summer (1.1 m3/m).

As Windsurf saves the dz values related to marine transport by XBeach and aeolian
transport by Aeolis at each coupling time step, volumetric changes across the profile can
be attributed to either marine or aeolian processes, as shown in Figure 5.7c. The Windsurf
simulations suggest that there are marine contributions to dune growth above the dune toe
(6.6 m3/m/yr), although dune growth in Oysterville is primarily driven by aeolian processes
(14.2 m3/m/yr).

These results suggest that marine-driven dune accumulation occurs primarily during
high SWL events and/or during periods of large wave energy (elevated Hs and/or Tp; Fig-
ure 5.8a,b,c,f,g,h). Although most environmental conditions show positive ∆Vdune, negative
∆Vdune for Hs of 5.5 m (Figure 5.8b) and Tp of 17.5 s (Figure 5.8c) indicate that marine pro-
cesses can drive dune erosion at this site under some forcing conditions. There are fewer
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Figure 5.7: (a) Comparison of volume changes (binned vertically in 0.5 m increments)
between the field measurements (dashed grey line) and model predictions (dashed yellow
line) at annual scale for the calibrated simulation. (b) Windsurf output with vertically
binned volume changes broken down by the seasonal cycles of deposition. (c) Windsurf
simulated volume changes are distinguished between marine (solid blue line) and aeolian
(solid orange line) contributions. Note that the x-axis limits change on each panel.
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Figure 5.8: Marine (blue line) and aeolian (orange line) contributions to dune volume
change binned based on (a) SWL, (b) Hs, (c) Tp, (d) u, and (e) Dwind for the one year
calibrated Windsurf simulation. The frequency of occurrence of each (f) SWL, (g) Hs,
(h) Tp, (i) u, and (j) Dwind forcing condition are also shown for the one year record for
comparison.

environmental limiters on aeolian-driven dune growth (Figure 5.8), although the largest
contribution to dune growth occurs from oblique winds from the south (Figure 5.8e).

5.5 Discussion

5.5.1 Simulation of Coastal Profile Behavior

This is the first field application of the Windsurf modeling framework, demonstrating the
ability for a coupled process-based numerical model to simulate exchanges between the
nearshore, beach, and dune portions of the coastal profile. Windsurf predicts realistic
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morphologic evolution across the land-water divide with relatively limited model tuning.
Despite the model framework not resolving all the exact details of morphological evolu-
tion at the field site (e.g., sandbar dynamics), the ability to simulate beach accretion and
erosion, wave-driven dune accretion, and wind-driven dune growth within a single model
framework indicates that the model cores are resolving many of the dominant transport
processes relevant for Oysterville. Therefore, the model results are used to gain insights
into the mechanisms contributing to beach and dune growth on sub-annual scale.

5.5.2 Insights Into Physical Processes Controlling Dune Evolution

5.5.2.1 Aeolian Controls on Dune Growth

Although high wind velocities have the highest aeolian transport potential (e.g., Bagnold,
1937), many of the highest wind events co-occur with energetic waves and high SWLs (Fig-
ure 5.6). The combination of high Hs and high SWL results in total water levels (TWL)
in the collision regime numerous times per year at Oysterville. During periods when the
TWL is near the dune toe, there is effectively no source area for aeolian transport – limiting
aeolian contributions to dune growth under these forcing conditions. Dune growth instead
occurs predominantly from aggregated transport under moderate wind conditions (6 – 12
m/s) (Figure 5.8d,i). Intermittent dune growth occurs throughout the year under these fre-
quent moderate wind conditions (Figure 5.5c) which are above the threshold velocity for
saltation (3 – 4 m/s based on the local grain size). The largest total aeolian-driven dune
growth is simulated in the winter (Figure 5.5c and 5.7b). This is consistent with observa-
tions of the timing of maximum dune growth at Oysterville, WA as noted by Cohn et al.
(2018). The model results also agree with field observations that documented limited dune
growth occurring during the summer period (Figure 5.5c and 5.7b) when the beach is wide
(high sediment supply) (Figure 5.5ab) but wind velocities are typically low (Figure 5.5k).

The largest modelled source area for aeolian sediment transport is between the 3 and 4
m contours (Figure 5.7c), although some sediment is sourced from lower elevations during
lower tidal stages (Figures 5.8c). While this primary source region is located on the upper
portion of the beach compartment (defined between 1 m to 4 m), this maximum source
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region coincides with the approximate mean model-predicted TWL elevation during the
fall and winter seasons (not shown). Thus, this modelled region of active aeolian transport
generally supports previous findings that the upper intertidal zone is likely an important
source of sediment for dune growth (e.g., de Vries et al., 2014).

Wind direction plays a role in controlling the apparent fetch length, which is thought to
be an important factor for aeolian transport to dunes (e.g., Davidson-Arnott et al., 2018).
Windsurf simulations suggest that oblique winds from the south provide the largest contri-
bution to total dune growth (Figure 5.8e), in part because these are among the most common
wind directions at the field site (Figure 5.8j). In Figure 5.9a, it is shown that the largest dune
growth rates in the simulation occur when the wind speeds are largest, mostly independent
of the wind direction. That is, similar ∆Vdune are simulated in the case of shore-normal
or oblique winds for a given wind speed. There is some scatter in the hourly ∆Vdune pre-
dictions (Figure 5.9a), reflecting in part the cosine effect (e.g., Bauer & Davidson-Arnott,
2003) and/or unsaturated transport resulting from sediment supply limitations. However,
when considering higher portions of the dune, shore-normal winds provide a larger contri-
bution to dune growth for a given wind speed (Figure 5.9b). In the case of shore-normal
winds, saltation can extend further horizontally past the vegetation line as a result of a larger
cross-shore component of the wind velocity and increased wind velocities associated with
flow acceleration over the steeper apparent dune slope.

5.5.2.2 Marine Controls on Dune Growth

Although the lack of observed dune erosion on some dissipative beaches has been hy-
pothesized to be from synchronization of nearshore-beach-dune exchanges (Houser, 2009),
which were thought to mask signs of erosion, modelled dune erosion at Oysterville, WA
is infrequent because TWLs in the collision regime are not always erosional (Cohn et al.,
in prep). Windsurf predicts that numerous wave-driven events contribute to dune accre-
tion at Oysterville during the 2016-2017 time frame (Figure 5.5, 5.7, and 5.8), with these
events typically occurring during high SWL cases and/or during energetic wave periods
(Figure 5.8,a,b). The simulations show that there were 3 hours, all in October 2016, which
resulted in at least 1 m3/m of marine-driven dune growth. An additional 13 hours occur-
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Figure 5.9: Hourly Windsurf simulated ∆Vdune above the 4 m contour (a) and 6 m contour
(b) resulting from aeolian processes (marine related ∆Vdune are excluded) plotted against
wind speed. Colors represent the absolute value of wind direction relative to shore normal.

ring in either fall or winter where marine derived dune growth of at least 0.1 m3/m was
simulated.

In Cohn et al. (2018), it was estimated that between ∼1 and 5 m3/m/yr of average annual
dune growth at Oysterville, WA was driven by swash processes, in general agreement with
the Windsurf estimates of 6.6 m3/m/yr. The timing and vertical extent of this marine depo-
sition also generally agrees with field observations of marine related dune accretion. Also
consistent with the field measurements, the Windsurf results indicate that aeolian processes
are a larger net contributor to dune growth (Figure 5.7c) – supplying 68% to total annual
dune growth in these simulations.

While the model suggests that the majority of time when TWLs are in the collision
regime a positive ∆Vdune is simulated, there are some oceanographic conditions which in-
stead produce wave-driven dune erosion (Figure 5.5c and 5.8b,c). Therefore, Houser's
(2009) assertion that marine related erosion can be masked by aeolian processes on dissi-
pative coasts is supported by the model under some conditions. This finding complicates
attempts to de-couple marine and aeolian contributions to dune sediment supply from field
observations alone (e.g., Cohn et al., 2018).
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5.5.3 Planned Windsurf Improvements and Future Applications

5.5.3.1 Model Processes and Parameterizations

Of the three model cores in Windsurf, XBeach has the largest number of configurable pa-
rameters and is also generally the most sensitive to those model parameter choices. Given
that a separate high and low energy facAs and facSk were required for realistic model be-
havior, this implies that new formulations for these parameters that are more physically
based may be necessary to make reliable forecasts of coastal progradation using XBeach
in surfbeat mode. Recent improvements to XBeach add a non-hydrostatic correction term
(McCall et al., 2015), which enables short waves to be modeled directly, and may provide a
solution. In non-hydrostatic mode, the nonlinearity of the wave shape is calculated directly,
avoiding the need for facSk and facAs as these parameters are inherently included within
the flow field. Therefore, utilizing the wave resolving mode of XBeach could enable less
site-specific model tuning. However, the non-hydrostatic model requires finer grid resolu-
tion which, for most applications, would substantially increase model run times. Further,
new sediment transport algorithms relevant for the non-hydrostatic model first need to be
developed in the open-source code.

Although not explored in detail in this study, the algorithms parameterizing spatio-
temporal vegetation density are currently simplified (a single, spatially uniform maximum
ρveg is currently implemented). However, the vegetation plays a major role in the sand
trapping capacity of sediment and resulting geomorphic shapes (e.g., Hacker et al., 2012;
Zarnetske et al., 2012). Simple formulations are suitable for understanding first order be-
havior, but the addition of more robust ecological algorithms will provide added capability
for simulating these dune growth behaviors for more applied cases (e.g., Goldstein et al.,
2017).

There are additional moisture-related limiters to aeolian sediment transport in the coastal
zone that were not assessed for this study. Much of the functionality to incorporate both
groundwater and precipitation related effects are already coded into XBeach and Aeolis.
Including these additional supply limiting factors may be important for some locations,
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particularly those characterized by high rainfall such as at Oysterville, WA. Linking the
model cores to simulate these additional processes in Windsurf are forthcoming.

On coastal systems characterized by storm-induced scarping and sharp topographic
changes, the presently incorporated Weng et al. (1991) solution for wind flow will have
limitations in its applicability. For more complex settings a steady state wind solver may
not be suitable. In these cases, a Navier-Stokes based numerical solver could be imple-
mented, as computational fluid dynamics methods have been shown to be successful at
modeling complex flow patterns over a range of dune shapes (e.g., Smyth et al., 2012;
Smyth & Hesp, 2015). The framework of Windsurf is modular by nature which allows for
new models to be implemented and tested with relative ease.

5.5.3.2 External Sediment Supply

While the assumption of local mass conservation for the time scales investigated for this
study are appropriate, when extending simulations to longer time frames incorporating
external sediment supply inputs is imperative (e.g., Anthony, 1995; Cowell et al., 2003).
The definition of the offshore boundary in Windsurf currently allows for new sediment
to be added to the local sediment budget via the replenishment of eroded near-boundary
sediments. However, a more robust procedure for introducing both cross-shore shoreface
feeding and longshore transport gradients would add value. A recent implementation of
longshore gradients in transport into XBeach (lsgrad) provides one mechanism to do this
for 1D applications based on an imposed length-scale for longshore transport gradients. Al-
though not tested for this application, utilizing this feature in Windsurf requires no changes
to the model framework. Including these 1D imposed longshore transport gradients, or ex-
tending Windsurf to 2D area applications, would better represent coastal systems, including
Oysterville, WA, where longshore transport gradients are important.

5.5.3.3 Computational Efficiency

The present Windsurf application is run in an offline approach through Matlab. A python
version of Windsurf is also in development which implements the basic model interface
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(Peckham et al., 2013) and enables models to be run in an on-line approach, with boundary
conditions updated on the fly. The latter approach significantly decreases model run times
by eliminating computational overhead associated with frequent writing of model input and
outputs to the disk. For the present application, completing one year simulations takes ap-
proximately 2.5 days utilizing 4 processors on a Dell C6100 Intel Xeon server running the
CentOS 7 operating system. Reducing run-times, even fractionally, may make simulating
longer term (> years, decades) simulations more practical.

5.5.3.4 Further Testing of Framework Limitations

These first proof of concept Windsurf simulations at Oysterville, WA suggest that a cou-
pled approach for assessing the co-evolution of the nearshore-beach-dune system provides
value over independent models for discrete morphological units. As this is the first field
application of the modeling framework, the limits of Windsurf at simulating realistic be-
havior in other morphodynamic settings and for other environmental cases has not yet been
demonstrated. Ideally, Windsurf is flexible enough to explore dune erosion, recovery, and
growth across the continuum of reflective to dissipative beaches. However, to understand
model limitations and extend model capabilities, the tool needs to first be applied in other
data rich settings.

5.6 Conclusions

A new coupled numerical modeling framework is capable of simulating the co-evolution of
the nearshore, beach, and dunes. Consistent with field measurements, the model simulates
seasonal cycles of beach growth in summer, shoreline recession in winter, and net dune
growth annually. Aeolian contributions to dune growth occur intermittently throughout the
year, but are lowest in summer and highest in winter. Although cross-shore oriented winds
are relatively infrequent at Oysterville, WA, Windsurf simulations suggest that cross-shore
winds provide a proportionally larger contribution to upper dune growth than obliquely
oriented winds. Consistent with field data, Windsurf demonstrates that both marine and
aeolian processes directly contribute to the growth of coastal foredunes on a high energy,
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dissipative coastline. While significant efforts are required to further test the model frame-
work limitations for other morphodynamic settings and other environmental cases, Wind-
surf provides a new platform to explore complex interactions between the subaqueous and
subaerial zones of the coastal profile for a variety of exploratory and applied applications.
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Chapter 6: General Conclusion

This dissertation has explored the influence of coastal morphodynamic processes on flood-
ing and erosion hazards along modally dissipative beaches in the Pacific Northwest (PNW).

In Chapter 2, field datasets that span time scales of days to decades were used to relate
seasonal scale morphology changes to longer term coastal evolution (years to decades).
Frequent observations from a one-year period at Oysterville, WA showed that the beach
is characterized by a seasonal cycle of erosion and accretion, with the onshore migration
and welding of intertidal sandbars being an important beach growth mechanism during the
summer. The foredune at this field site was shown to accrete throughout the concentrated
2016-2017 measurement period, with the largest wind driven growth occurring in winter.
Marine processes were also shown to contribute sediment directly to the lower dune in
fall 2016. The newly developed morpho-stratigraphic method, applied to a twenty year
record of seasonal topographic change, supported key findings regarding the timing, mag-
nitude, and relative marine and aeolian contributions to coastal dune growth found from the
shorter-term (daily to ∼monthly) field measurements. The morpho-stratigraphic method in-
dicates that marine processes contribute between 9% and 38% (∼1 to 5 m3/m/yr) to annual
volumetric dune growth at the field site. These first observations of marine contributions of
dune growth are in contrast the geomorphic responses expected in response to the collision
regime of Sallenger's (2000) Storm Impact Scale model, requiring a paradigm shift away
from considering collisional wave impacts as unconditionally erosional.

Chapter 3 was focused on the same Oysterville, WA field site, where the influence of
variable subtidal and intertidal morphology on wave runup processes was explored. As
shown in Chapter 3, the Oysterville, WA site is characterized by temporal variability of
the subtidal profile via the formation and migration of subtidal sandbars. The numerical
model results using XBeach indicate that interannual variability in sandbar configuration,
associated with net offshore sandbar migration, has a larger influence on wave runup than
does seasonal sandbar variability. However, the model simulations suggest that temporal
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variability in beach morphology has a comparatively larger morphologic influence on wave
runup than temporal variability in subtidal sandbars.

Over a regional scale throughout the Pacific Northwest (PNW) there is significant spa-
tial variability in both subtidal and subaerial morphology. Chapter 4 aimed to isolate the
role of variable shelf, nearshore, beach, and dune morphologies on influencing storm-
induced dune response. Field datasets and numerical modeling both support the obser-
vation that marine processes can contribute positively to dune growth. The model results
indicate that ∼15 m3/m/yr of average annual dune growth is potentially attributed to ma-
rine processes at Oysterville, WA. However, consistent with the typical expectation of dune
response to the collision regime (e.g., Sallenger, 2000), dune erosion is observed by field
measurements and predicted by XBeach for steeper sloped beaches. The field and model
results suggest that marine driven dune growth is limited to end-member dissipative pro-
files and occurs only when the dynamic still water level (still water level combined with
wave setup) does not exceed the dune toe.

As addressed in the previous chapters, marine and aeolian processes actively modify the
coastal profile over a range of time scales. The application of Windsurf to the Oysterville,
WA field site in Chapter 5 demonstrated that process-based numerical models can repro-
duce the growth and erosion of beach and dune systems with relatively little model tuning.
The relative contributions of marine (∼7 m3/m/yr) and aeolian (∼14 m3/m/yr) processes to
coastal foredune growth were similar to those found in Chapter 2. Although there is net
accretion of the dune throughout the year modeled by Windsurf, the simulations indicate
that there are also periods where marine processes are erosional to the dune. Additionally,
the model results showed that while cross-shore oriented winds are relatively infrequent at
Oysterville, WA, cross-shore winds provide a proportionally larger contribution to upper
dune growth than obliquely oriented winds. The ability to simulate these complex coastal
landscape change processes in Windsurf provides an exciting new research tool to further
explore nearshore-beach-dune interactions. For example, the coupling of these numeri-
cal models potentially provides new insights on sediment exchanges across the land-sea
interface which relatively sparse field data do not directly reveal.
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Field data analyses and the application of numerical models presented within the chap-
ters of this dissertation demonstrate that the beach and dune are both actively modified
by marine and aeolian processes in low gradient, dissipative PNW systems. Furthermore,
morphodynamic feedbacks from shelf, nearshore, and dune morphology were shown to
have important controls on the erosion or accretion of coastal foredunes, providing new
insights on the connectivity between the subaqueous and subaerial portions of the coastal
profile. In addition to identifying coastal morphodynamic processes, Chapters 3, 4, and
5 showed that there is reasonable skill at simulating these hydrodynamic and morphology
change processes using existing numerical models. Validation and testing of these models
provides an incremental step forward towards being able to reliably simulate and predict
coastal landscape changes across the full range of time scales relevant for coastal adaptation
and planning efforts (days to centuries).

While this dissertation explored coastal morphodynamic processes contributing to flood-
ing and erosion hazards, many of the most at-risk coastal systems are located in environ-
ments that are morphodynamically dissimilar to dissipative PNW beaches. Future work
will be aimed at exploring coastal morphodynamic processes across the land-sea interface
over a broader range (e.g., reflective to dissipative, eroding to prograding) of coastal envi-
ronments using both field-based and numerical modeling methods.
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