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CHAPTER 1: INTRODUCTION 

 

Optical communication systems have revolutionized the way in which 

information is created, transported, and recovered around the world.  The versatility 

and bandwidth potential of these systems is unparalleled, with data throughputs 

increasing exponentially year after year.  Although human beings have used light 

to communicate with one another for thousands of years, the technology that has 

enabled the rapid development of modern optical communication systems has only 

existed for a few decades. Advancements in the field of quantum physics led to the 

development of the first laser in 1960 by Theodore Maiman, and just two years 

later, the light emitting diode (LED) by Nick Holonyak. Together, these two 

discoveries would eventually be used to transform communication networks 

worldwide.    

Optical communication systems can be fundamentally categorized as either 

guided-light systems or free-space optical (FSO) systems. Guided-light systems 

confine and direct light into a desired medium using the property of total internal 

reflection. If light travelling through a material with a high index of refraction 

reaches an interface with a material of a low index of refraction, the light is 

refracted. If the incident angle of that interaction exceeds the critical angle of the 

interface, the light is reflected back into the high-index material. This property is 

harnessed in optical fibers and waveguides to route light emitted from an LED or 



2 

 

laser to a desired location.  Optical fibers, in particular, have been used to confine 

and direct light over hundreds of kilometers with minimal losses, enabling high-

speed intercontinental communication links. However, guided-light systems 

require a physical connection between the ends of the commination link and are not 

appropriate for all applications. 

FSO communication systems conduct light through an open medium with 

no physical connection between the transmitter and receiver. This allows FSO 

systems to be implemented in environments that would make the use of guided-

light optical systems physically impossible or highly impractical. Specific 

examples include communication links between a satellite and the earth, between 

objects in space, and between locations on the ground where fiberoptic 

infrastructure does not exist.  

Radio frequency (RF) communication links have been traditionally used in 

such circumstances; however, due to overcrowding in the RF spectrum, bandwidth 

is highly limited. RF transmissions are usually broadcast, which means that the 

available bandwidth must be divided between users. Optical communication links 

are inherently line-of-sight (LOS) and therefore do not require a division of spectral 

resources. Furthermore, interception of an optical transmission is impossible unless 

the intercepting receiver is in the direct path of the transmitting beam. This provides 

a layer of additional security to each transmission sent or received. 
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Recently, short-range FSO communication systems have been explored as 

a means of augmenting or replacing indoor wireless RF technologies, such as WiFi. 

Indoor optical links are a unique subset of FSO systems and present a unique set of 

design challenges. This dissertation will examine various indoor FSO 

communication technologies and test their effectiveness through the creation of 

prototype systems. However, before addressing the challenges inherent to 

designing these systems, it is necessary to establish foundational knowledge of the 

components and methods that will be used. 

 

1.1 Free-space Optical Communication Components and Methods 

The first, most fundamental question that must be asked is how the transmitted 

light beam will be altered or modulated to send a message.  All messaging systems 

must utilize a medium through which a message can be sent—in this case light—

and then modulate that medium in some way to convey information.  

Optical rays have been identified as a particularly attractive medium for the 

transfer of information because they travel at the speed of causality and have several 

properties that can be manipulated: amplitude, phase, and polarization. Optical rays 

are also electromagnetic waves that can propagate freely through a vacuum. 

Currently, the property of optical waves that is most commonly manipulated is 

amplitude. Due to the extremely high frequency of optical waves, manipulation of 

the phase is technically difficult, and the manipulation of polarization introduces 
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an otherwise avoidable dependence on the relative orientation between the 

transmitter and receiver. Therefore, the prototype systems presented in this body of 

work will operate exclusively on the principle of amplitude modulation. 

 

1.1.1 External Modulation Method 

Optical amplitude modulators can be further categorized into external 

modulators and direct modulators. External modulators accept a continuous wave 

(CW) input beam of light and then either attenuate the beam or let the beam pass 

through unattenuated. One common implementation of an external optical 

modulator is the Mach-Zehnder interferometer [1].  Mach-Zehnder modulators are 

essentially photonic devices in which an input beam is split into two identical paths 

that eventually recombine. The optical path lengths are the same on both sides, but 

the phase of one beam is altered by half a wavelength by changing the index of 

refraction of the material the beam is propagating through. This is done by applying 

a voltage across the material of which a change in refractive index is desired. The 

result is that the two recombined beams are 90° out of phase with each other, 

creating destructive interference. There are several other implementations of beam-

splitting external modulators, but they all operate on the principle of creating 

constructive and destructive interference through a manipulation of a material’s 

refractive index. 
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Mach-Zehnder modulators have attracted significant attention due to their 

excellent bandwidth potential; however, there are several drawbacks that must be 

considered. The input light entering a Mach-Zehnder modulator must have a very 

narrow linewidth, which means more-expensive distributed-feedback (DFB) diodes 

must be used instead of standard laser diodes [2]. Additionally, the voltage-induced 

index change is relatively weak in most materials, necessitating a path length in the 

area of a few centimeters.  In free-space applications, a silicon optical amplifier 

(SOA) must also be added to the system to increase the output signal’s amplitude 

before transmission. The additional cost of DFB and SOA components combined 

with the challenge of integrating the large Mach-Zehnder modulator into compact 

electronic circuits, make this type of modulator disadvantageous for applications 

that do not demand extremely large bandwidths.   

Alternatively, external modulators based on acoustic waves have also been 

considered [3].  These modulators effectively create a Bragg grating in a material 

by applying a standing acoustic wave to a crystallin structure. An optical signal is 

then reflected off the Bragg grating with the reflected angle related to the period of 

the grating. By manipulating the frequency of the acoustic wave traveling through 

the crystal, it is possible to change the direction of the reflected light. This system 

effectively controls the amplitude of the received light at the receiver by modulating 

the direction of a CW beam. Although this is an interesting concept, the bandwidth 

of this system is limited by the scanning rate of the acoustic optical modulator, 
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which is typically less than 100 MHz, and would simply be insufficient when FSO 

systems are pushing toward Gb/s communication links. 

Despite the drawbacks inherent to external optical modulators, there are 

some applications for which they are well suited. For example, long-range FSO 

communication links between satellites and ground stations demand high 

bandwidth, high output power, and excellent beam quality. Such links have been 

demonstrated using Mach-Zehnder modulators, SOAs, and telescopic beam-

shaping optics [4, 5]. For reasons that will be discussed later, direct-drive optical 

systems are much harder to collimate and therefore struggle to maintain high optical 

power densities over long distances. However, in short-range applications, where 

the bandwidth requirement is smaller and precise collimation is not necessary, 

direct-drive systems are superior.  

 

1.1.2 Direct-drive Modulation Method 

Direct-drive modulators manipulate the amplitude of the transmitted beam 

as the light is created instead of altering the amplitude of a beam in steady state. 

This type of modulator effectively eliminates the need for separate light sources 

and modulator components by combining the two into a signal part. For this 

modulator to work, the amplitude of the transmitting light source much be current 

driven and fast responding. Two types of light-emitting sources meet the criteria: 

LEDs and laser diodes. Both devices are a type of diode that produce light by 
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matching the bandgap of the material that the diode is made from to the energy of 

a desired photon.  

Laser diodes differ from LEDs in that they incorporate a resonating cavity 

that narrows the output spectrum of the emitted beam and increases bandwidth. The 

key trait that makes both devices ideal for direct-drive modulators is that the 

intensity of the light produced by each device is directly proportional to the current 

passing through the device. Additionally, both devices have a linear region of 

operation in which unwanted higher-order effects can be minimized. By effectively 

using the linear region of operation and an envelope detention method, higher-order 

modulation formats such a quadrature phase shift keying (QPSK) and quadrature 

amplitude modulation (QAM) can be implemented in direct-drive systems [6]. 

In FSO communication systems utilizing LEDs, direct-drive modulators are 

the only practical option.  Unlike laser diodes, LEDs are not coherent light sources 

and produce light with a relatively broad spectrum. These properties prohibit LEDs 

from being used in systems found in the types of external modulators described in 

the previous section. However, high-reliability LEDs can be produced 

inexpensively in large quantities and can produce a wide range of wavelengths.  

Due to their low cost, LEDs have been incorporated into many direct-drive systems 

[7, 8]. 

Although laser diodes are typically more expensive than LEDs, they have 

larger bandwidths when compared to LEDs with the same power output. The two 
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types of laser diodes commonly used in direct-drive systems are side-emitting 

Fabry-Pérot (FP) laser diodes and vertical cavity surface emitting laser (VCSEL) 

diodes. Due to the manufacturing cost associated with fabricating FP laser diodes, 

they are usually more expensive than their VCSEL counterparts.  However, the 

power output of FP laser diodes can be much greater. Using duobinary signals, FP 

laser transmissions of 28 Gb/s have been demonstrated [9]. VCSELs are limited to 

just a few milliwatts of output power, but the light that is emitted from a VCSEL’s 

aperture is much more circular than the elliptical beam shape of an FP laser diode, 

and therefore, easier to collimate.  VCSEL-based direct-drive FSO systems 

transmitting 48 Gb/s have been demonstrated without the need for equalization 

[10].  For short-range indoor FSO communication applications, direct-drive 

modulators clearly have a substantial advantage over external modulators in terms 

of price and complexity. Subsequently, the prototype FSO communication systems 

presented in this body of work will utilized direct-drive modulators. 

 

1.2 Transmitter Light Source Selection 

After establishing the type of optical modulator that will be used in an FSO 

communication system, a transmitting light source must be selected. As mentioned 

previously, the two main candidates for this component in direct-drive systems are 

LEDs and laser diodes. These two optical sources were discussed briefly in the 

previous section, but it is worth taking a closer look at each device.  In this section, 



9 

 

three specific optical transmitters will be examined: LEDs, FP laser diodes, and 

VCSEL diodes. 

 

1.2.1 LED Transmitters 

Commercially available LED light sources come in a variety of 

wavelengths, power outputs, and configurations.  Currently, most LEDs with power 

outputs exceeding a few hundred milliwatts are marketed for illumination. LED 

luminaries have attracted the attention of several researchers as a possible dual-

purpose device. The underlying argument is that the DC component of an LED 

luminary could provide enough light to illuminate a working area while a wireless 

link is simultaneously established.  A high-frequency modulation signal would be 

added to the DC bias signal, which would be imperceptible to the human eye but 

detectable using a photodiode. In the commercial market today, there are two types 

of LED luminaries available. The first type uses a high-power blue LED that shines 

through a bulb coated in a yellow phosphor to broaden the luminaries output 

spectrum. The second type of LED luminary combines the light from a red, green, 

and blue (RGB) LED to create light that appears to be white. Infrared (IR) LEDs 

have also been used in communications systems but are not nearly as common. 

For commercial lighting applications, yellow phosphor LEDs have come to 

dominate the market place due to the soft broad-spectrum light that they produce. 

Unfortunately, the yellow phosphor coating on the bulbs of these LED luminaries 
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dramatically reduces the bandwidth of the device. If the luminary is to be used as 

an FSO communications link, a bandpass optical filter must be placed on the 

receiver side of the link to filter out the slow-responding yellow light. Several 

examples demonstrating the feasibility of such a system exist [11-13]. To 

compensate for the limited LED luminary modulation bandwidth, advanced 

modulation schemes involving QAM and orthogonal frequency division 

multiplexing (OFDM) are usually implemented. 

RGB LEDs have also experienced commercial success as luminaries, but 

the emitted light spectrum of these devices has been criticized as somewhat harsh 

and less natural feeling.  However, as an FSO communication transmitter, RGB 

LEDs present a unique opportunity for wavelength division multiplexing (WDM). 

Each of the luminary’s three LEDs could be used as an independent channel over 

which information could be transmitted. On the receiving end, three photodiodes 

would be required, each paired with a bandpass filter tuned to the channel’s specific 

wavelength. This method has been shown to effectively triple the throughput LED 

transmitters [14, 15]. 

In addition to lighting fixtures, micro-light-emitting diode arrays have also been 

explored as a transmitting source [16]. Such arrays have been shown to have 

bandwidths well exceeding 100 MHz, but with output powers of less than 1 mW, 

these devices are entirely unsuitable for FSO applications. However, if very large 

arrays of micro LED could be produced, it is possible that this technology could 
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become useful. One distinct advantage that micro LEDs have over their larger 

counterparts is their tunability. With very little modification to the device structure, 

the center frequency of the output light can be shifted from 370 nm to 520 nm. This 

property again introduces an opportunity for WDM. 

 

1.2.2 FP Laser Diode Transmitters 

FP laser diodes are fabricated through a process in which layers of material 

are grown in a sandwich configuration and then cleaved into individual devices. 

The resonating cavity of the laser is then formed by polishing one end of the device. 

The advantage of the FP laser is that the technology is very mature, which results 

in the availability of FP laser diodes in a variety of output powers and wavelengths. 

Additionally, FP laser diodes also have faster recombination times than comparable 

LEDs, and thus larger bandwidths. Unfortunately, the sandwich that forms the FP 

diode also causes the light emitted from the diode to diffract. The height of the 

diode’s active region is very small in comparison to its width, resulting in an 

elliptical beam profile. Elliptical beam profiles are not necessarily problematic 

when a board output beam is desired, but elliptical profiles are more difficult to 

collimate. 

Several advancements were made during the development of FP laser 

diodes that have improved their performance. For example, self-injection seeding 

of a gain-switched, multi-mode laser diode has been shown as a viable technique 
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for increasing bandwidth [17]. High power III-nitrate lasers have also been grown 

on semi-polar planes to produce FP lasers with a modulation bandwidth of 5 GHz 

[18]. From an application perspective, FP lasers have been used in a variety of 

scenarios ranging from FSO links to metro-fiber networks. In one study, a blue FP 

laser was used in a closed system to illuminate a glass diffuser coated in yellow 

phosphor; this was compared with a similar system using LEDs [19]. Although the 

two concepts are almost identical, the system utilizing an FP laser diode had 

superior brightness and bandwidth. FP lasers have also been used alongside RF 

signals as a method of increasing data throughput in 5G wireless networks [20]. In 

that demonstration, data rates of up to 10 Gb/s where achieved. FP laser diodes are 

certainly a viable option for direct-drive FSO communication systems; however, 

cost and beam quality might cause some concern. 

 

1.2.3 VCSEL Diode Transmitters 

VCSEL diodes differ from other laser diodes in the orientation from which 

they emit light.  Unlike FP laser diodes, VCSELs do not need to be cleaved from a 

substrate before they can emit light. This is because VCSEL diodes are orientated 

vertically in the substrate in which they are grown and emit light perpendicularly 

from that substrate’s surface. The unique orientation in which VCSELs are grown 

dramatically reduces their production costs as large numbers of devices can be 

grown in dense configurations and can then be tested before being separated and 
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packaged.  Large high-power VCSEL arrays can also be manufactured very 

inexpensively for the same reason. The drawback of the VCSEL configuration is 

that the individual devices have relatively low power outputs. In general, most 

VCSEL diodes emit less than 2 mW. However, VCSEL diodes have been widely 

adopted in the telecom industry due to their high bandwidths, high reliability, and 

high quantum efficiencies. Recently, the bandwidth of 850 nm VCSELs has been 

further extended using photonic-crystal VCSEL designs [21]. 

In the past, VCSEL diodes were only common in guided-light 

communications systems; however, with the advent of inexpensive, high-power 

VCSEL arrays, other applications have emerged. In one such application, VCSEL 

arrays with power outputs well into the watt region are used to wirelessly transmit 

power across large distances [22].  Several researchers have also begun looking at 

using VCSEL arrays in FSO communications systems [23]. VCSEL arrays are 

particularly attractive in the latter case because they can simultaneously provide 

high power and high bandwidth. Unfortunately, collimating a VCSEL array with a 

single optical lens is impossible.  The light emitted from a VCSEL array can be 

collected and directed using a single lens, but true collimation would require an 

array of micro lenses perfectly aligned with the VCSEL array. That solution is also 

problematic, however, because the beam waist of each of the collimated beams 

would be very small, resulting in a large diffraction-limited divergence. This 
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property makes it difficult to use VCSEL arrays in long-distance FSO 

communication systems but presents no problems for indoor applications. 

In addition to FSO communication systems, recently, VCSEL arrays have 

also been explored for use in ultra-high capacity metro networks [24, 25]. VCSEL 

arrays present several interesting opportunities for increasing bandwidth in guided-

light systems, such as constructs using several parallel channels or the introduction 

of WDM with individually frequency-tuned devices.  These technics have been 

shown to yield bandwidths well exceeding of 100 Gb/s.  Parallel VCSEL array 

driver designs have also been featured in literature with throughputs greater than 

10 Gb/s per channel [26]. It is clear that VCSEL devices and VCSEL arrays are 

critically important technologies that will continue to dominate the telecom 

industry for years to come. 

 

1.3 Optical Receiver Design 

In FSO communication systems, the design of the optical receiver is comprised 

of a photosensitive device, such as a photodiode, and a set of amplifiers. Although 

others exist, the two most common photodetectors are PIN photodiodes and 

avalanche photodiodes (APDs). PIN diodes are inexpensive, low-bias, low-noise 

devices that are used in almost all applications that do not require high sensitivity. 

APDs are similar to PIN diodes but are operated with a high bias voltage.  The 

additional bias voltage puts the diode into an avalanche region in which the 
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recovered optical signal is amplified. APDs are far more sensitive than their PIN 

diode counterparts, but they are also much more expensive and require high-voltage 

circuitry. Ultra-high sensitivity, single-photon avalanche detectors (SPAD) have 

recently become a somewhat viable option as well, but these devices have limited 

bandwidth potentials [27]. SPADs are designed specifically for pulse detection and 

take time to recover between pulses. Advancements in the design of SPADs have 

brought this device closer to adoption in FSO communication systems, but further 

development is needed. Semitransparent solar cells have also been suggested as a 

way of integrating a photosensitive device into consumer electronic devices like 

cellphones, but these devices have extremely limited bandwidth (<1 MHz) [28]. 

After an optical signal is converted into electrical current, that signal must be 

amplified. The first amplifier that is typically used is a high-gain transimpedance 

amplifier (TIA). TIAs convert the photocurrent generated from the photodetector 

into a voltage and provide initial gain. From that point, in the case where a binary 

modulation scheme is used, the voltage signal is amplified by linear amplifiers or 

saturated by a limiting amplifier. Lastly, a clock data recovery (CDR) circuit is used 

to extrapolate the data and clock bits from the recovered signal. Several 

implementations of integrated receiver circuits can be found in the literature, 

including variations that include post-equalization and ambient light rejection [29].   

In an effort to increase sensitivity, some researchers have also started 

implementing receiver designs with multiple photodetectors. Increasing the number 
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of detectors increases both signal strength and noise strength, but the uncorrelated 

noise sources only increase with the square root of the number of detectors, while 

the signal strength increase linearly. This results in a total signal-to-noise ratio 

(SNR) improvement of the square root of the number of detectors. Integrated 

receiver designs exploiting this phenomenon have been reported [30]. 

 

1.4 Dissertation Organization 

In Chapter 2 of this dissertation, a hybrid FSO optical and RF wireless system 

is presented and characterized. In that system, a 50 Mb/s LED optical transmitter 

establishes a downlink while a RF WiFi router handles the uplink and provides a 

communication channel over which an intercell handoff mechanism is 

implemented. System level design considerations, hybrid system network protocol, 

and optical transceiver hardware design are also described. 

In Chapter 3, a dual-channel, laser-based FSO system is presented utilizing 

both FP and VCSEL laser diodes. This chapter discusses the implementation of 

femtocell and attocell architectures in the context of laser-based FSO 

communication links. The larger femtocell is established with a 100 Mb/s, 980 nm 

FP laser diode, while the LOS 1.5 Gb/s attocell is established using a single 

collimated 850 nm VCSEL diode. Transceiver hardware design and system level 

implementation are described.  
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The design and characterization of a VCSEL array based FSO communication 

system is presented in Chapter 4. In this chapter, challenges in driver design 

strategies related to operating a high-current 500 mW VCSEL array are described 

and a 1.25 Gb/s optical link is demonstrated. A high-sensitivity, APD based optical 

receiver is also described and characterized. 

Conclusions and a brief summary are presented in Chapter 5. 
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CHAPTER 2. HYBRID FREE-SPACE OPTICAL AND RF 

COMMUNICATION NETWORKS   

 

The number of wirelessly connected devices worldwide is currently 

experiencing explosive growth. Today there are more than two billion WiFi enabled 

smart phones and tablets, and that number is expected to increase to more than four 

billion by 2020. As the number of internet-connected devices continues to climb, 

so does the demand for data throughputs. Cisco estimates that smart devices 

worldwide will generate nearly 30 EB of data per month by 2020, up from less than 

5 EB in 2015 [30]. To keep up with this massive increase in demand, wireless 

networks will have to revolutionize their infrastructure. For more than a decade, 

WiFi has dominated in wireless networking, and the technology has seen steady 

improvement during that time period; however, WiFi is intrinsically limited 

because it uses narrow bands centered around 2.4 GHz and 5 GHz. Recent efforts 

to increase WiFi data rates have led to highly efficient use of the available 2.4 GHz 

and 5 GHz radio frequency bands [31-33], but these efforts have not overcome 

fundamental limitations caused by restricted bandwidths. WiFi access points (APs) 

are also often shared among several users, which results in a division of the 

available bandwidth between each user. If the WiFi AP in question is located too 

close to an adjacent AP, the two signals can interfere with one another causing 

adjacent and co-channel congestion. 
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A solution to these problems can be achieved utilizing much higher carrier 

frequencies in the optical spectrum [34]. Optical frequencies are unregulated and 

do not interfere with radio signals. Additionally, optical transmissions tend to be 

LOS systems, which offer a physical layer of protection. Any user outside a narrow 

cone of light would be unable to recover the transmitted message. This LOS 

property impedes mobility, but also allows multiple access points to be deployed in 

the same operational space. Each of these access points provides an independent 

data link to a section of workspace through an FSO luminary. Reducing the size of 

the wireless cell to the area of a single light cone increases the bandwidth available 

to each end user by reducing the number of users accessing any given cell. In a 

femtocell system, the size of the cell is reduced to the point where only one or two 

users are accessing a wireless cell at a time [35]. This configuration results in a 

higher density deployment of wireless cells, but with less mobility within each cell. 

In the field of FSO communication, commonly referred to as LiFi, much of the 

research to date has been focused on outdoor communication links [36, 37]. 

However, most of the problems addressed in that body of research, including long-

distance attenuation, scintillation, and fading, are not present in WiFO. Although 

the indoor channel condition for FSO links has not been widely studied, there are 

several recent proposals and models detailing a joint optimization involving the 

simultaneous use of both RF and FSO channels [38-43]. While these works are 
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certainly important, they do not demonstrate a well-integrated system incorporating 

existing WiFi and lack a real-world demonstration of the mobility protocol.   

Our approach to overcome the inherent issue of mobility in femtocell optical 

networks is to combine FSO and RF architectures together in a new hybrid system 

called WiFO. The problem that WiFO seeks to overcome is one that is very 

common in wireless networks: the seamless handoff from one AP to another. This 

problem is very difficult to solve using LOS optics, but can be easily achieved using 

WiFi signals. Due to the restricted size of a femtocell light cone, it is unlikely that 

any given user will have to share their FSO connection with many other users. As 

a user moves out of their light cone and into an adjacent cone, their connection can 

be seamlessly handed off to the next FSO transmitter in much the same way 

cellphone connections are handed off from one tower to the next. In this chapter, 

our current WiFO prototype, which provides up to 50 Mb/s of bandwidth per FSO 

femtocell, is presented. This system is capable of streaming data over both FSO and 

WiFi channels. The versatility of this hybrid architecture provides improved 

performance and mobility when compared to stand-alone FSO or WiFi systems.  

 

2.1 Background 

Recently, several efforts have been made to demonstrate the potential of FSO 

networks utilizing commercially available white light-emitting-diode (LED) 
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fixtures [44]. These fixtures are attractive because they can serve as both a visible-

light communications (VLC) luminary and a communications link. However, LED 

luminaries are often hindered by relatively long response times, limiting their 

bandwidths. The two main types of LED luminaries currently under research are 

red/blue/green (RGB) LEDs [45] and white-phosphor LEDs [46]. RGB LEDs are 

often capable of higher modulation bandwidths and allow for WDM but produce a 

spectrum of light that is less pleasing to the eyes. White phosphor LEDs produce a 

warmer wide spectrum, but their modulation bandwidths are limited by the slow-

reacting phosphor coating on the bulb.  White phosphor LEDs are currently 

preferred for commercial and domestic lighting applications, and it has been 

demonstrated that using these luminaries as a transmitting source does not 

significantly degrade the quality of their output spectra [47]. Techniques such as 

filtering out the slower-reacting phosphor light and pre-equalizing the LED’s 

driving circuit have been used to extend the 3dB bandwidth of white LEDs from 

just a few megahertz to nearly 20 MHz; however, this was demonstrated over a 

distance of just 10 cm [48]. The limited range of this system can be attributed to 

the relatively low 20% modulation depth of the transmitted optical signal.   

In an effort to overcome the relatively low modulation bandwidth of LEDs, 

spectrally efficient modulation schemes such as QAM, OFDM, and DMT have 

been explored [49-51]. Although these schemes utilize available bandwidth more 

efficiently, they also require a significantly higher received SNR.  Even a simple 
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four-level PAM4 scheme would require an additional 6 dB of optical output power 

[52]. Reducing the solid angle of the transmitting optical source can dramatically 

increase the power density at a receiver; however, any reduction in solid angle will 

result in a reduction in mobility. Well-collimated, point-to-point FSO systems have 

also been proposed [53], but point-to-point systems necessitate an accurate indoor 

positioning system, such as time difference of arrival (TDOA) [54], and a beam 

steering mechanism. These additional components increase complexity and reduce 

cost effectiveness.   

In a normal office environment, the distance from the floor to the ceiling is 

roughly 3 m. If the average desk height is assumed to be 70 cm, any commercial 

FSO system must have a range of at least 2.3 m.  Diffuse FSO optical transmissions 

of 10 Mb/s over a distance of 2.3 m have been demonstrated using white LEDs; 

however, the question of mobility was not addressed in that work [55].   

In visible-light FSO networks utilizing LED luminaries, the power of the 

transmitter is directly linked to the brightness of the bulb. One solution to the 

brightness problem is to simply decouple the FSO network from the task of 

illumination by replacing the visible light LEDs with IR LEDs [56]. IR LEDs are 

invisible to the human eye and can therefore be driven at any brightness level 

without disturbing network users. Additionally, IR LEDs operating at 850 nm are 

inexpensive, widely available, and their wavelength corresponds closely to the peak 

responsivity of silicon photodiodes [57]. 
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Regarding hybrid FSO/RF networks, work has been completed characterizing 

data throughputs, delay, and the effect of distance on high-performance outdoor 

FSO systems [58, 59].  For indoor environments, Light-Fidelity (LiFi) has been 

proposed as a hybrid FSO/RF system.  LiFi utilizes LEDs as both transmitters and 

luminaries [60, 61].  One possible advantage of this model is that the power lines 

themselves could be used as a low speed connection between LED luminaries. This 

power line communication scheme could then be used to coordinate VLC 

transmissions between overlapping luminaries [62]. Although the integration of 

lighting and communications systems might initially seem like a simplification, it 

would require a massive shift in the manufacturing of lighting components and a 

complete retrofit of old lighting fixtures. In contrast, the proposed WiFO system 

utilizes inexpensive IR LEDs that are invisible to the human eye and do not require 

any integration with existing lighting fixtures [63]. 

  From a wireless-network-design perspective, one of the critical issues that 

must be addressed is the handoff mechanism between APs. FSO systems can 

leverage some of the work compiled for RF systems; however, there are several 

networking challenges that are unique to LOS systems, such as the density of 

deployed APs. One example of this can be found in the multi-armed bandit model, 

which has been applied to FSO handoff strategies in an attempt to optimize the 

exploitation versus exploration tradeoff [64]. This model seeks to enhance the gain 

in a system by balancing the allocation of resources between competing users. In 
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addition, the concept of fuzzy logic systems has been applied to greatly simplify 

complexity handoff problems [65]. Fuzzy logic systems reduce the complexity of 

binary decision making by transforming the problem into a list of simple rules that 

must be followed. 

Within a single FSO AP, resource allocation must also be considered. In any 

FSO network, it is possible that multiple users might try to access the same optical 

link at the same time. If such an event occurs, it is necessary to have a system in 

place that can properly allocate resources to each user. To solve this problem, an 

automatic resource slicing or virtualization scheme has been proposed [66]. This 

scheme would dynamically create a number of virtual AP within each FSO cell 

based on the requirements of the system at any given time. In this setup, the central 

AP analyzes the data traffic from each of the applications supported under it and 

assigns resources fairly and proportionally between them. The scheduling in this 

system would be based on an extended token-bucket, fair-queuing algorithm, which 

has already been well-established for RF networks. The number of virtual slices 

that are required for each link can be decreased by reducing the size of the FSO AP. 

 

2.2 WiFO System 

In this section, the WiFO system that was constructed to demonstrate the 

potential of our purposed hybrid FSO and RF system is described. This system 

consists of an FSO transmitter and a WiFi enabled optical receiver. Both the 
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transmitter and receiver are connected to computers that will serve as APs through 

a BeagleBone microcontroller. Figure 2.1(a) shows a high-level bock diagram of 

our system, depicting the main functional blocks of the system’s components as 

tested. To test this system, we place the FSO transmitter and receiver on a 3 m 

horizontal optical rail. The receiver was also attached to a perpendicular 50 cm 

rail, which was used for tests involving lateral offsets. Figure 2.1(b) shows the 

FSO experimental setup used for testing. 

 

 

 

                                                               (a) 
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(b) 

Figure 2.1: WiFO system – (a) high-level system block diagram, (b) FSO 

experimental setup with zoomed views of the optical transmitter and receiver 

 

2.2.1 Transmitter 

 The transmitter component includes a BeagleBone Black microcontroller 

and an LED driver circuit. The BeagleBone microcontroller serves as a conduit 

between the AP (in this case a laptop computer) and the LED driver.  On board the 
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BeagleBone there is a 1 GHz Texas Instrument AM335x CPU, a WiFi antenna, and 

200 MHz GPIO pins. These attributes make the BeagleBone an ideal platform for 

sending a receiving data both through the FSO and WiFi channels. Various 

functions like modulation and coding on the network, link, and physical layers are 

handled by the BeagleBone’s PRU.  After modulation and coding, the BeagleBone 

passes data to the LED driver in the form of binary serial bits. 

The LED driver circuit is shown in Figure 2.2(a). The goal of this circuit is to 

convert an electrical input signal into an optical signal in a simple and cost-effective 

way. The main challenge in developing a robust transmitter design is overcoming 

the tradeoff between brightness and bandwidth. The LEDs in this design must be 

capable of transmitting over a distance of at least 3 m, while being modulated at 

frequencies in the tens of megahertz. Larger LEDs are typically brighter, but suffer 

from high terminal capacitance, which limit their bandwidths. In the transmitter 

circuit presented here, a VSMY2850 850 nm IR LED diode is modulated using a 

“swept-out” LED driver based on circuits presented in other works [67]. This LED 

driver is designed to operate the IR LED using a simple on-off keying (OOK) 

modulation scheme. When the LED is in the “on” state, Q3 is turned on and resistor 

R1 limits the current flowing through the LED, thereby controlling its maximum 

brightness. When the LED is in the “off” state, transistor Q2 is turned off, which in 

turn makes transistor Q1 high. Q1 then shorts the two terminals of the LED, 

reducing the optical fall time. This “sweeping out” of the free carriers remaining in 
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the diode improves performance by reducing the series resistance that dominates 

the RC delay inside the diode when switching from the “on” to “off” states. Unlike 

traditional LED modulation schemes, this circuit design does not modulate the 

LED’s brightness around a bias point. Instead the LED is driven in this two-state 

system in which the LED is either transmitting at its maximum possible brightness 

or turned off completely. Utilizing the LED’s full dynamic range maximizes the 

transmitter’s SNR and eliminates the need for a bias tee. Low-side driver designs 

that are similar to this design are also common, but often have low bandwidths due 

to high RC constants in the “off” state.         

The improvement made in optical fall time of the transmitting LED is 

illustrated in Figure 2.2(b). The optical fall time without transistors Q1 and Q2 is 

24 ns and is plotted in orange, while the improved 4.3 ns optical fall time, plotted 

as blue, is measured with transistors Q1 and Q2 in place. This 20 ns reduction in 

the optical fall time significantly improves the performance of the transmitter and 

directly translates to an improvement in the transmitter’s frequency response. 

Figure 2.2(c) shows the normalized frequency response of the transmitter with 

transistors Q1 and Q2 in place. The 3 dB bandwidth of this design is 45 MHz, which 

is more than sufficient for 50 Mb/s transmissions using a simple OOK modulation 

scheme.  

     The number of optical transmitters that are required to fully cover a working area 

is directly related to the viewing angle of the transmitting source. The IR LEDs 
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used in the design presented in this paper have a half viewing angle of 10 degrees.  

If the LEDs are placed 3 m above the ground, each LED can cover an area of 3.7 

m2; however, in practice the signal will not be strong enough to serve the entire 

area. This coverage is largely different than that of point-to-point optical 

communications systems, which require aspheric lenses and well-collimated 

beams. Collimating the light emitted from the LED source considerably increases 

the power density within the beam, but also drastically restricts the angle at which 

the beam can be viewed.                 

 

 

                          (a)                           (b)                                           (c) 

 

Figure 2.2: Free-space optical transmitter – (a) transmitter schematic, (b) 

improvement of the optical fall time with sweepout transistors included, (c) 

normalized frequency response 

 

 

This approach is impractical for a commercial system as it greatly increases 

both the number of transmitters that is required within a given space and the 

complexity of each transmitter. Alternatively, the plastic lenses that come pre-

packaged with the Vishay LEDs are available for less than a dollar each when 
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bought in bulk. In diffuse FSO systems, power density is usually the limiting factor 

and should be considered carefully. Table 2.1 lists each of the transmitter’s 

components and their associated values. 

 
 

2.2.2 Receiver 

The receiver in this system design is responsible for collecting the transmitted 

optical signal and converting it back into a stream of binary bits. Due to the nature 

of the OOK modulation scheme used in this design, the task of recovering bits is 

simply a question of determining whether each bit is a one or a zero. The most 

straightforward means of accomplishing this task is by saturating the incoming 

signal and then comparing that signal to some pre-defined threshold. Figure 2.3(a) 

shows a high-level diagram of the receiving circuit designed around this principle. 

First, the incoming photons are converted into a photocurrent using a reverse-biased 

TABLE 2.1 TRANSMITTER COMPONENTS  

Schematic Symbol Description of FSO Transmitter Components 
Part Number/ 

Value 

Q1 Shorts L1 when 
pulled high 

AO7404 

Q2 Trigger for Q1 AO7404 

Q3 LED driver RSU002N06 

L1 LED source VSMY2850 

R1 Current limiting 
resistor 

12 Ohms 

R2 Pull up resistor 20k Ohms 

   

 

 



31 

 

PIN diode.  That current is then converted into a voltage and amplified by a trans-

impedance amplifier. The voltage signal is then saturated by a limiting amplifier 

and passed to a clock-data recovery (CDR) circuit, which outputs both the 

recovered bits and the clock signal that was used to generate those bits. Lastly, the 

recovered bits are sent to a comparator, where their amplitudes and DC levels are 

adjusted such that they can be directly read back into the BeagleBone Black 

microcontroller. The BeagleBone Black board can then directly interface with a 

laptop computer or transmit data back to any WiFi connected device.  

In an effort to keep the cost of the receiving circuit low, inexpensive PIN diodes 

were chosen instead of avalanche photodiodes (APDs). APDs are often selected 

due to their high sensitivities, but these devices are also much more expensive. In 

our design, we focused on maximizing the brightness of the transmitting source, 

thereby reducing the need for high-sensitivity detectors. Much like the transmitting 

LEDs, there is a fundamental tradeoff between the size of the PIN diode’s active 

area and its usable bandwidth.  As the active area size increases, so does the diode’s 

capacitance. This increase in capacitance then limits the bandwidth of the device 

by increasing its RC delay. A lens can be used to collect more light into the surface 

of the diode’s active area, but a fundamental tradeoff between the focal length of 

that lens, the size of the detector, and the angle at which rays can be viewed must 

be considered. Additionally, there is a more general relationship between the 

diameter of the lens and the focal length of that lens, wherein larger lenses tend to 
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have longer focal lengths. These two relationships present a significant challenge 

for collecting light in FSO systems. Ideally, one would like to use a large lens with 

a particularly short focal length, which would then focus rays at large angles onto 

a small detector with a low RC delay, but some concessions must be made. 

With these considerations in mind, a Hamamatsu S6968 PIN diode with a 14 

mm plastic domed lens was selected as a receiver. This diode has a 3 dB bandwidth 

of 50 MHz and an effective area of 150 mm2. Additionally, the short focal length 

of the domed lens mounted on its surface allows for relatively large viewing angles. 

Figure 2.3(b) shows a plot of the photo current generated by the diode normalized 

to its maximum value as a function of incident angle. From this plot, it is clear that 

the 3 dB half viewing angle of this diode is 30 degrees. In a real-world working 

environment, an FSO network user might move positions and change orientations 

several times.  It is critical in such an environment that the optical receiver is 

capable of operating over a wide range of angles.   

To better understand how the optical receiver in this system design will 

perform in an actual office setting, the receiver’s sensitivity was evaluated.  The 

sensitivity of the optical receiver is directly related to the photocurrent generated 

by the PIN diode. In the FSO receiver circuit, the only two components that are 

operating in a linear region are the photodiode and the TIA. If the TIA is generating 

a voltage that is greater than the minimum sensitivity of the limiting amplifier, 
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              (a)                              (b)                                (c)                          (d) 

 

Figure 2.3: Free-space optical receiver – (a) receiver block diagram, (b) photodiode 

angular dependence, (c) photocurrent generated at the receiver, (d) eye diagram 

showing a 50 Mb/s received signal sent over a distance of 1 m before the signal is 

saturated by the limiting amplifier 

 

the limiting amplifier will saturate that signal to its rail voltage. If the TIA produces 

a voltage below the limiting amplifier’s minimum sensitivity, the output will be 

zero. Essentially, the limiting amplifier makes a binary decision based on the output 

of the TIA, and then passes either a one or zero to the CDR circuit. Once a binary 

decision has been made, the amplitude of the data signal moving forward is no 

longer a concern. For this reason, it is critical to ensure that the TIA produces a 

voltage that is large enough to be correctly interpreted by the limiting amplifier. 

Each of the receiver’s components and their corresponding part numbers are listed 

in Table 2.2. 
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The Analog Devices limiting amplifier that we have chosen in this receiver 

design has a minimum sensitivity of 4 mVp-p and the Texas Instruments TIA has a 

selectable trans-impedance gain of either 4.5k ohms or 18.2k ohms. Using these 

two pieces of information, it is easy to calculate that in the worst case the 

photodiode must generate just under 1 μA of photocurrent to ensure that the limiting 

amplifier correctly interprets the data signal. Figure 2.3(c) plots the photocurrent 

measured from the output of the photodiode as a function of distance. The 

photodiode is still producing a current of roughly 7.8 μA at 3 m, more than seven 

times the amplitude required for the limiting amplifier. When the photodiode is 

rotated such that the incident light hits the detector at an angle of 30 degrees, the 

photocurrent is reduced by about 50% to roughly 3.9 μA. While the data signal 

should still be recoverable at this angle, the receiver is nearing its detection limit. 

Figure 2.3(d) shows an eye diagram taken at a distance of 1 m and at a data rate of 

50 Mb/s before the signal is saturated by the limiting amplifier. 

TABLE 2.2 
RECEIVER COMPONENTS  

Schematic Symbol Description of FSO Receiver Components Part Number 

PD Photodiode S6968-01 

TIA Transimpedance 

Amplifier 

OPA857 

LA Limiting Amplifier ADN2890 

CDR Clock-Data 

Recovery Circuit 

ADN2915 

COMP Comparator TVL3501 
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2.2.3 Network Protocol 

A custom network protocol stack was created to ensure that our system 

hardware functioned correctly.  Specifically, the physical data link, network, and 

transport layers were defined, and an application was created to handle the 

necessary data flow processes. In this section, we will provide a brief description 

of each layer and detail essential aspects of applications running on the ethernet-

connected AP. 

 

Physical Layer 

 On the physical layer, a simple OOK modulation scheme is used to 

maximize SNR. High-intensity light corresponds to a logic-high state, while low-

intensity light corresponds to a logic-low state. Manchester coding is also used to 

ensure the regular bit transitions that are necessary for clock recovery on the 

receiving end. The CDR on the receiver will sample data on the rising and falling 

edge of the recovered clock signal. Unlike WiFi transmissions, our FSO transmitter 

is an LOS device, and therefore does not experience multipath fading. Reflections 

from objects and surfaces within the work environment do not significantly affect 

the received signal. Most bit errors observed in this system are caused by inter-

symbol interference (ISI). This ISI is a direct result of the transmitting LED’s 

limited frequency response.   
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Data Link Layer 

 The data link layer in this stack is very straightforward. Each of the FSO 

link frames is broken down into a preamble and a payload. The preamble consists 

of 32 b and is used to distinguish one frame from another. The payload consists of 

612 B and contains the data for each frame. 

 

Network Layer 

 The network layer in our system is different from normal network layers in 

that it handles the mobility protocol in addition to routing packets to their 

destinations.  Our network layer packets consist of 12 B of packet header and 600 

B of data related to the upper layers. Within the packet header, 4 B are the FSO 

transmitter ID, 4 B are the receiver ID, and 4 B are the packet ID.  First, the 

transmitter ID is used to determine which transmitter will send the optical signal. 

Second, the receiver ID is used to determine the packet’s destination if multiple 

receivers are paired with a single optical transmitter. Third, the packet ID is used 

to determine whether or not packets successfully reached their destinations. If the 

packets are delivered successfully, an acknowledgment is sent back to the AP. If 

the AP does not receive an acknowledgment for a packet, the packet ID is used to 

determine which packet was lost. 
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 The AP continuously records the status of all the receivers that are active in 

the work area.  The receiver status includes information like IP addresses, packet 

IDs for packets that they have received, and a transmitter ID for the transmitter that 

is currently associated with that receiver.  When a receiver enters a WiFO network 

for the first time, it connects to the AP through a WiFi channel and then looks for 

a beacon signal. If a beacon signal is found, the receiver updates its status with the 

AP. If a beacon signal is not found, a timeout acknowledgment is sent to the AP 

and the receiver’s status is again updated. On the transmitter side, the transmitter 

sends all the packets that it has in its queue. When the transmitter is idle, it sends 

out a periodic beacon signal for receivers to pick up.   

 

Transport Layer 

 In the proposed WiFO architecture, the FSO channel is unidirectional. 

Therefore, acknowledgment messages are always sent over the WiFi channel. In 

our system, an acknowledgment is sent for every 10 packets that are received 

successfully. In an effort to simplify the design of our system, the network layer, 

transport layer, and mobility protocol are realized in the application layer using the 

pre-encapsulation method. This approach will allow any future network application 

easy access to the WiFO system. Drivers for the FSO transmitter and receiver are 

being developed as a Linux kernel module. 
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Access Point Application 

The network protocol described in this section is implemented predominantly 

in an application running on a “smart” AP. The AP in this system controls the WiFi 

and optical transmitters and keeps track of which channels are available to end 

users. The application running on the ethernet-connected AP can be broken down 

into three main threads: data process, FSO manager, and user manager. The data 

process thread handles the transmission of data across both the WiFi and FSO 

channels. While WiFi packets are supported for both uplink and downlink, the FSO 

packets are only sent through the downlink. The WiFi uplink in the data process 

thread also relays information about the status of an end user’s connection back to 

the AP, which is used in the remaining two threads. The FSO manager thread 

controls which FSO transmitters are active at any given time. If an FSO transmitter 

is available to an end user, the FSO manager will activate that transmitter and direct 

downlink packets through the FSO channel. If the end user moves out of range of 

that FSO transmitter, the FSO manager will deactivate the transmitter in question. 

The user manager thread keeps an updated list of users on the network and tracks 

which uplink and downlink channels they are utilizing. When the status of an end 

user changes, the user manager will update its user table, which will then be 

referenced by both the data process and FSO manager threads. A diagram detailing 

the structure of the AP application, user, and FSO cone tables is shown in Figure 

2.4(a) and 2.4(b). Figure 2.4(c) defines the formats of packets which keep the user 
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and FSO cone tables updated and ensure data transmission. The explanations of 

columns in the packet formats are as follows [68]: 

 

● Cone ID: Each transmitter connected to the AP server gets a unique ID assigned 

by the server. 

● IP Address: This stands for the destination (user) IP address of the packet. 

● Packet ID: Each data packet has a unique packet ID that the AP server can track 

via the Ack packet if the data is received by the receiver successfully.  

● Data Length: This column indicates how many bytes there are in the data 

payload. 

● Data payload: The raw data that has not applied any modulation and coding 

schemes. 

● Identifier: A specific number to distinguish beacon packets from the data 

packets. 
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Data packets are encapsulated at the AP server, coded and modulated at the 

transmitter, and then sent to the receiver (user). Beacon packets are generated, 

coded and modulated at the transmitter, and broadcasted out intermittently. Ack 

packets are sent to the AP server from the receiver while receiving data 

packets/beacon packet. Upon the information in the received Ack packets, the AP 

server updates its user and FSO cone tables. The table below shows the 

corresponding user locations and server actions according to the current cone IDs 

and previous cone IDs from the Ack packets. 

 

  

TABLE 2.3 
CONE IDS AND USERS’ LOCATIONS  

Cone IDs User Location Server Action 

Current Cone ID ≥ 0, Previous Cone 
ID < 0 

Moving into a light cone 
Register the user to the 

table 

Current Cone ID < 0, Previous Cone 

ID ≥ 0 
Moving out of a light cone Delete user from the table 

Current Cone ID ≥ 0, 

Previous Cone ID ≥ 0, 
Current Cone ID = Previous Cone 

ID 

Staying in a light cone N/A 

Current Cone ID ≥ 0, Previous Cone 

ID ≥ 0, 
Current Cone ID ≠ Previous Cone 

ID 

Moving from one light cone to toward 
another 

Update the table 

Current Cone ID < 0, Previous Cone 

ID < 0 
Not moving towards or within any light cone N/A 
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(a) 

 

(b) 

 

(c) 

Figure 2.4: AP application – (a) application diagram detailing the main threads, 

user, and FSO cone table formats, (b) diagram showing data process sub-threads, 

(c) formats of packets, which keep the user and FSO cone tables updated  
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2.3 System Evaluation 

In this section we will evaluate the performance of our WiFO system in terms 

of transmission distance, transmission angle, throughput, bit error rate (BER), and 

delay. These metrics are all important factors when building a robust 

communications network. In each test, packets containing pseudo-random data will 

be transmitted across the FSO channel using a BeagleBone microcontroller as a 

source.  

 

Figure 2.5: FSO channel spatial parameters 

 

On the receiving end, the receiving module will convert the optical signal back 

into electrical bits and then pass the recovered data to a second BeagleBone board.  

The second BeagleBone will sample the recovered packets and store the data in  
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                      (a)                                       (b)                                        (c) 

                       (d)                                       (e)                                       (f)  

 

Figure 2.6: Bit error rate measurements taken at 25 Mb/s – (a) un-coded BER as a 

function of vertical and lateral distance, (b) Reed-Solomon coded BER with fixed .1 

m lateral offset, (c) Reed-Solomon coded BER with fixed 30 cm lateral offset, (d) 

Reed-Solomon coded BER with fixed 2.1 m vertical offset, (e) Reed-Solomon 

coded BER with fixed 2.8 m vertical offset, (f) un-coded BER angular dependence 

 

memory. In some cases, forward error correction (FEC) coding was applied to the 

transmitted signal in the form of Reed-Solomon codes. All measurements were  

taken at a data rate of 25 Mb/s unless otherwise stated. In our system evaluation we 

have considered several spatial parameters. These parameters are illustrated in 

Figure 2.5 and include vertical distance from the FSO transmitter, lateral distance 

between the transmitter and receiver, and the rotation angle between the transmitter 

and receiver. When a rotation angle is not given, it can be assumed to be 0°.  Factors 
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such as FSO channel round-trip time and the transition time between the FSO and 

WiFi channels were also considered. Throughout this evaluation, the goal will be 

to achieve an un-coded BER of less than 10-4, which can be reduced to a BER of 

less than 10-6 when simple Reed-Solomon FEC codes are applied. 

 

2.3.1 Bit Error Rate without FEC 

 An overview evaluation of the FSO channel BER without FEC in terms of 

vertical and lateral distances is presented in Figure 2.6(a). This plot shows the BER 

of un-coded data for vertical distances between 1.5 and 2.8 m and for lateral 

distances between 0 and 50 cm. Due to limitations in the BeagleBone hardware, the 

minimum detectible BER is 10-7.  When the lateral distance is less than 20 cm, the 

BER is below the detection limit for distances less than 2 m.  Interestingly, the BER 

for lateral distances of 0, 10, and 20 cm seem to converge as the vertical distance 

increases to 2.8 m. This result is most likely due to the fact that the light cone 

produced by the transmitting LEDs takes on a Gaussian intensity profile. As the 

cone diverges, points along its lateral profile do not diverge linearly. At points close 

to the FSO transmitter, the difference between the light intensity in adjacent lateral 

locations might be very large. As the Gaussian profile expands, those same points 

would experience a much smaller variation in intensity. 
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2.3.2 Bit Error Rate with FEC – Fixed Lateral Offset 

In all commercially available wireless communications systems, FEC is used 

to drastically improve the BER of transmissions. Figure 2.6(b) and Figure 2.6(c) 

show the BER improvements when Reed-Solomon FEC codes are applied to the 

data.  In these figures, the vertical distance is varied while the lateral distance is 

fixed at 10 and 30 cm respectively. At a lateral distance of 10 cm, the weaker 

RS(255,247) and stronger RS(255,223) codes both reduce the BER to well within 

acceptable levels. In the case of the stronger RS(255,223) code, no errors were 

detected. When the lateral offset was increased to 30 cm, the BER increased 

significantly.  However, the BER was again brought down to acceptable levels with 

the application of a RS(255,191) code. 

   

2.3.3 Bit Error Rate with FEC – Fixed Vertical Offset 

In Figure 2.6(d) and Figure 2.6(e), BER measurements are recorded at fixed 

vertical distances and lateral distances ranging between 0 and 50 cm.  The fixed 

vertical distances are set to 2.1 and 2.8 m respectively. In both cases, three different 

Reed-Solomon codes are tested. At a vertical distance of 2.1 m, even the weakest 

RS(255,247) code is sufficient to achieve error-free detection at a lateral distance 

of 20 cm. However, as the lateral distance is increased to 30 cm, only the strongest 

RS(255,191) provides a satisfactory BER. This trend continues when the vertical 

distance is increased to 2.8 m. Regardless of vertical distance and applied FEC 
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code, the BER in each test converges to significantly higher value when the lateral 

distance is increased to 40 cm. This result is expected, as the raw BER for lateral 

distances at 40 cm is greater than 10-2. 

 

2.3.4 Angular Dependence 

In addition to vertical and lateral motion, rotational motion was also 

considered. In Figure 2.6(f), the effect of rotational motion on BER was recorded 

for angles ranging from 0 to 45 degrees.  In each case, BER measurements were 

recorded as a function of vertical position with a fixed angular rotation. From 

Figure 2.6(f), it is clear that a rotation of 15 degrees can be reasonably tolerated, 

while angular rotations greater than 15 degrees significantly affect BER 

performance.  This result is consistent with the known viewing angle of the 

receiving photodiode. 

 

2.3.5 Bit Error Rate as a Function of Data Rate 

Next, we evaluated BER in terms of transmission speed. For this test we sent 

108 pseudo random bits across the FSO channel without FEC coding and recoded 

the BER. This test was performed at distances of 1.6, 2.0, and 2.4 m.  At each of  
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(a)                                      (b)                                     (c) 

Figure 2.7: Data throughput analysis – (a) BER comparison at various data rates, 

(b) maximum achievable data rates given set BER requirements, (c) ambient light 

effect on BER 

 

those distances, results were recorded for data rates from 1 to 50 Mb/s.  The results 

of this test are shown in Figure 2.7(a).  When the data rate is set to 30 Mb/s or less, 

the BER is within acceptable limits for all three distances. As the rate increases 

further, the BER begins to increase rapidly. Figure 2.7(b) summarizes our BER 

evaluation via a histogram plot containing the maxim possible transmission rates 

as a function of distance given a BER requirement of 10-4 or 10-8.  With FEC coding, 

a BER of 10-4 can be converted into a BER of 10-8 with very little overhead and is 

therefore a reasonable target.  In its current form, our FSO system is capable of a 

maximum transmission rate of 50 Mb/s, although range is limited at that rate. At 

distances approaching 3 m, the maximum throughput for un-coded data with a BER 

less than 10-4 drops to 20 Mb/s. The maximum data throughput of this system is in 

all cases limited by the maximum modulation speed of the transmitting LEDs. In a 

future version of this project, the LEDs will be replaced with much faster 

responding laser diodes. 
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2.3.6 Ambient Light Effect 

A comparison of system performance with and without ambient light in the 

room was made to ensure system reliability in ambient lighting conditions. The 

chance of ambient light interference in our system is low because the photodiode 

that we selected for our receiver comes packaged with an 850 nm optical filter, but 

the possibility must still be ruled out. Figure 2.7(c) shows the performance of the 

FSO system with and without ambient light in terms of BER and vertical distance. 

It is clear from this plot that the ambient light in the room does not play a significant 

role in the performance of this system. 

When considered together, the evaluations presented in this section make a 

compelling argument for the viability of our FSO WiFO system in an indoor 

environment. We have shown that this system is capable of reliably transmitting 

data at a maximum rate of 50 Mb/s and can transmit over distances of up to 3 m. 

Additionally, we have shown that the BER of this system can be significantly 

improved through the application of efficient Reed-Solomon FEC codes.  

 

2.3.7 Evaluation of FSO and WiFi Channel Throughputs 

Now that we have established the capability of the FSO channel as a standalone 

link, we will consider an experiment that combines both the FSO and WiFi channels 

together. In this experiment, we will model a scenario in which a WiFi network is 

artificially congested due to heavy traffic. In this scenario, two applications will be 
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running simultaneously. The first application will only have access to the WiFi 

channel. The second application will use our WiFO protocol and will have access 

to both the WiFi and FSO channels. The data throughput for both channels will be  

monitored over time as background traffic is increased and then throttled. This test 

will last for approximately 300 sec with the background traffic being increased after 

100 sec and then decreased 200 sec later. The results of this test are shown in Figure 

2.8. As expected, the throughput for the WiFi only application is significantly 

reduced from roughly 8 Mb/s to 3.5 Mb/s when the background traffic is increased 

after 100 sec. After almost 300 sec, the background traffic is throttled back to its 

original level and the throughput of the WiFi only application  

 

 

Figure 2.8: Throughput comparison between the FSO and WiFi channel 
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Figure 2.9: Roundtrip times in the FSO channel 

 

increases back up to approximately 8 Mb/s.  In contrast, the second application does 

not show any loss of throughput and maintains a 12 Mb/s link regardless of 

background traffic. The FSO channel in the second application provides the 

bandwidth and flexibility that is necessary for a consistently high-speed link. The 

fluctuations that are observed in the second application’s throughput can be 

attributed to delays caused when acknowledgments from the receiver are sent back 

to the AP through the WiFi channel. Data was also collected on the roundtrip time 

for an FSO channel frame, which is the combined time it takes for a frame to be 

transmitted across the FSO channel and for the AP to receive and acknowledgment 
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of delivery. Figure 2.9 shows the roundtrip time for 80,000 frames containing 600 

B each. The vast majority of frames were delivered in less than 390 ms, although 

some statistical outliers do exist.  

 

2.3.8 Transition Time Analysis 

 The final aspect of our WiFO system that we will evaluate is the handoff 

between the FSO and WiFi channels. A smooth and immediate handoff is essential 

to ensuring mobility, which is a central aspect of any wireless network. When a 

receiver first moves into an FSO light cone, the transition time is recorded as the 

time between the first beacon signal and the first packet received through the FSO 

channel. When a receiver moves out of an FSO light cone, the transition time is 

recorded as the time between the receiver timeout and the first packet received 

through the WiFi channel. Transition times are heavily dependent on network 

traffic, so transition time data was collected under both heavy and light traffic 

conditions. The results of those measurements are shown in Table 2.4. Even under 

the worst-case scenario, the transition for the FSO channel to the WiFi channel, the 

transmission time is still less the 100 ms. That amount of time is virtually 

imperceptible to humans and is therefore acceptable for even latency sensitive 

applications. The transition time from WiFi to the FSO channel is less than 2 ms 

regardless of traffic conditions. 



52 

 

 

2.4 Summary 

In this chapter, a novel hybrid FSO and RF wireless communication network 

architecture was presented. This architecture improves wireless system 

performance by utilizing both RF frequencies and spectrums in the optical realm. 

Through optimized design and integration of the optical transmitters and receivers 

using off-the-shelf optoelectronic devices, the FSO femtocells in this system 

deliver up to 50 Mb/s over a distance of 3 m with a field of view of ±15 degrees 

and bit error rates between 10-6 and 10-4. The bit error rate in this system was further 

reduced to below 10-7 by applying Reed-Solomon FEC codes. Unlike most existing 

FSO systems using static optical transceivers, we achieved user mobility in this 

architecture through a unique WiFi-enabled protocol that allows seamless handoff 

between the optical and WiFi channels. We have experimentally demonstrated the 

potential of this WiFO architecture by comparing the throughput of our system with 

a standard WiFi link in a realistic use scenario. Our experimental results have 

TABLE  2. 4 
HANDOFF TRANSITION TIMES 

 FSO to WiFi WiFi to FSO 

Light Traffic 49.10 ms 1.59 ms 

Heavy Traffic 87.02 ms 1.64 ms 
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shown that our WiFO architecture is capable of expanding the capacity of existing 

wireless networks without sacrificing mobility. 
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CHAPTER 3. DUAL-CHANNEL FEMTOCELL AND 

ATTOCELL OPTICAL LINKS FOR INDOOR WIRELESS 

NETWORKS  

 

 
As mentioned in the previous chapter, FSO links have been suggested as an 

alternative to RF technologies for use in short-range wireless applications [69 - 73]. 

Unlike RF signals, FSO channels are LOS links that do not penetrate through walls 

and can be packed into high density femtocells or even ultra-high density attocells 

[74]. Utilizing FSO links to reduce the size of the wireless cell dramatically 

increases the bandwidth available to each end user by reducing the number of users 

on a single link. FSO links also create a physical layer of protection by necessitating 

that each user be placed directly under the transmitting light source [75]. Analysis 

has shown that the non-line-of-sight signal interference from optical transmitters in 

an indoor environment can be reduced to negligible levels [76 - 78]. 

One unresolved challenge in implementing an effective FSO system is the 

establishment of the uplink. It is easy to envision how optical transmitters might be 

integrated into the lighting fixtures of an office space or public building; however, 

it would be much harder to transmit optical data from a small consumer device such 

as a smart phone back to the AP. To resolve this issue, hybrid femtocell networks 

involving both FSO and RF technologies have been suggested [79, 80].  In these 

systems, the downlink, supporting the bulk of data transfer, would be established 

through an FSO channel and the uplink, comprised mainly of requests for 



55 

 

information, would be established via a preexisting WiFi channel. The WiFi link 

would also create an effective feedback mechanism, which can enable dynamic 

load balancing and seamless handoffs between FSO transmitters [81 - 85]. To 

reduce the number of optical APs that are required to service large indoor 

environments, and single AP with several optical transmitters pointing in angularly 

diverse directions, could be utilized [86, 87].   

Regardless of arrangement or orientation, the key constraint when designing 

an effective optical communication system is the size of the optical cell. As 

mentioned previously, reducing the size of the cell is favorable in the sense that the 

number of users per cell is also reduced.  However, if the optical cells are too small, 

a large working area would require an unreasonable number of optical cells and 

would reduce mobility within each cell. Additionally, there is a tradeoff between 

power and bandwidth. As the radius of an optical cell increases, the power that must 

be delivered to that cell increases at a rate of the radius squared. To overcome this 

problem, we propose a two-tiered FSO transmitter in which a high-speed optical 

attocell is placed within a medium-speed optical femtocell.   

 

3.1  Background 

Current WiFi networks are inherently limited by restrictions placed on the 

spectrum that such networks can operate in. Spectral resources in the RF frequency 

range are already highly optimized, which makes improving data throughputs in 
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that range difficult. As a result, there has been growing interest in using optical 

frequencies much higher in the electromagnetic spectrum.  Unlike RF signals, 

optical frequencies tend to be highly directional and do not effectively penetrate 

through barriers, such as walls. Although the idea of a standalone LiFi network is 

quite new, working prototypes of optical transmitters and receivers have already 

been demonstrated [88, 89].  These prototypes utilize inexpensive and widely 

available LEDs as an optical light source; however, the modulation bandwidth of 

LEDs operating in the hundreds of milliwatt range is typically less than 100 MHz.  

The modulation bandwidth of a transmitting LED can be improved by reducing the 

LEDs output power, but any reduction in the transmitted power will result in a 

reduction of the system’s range and an increase in the system’s BER. 

 One alternative method for increasing the data throughput of an optical 

transmitter is to use a modulation scheme with a high spectral efficiency. Typically, 

optical communication systems maximize SNR by using a non-return-to-zero, on-

off keying (NRZ OOK) modulation scheme.  However, quadrature QAM schemes 

utilizing OFDM have also been explored [90]. QAM modulation schemes make 

full use of both the amplitude and frequency signal components but require the 

transmitter and receiver to have flat frequency responses. As a result, QAM 

modulators often implement OFDM to subdivide the available bandwidth into 

several subcarriers with relatively flat frequency responses. Several different 

OFDM variants have been investigated for optical transmission including 
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asymmetrical clipped OFDM, direct-current-biased OFDM (DCO-OFDM), and 

hybrid-diversity combined OFDM [91 - 93]. While each of these methods have 

advantages and disadvantages, DCO-OFDM has been widely adopted for optical 

applications due to its direct-current component. All optical transmitters require a 

direct-current bias to operate properly. Although QAM OFDM modulation 

schemes offer much higher data throughputs, they also require higher SNRs, and 

therefore more demanding power requirements. That characteristic makes applying 

such a scheme challenging in an environment in which power density is already a 

primary concern. 

 In addition to bandwidth, mobility is also a key factor in any wireless 

communication system. Mobility in FSO networks is especially challenging due to 

the LOS nature of optical transmitters. Mobility within an optical cell can be 

increased by increasing the size of the cell; however, doing so significantly 

decreases the power density within that cell. When the size of each optical cell is 

small, it is imperative that the network has an effective handoff mechanism that 

allows users to move from one cell to the next. Hybrid WiFi and FSO networks 

have been investigated as one possible solution to this problem [94]. These 

networks use FSO transmitters as a downlink, while the uplink is handled by 

traditional WiFi links. When a user is in transition from one optical cell to the next, 

the WiFi link provides a feedback channel to the central AP. Additionally, efficient 
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dynamic user access in which multiple users can connect to a single AP has been 

demonstrated using time division multiplexing [95].   

By providing an effective handoff mechanism, hybrid FSO and RF networks 

allow designers to arbitrarily reduce the size of the optical downlink cells. Reducing 

the size of the downlink cell is advantageous because it results in fewer partitions 

of the available network resources.  Femtocells consisting of just a few users and 

attocells, where only a single user has access to a wireless link, have higher data 

throughputs and less interference than larger macrocells [96].  Optical attocells 

utilizing DCO-OFDM have been studied as a means of producing a robust single-

user wireless link [97, 98]. Although there are many factors to consider when 

designing an FSO communication system, this paper will focus exclusively on the 

design and characterization of a dual-channel optical transmitter and receiver pair.   

 

3.2  Dual-channel Optical Link 

When designing an FSO communications link, one of the fundamental 

questions that must be addressed is how large the divergent angle of the transmitting 

light source should be. If the divergent angle is too large, the power density at the 

receiver will be insufficient to recover the transmitted signal. However, if the 

divergent angle is too small, the area in which the receiver can detect the transmitted 

signal will be miniscule. Transmitted beams with narrow profiles create a 

substantial problem for mobility, which is a critical component of any wireless 
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communication link. The second tradeoff that must be considered is between power 

and bandwidth. Increasing the power output of the FSO transmitter is clearly 

advantageous for improving the SNR in the link; however, doing so also tends to 

reduce the bandwidth of the transmitter proportionally. This reduction in bandwidth 

is primarily due to the necessary increase in the size of the transmitting device, 

which increases the capacitance of that device. When considered together, these 

four parameters—received power density, mobility, power output, and 

bandwidth—define the constraints in the design of any FSO link. 

 Optimization of the four parameters listed above depends heavily on the 

requirements of the end user. For example, if a large bandwidth is necessary, it 

would be easy to choose a less-powerful transmitting light source and reduce the 

divergent angle of the transmitter. However, doing so would severely limit 

mobility. Mobility could be restored by adding a beam steering mechanism that 

would guide the narrow beam to the user, but that type of addition would add 

significant cost and complexity to the system. The commercial success of any 

indoor FSO link will depend heavily on its ability to compete with already well-

established WiFi links. If the target tracking and beam-steering components of a 

new FSO system push the price of the link significantly higher than that of a WiFi 

router, consumers will reject the new technology.  Therefore, there is a large 

incentive for designers to select a passive optical transmitter configuration in which 

a cone of light is simply directed downward into a workspace. If the solid angle of 
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the transmitted light cone can be set to a reasonably large value, limited mobility 

can be achieved under each passive transmitter. Mobility in the greater FSO 

network can be expanded by packing multiple transmitters into a workspace as 

shown in Figure 3.1(a) and through the implementation of a simple handoff 

mechanism. 

 

                                                           (a) 

 

                                                                (b) 

Figure 3.1: Overlapping FSO femtocell and attocell profiles – (a) top view with 

honeycomb AP packing, (b) side view with design constraints shown 
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In Figure 3.1(a), the gaussian femtocell optical profile is shown in red while 

the much smaller attocell profile is represented as a black dot. The distance d 

between the optical femtocells is determined by the power density within the 

femtocell and the sensitivity of the receiver. The honeycomb packing pattern shown 

in Figure 3.1(a) allows for optimal transmitter density.  In the design of our dual 

channel FSO system, we will balance the needs of all users by implementing a 

system in which two overlapping FSO channels are available in each optical cell.  

The first channel will serve as a medium-speed 100 Mb/s link operating at 980 nm 

and will offer limited mobility to the end user, while the second channel operating 

at 850 nm serves as a purely LOS high-speed 1.5 Gb/s link.  These two channels 

will be referred to as femtocells and attocells respectively. The respective 

wavelengths for each cell are selected in the near infrared (IR) to match the peak 

sensitively of inexpensive silicon photodiodes so that they are invisible to the 

human eye. The separation between the two wavelengths is meant to ensure that 

both channels can be operated simultaneously while overlapping. On the receiving 

end, a narrow band optical filter will be used for the high-speed channel so that the 

lower-power 1.5 Gb/s signal can be distinguished from the higher-power 100 Mb/s 

signal.  Figure 3.1(b) shows a side view profile of the dual-channel system 

described above. 
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3.2.1 Femtocell Design 

In our FSO system, the 980 nm femtocell serves as the primary data link 

between the AP and the end user. The design of this optical cell will allow the users 

to stream data at speeds of up to 100 Mb/s without having to carefully align their 

computer with the transmitted beam. A 200 mW side emitting a Fabry-Pérot (FP) 

laser diode was chosen as the transmitting light source for this link. A simple analog 

driver utilizing a passive RF matching network and an enhanced-mode, 

pseudomorphic, high-electron-mobility transistor (E-pHEMT) was designed to 

meet the requirements of the FP laser diode. E-pHEMT transistors have previously 

been used in RF wireless transmitter applications because of their capacity for 

substantial drain currents and large bandwidths. An adjustable aspheric collimating 

lens was paired with the FP laser diode so that the divergent angle of the transmitter 

could be set to any desired value. A schematic of the FP laser driver design is shown 

below in Figure 3.2. The same general driver design is also used to drive the 

vertical-cavity surface-emitting laser (VCSEL) diode in the FSO attocell; however, 

several of the components values were modified in that design to better suite the 

lower power VCSEL.  The component values used in the femtocell design are 

shown below in Table 3.1. 

 



63 

 

 

Figure 3.2: Laser driver schematic used for both the femtocell and attocell 

transmitters 

 

To balance the tradeoff between power density and mobility, the divergent 

angle of the optical femtocell was set to 6°.  In a standard office environment, the 

distance between the ceiling and the surface of a desk is approximately 3 m, 

therefore the diameter of the femtocell light cone at the receiver is roughly 60cm.  

A working spot size diameter of 60 cm is large enough that any given user can place 

their computer anywhere on a normal size desk and still receive a strong signal that 

is also small enough to ensure that the user does not have to share that connection 

with an adjacent user.  It is important to remember that the main drive behind 

reducing the size of any wireless cell is to reduce the number of users accessing 

each cell.  Ideally the number of users per cell would be just one with the density 
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of cells equal to the density of users.  When the number of users per cell is reduced 

to one, the overhead associated with dividing the available bandwidth between 

users is eliminated and the remaining user has unfettered access to the link.  In an 

indoor office environment, an assumption can be made wherein the ideal density of 

wireless links would be equal to the density of desks in that workspace. 

 

 

3.2.2 Attocell Design 

The 850 nm attocell in our FSO system has been designed to optimize 

bandwidth for applications that demand higher data throughputs.  The attocell link 

will give users access to data rates of up to 1.5 Gb/s; however, that increase in 

bandwidth comes at the cost of mobility.  For the attocell link, a 2 mW VCSEL 

diode was selected as the transmitting light source due to its high quantum 

efficiency and large bandwidth.  VCSELs have also been widely adopted in the 

telecom industry because they have been shown to be highly reliable and can be 

TABLE 3.1: FEMTOCELL TRANSMITTER COMPONENTS  

Schematic 

Symbol 

Description of FSO Transmitter 

Components 

Part Number/ 

Value 

C1 Matching capacitor 4pF 

L1 Matching inductor 8.2nH 

R1 Matching resistor 50 Ω 

L2 RF choke 7 µH 

D1 FP laser diode L980P200 

HEMT Driving transistor ATF11P8 
   

 

 



65 

 

purchased at a low cost.  These traits also make them very attractive for FSO 

communication; however, the power output of these devices is very limited.  

Subsequently, the divergent angle of a FSO transmitter utilizing a VCSEL diode 

needs to be reduced as much as possible.  The resulting beam is highly collimated 

and LOS by nature.  To gain access to the attocell link, a user would have to place 

their receiver directly under the attocell transmitter hotspot and would not be free 

to move the receiver until they no longer required the high-speed link.  However, 

when the receiver is placed within the attocell hotspot, the user would have access 

to a link more than 10X faster than that of the of optical femtocell. 

The design of the attocell transmitter is almost identical to that of the femtocell 

transmitter, but there are a few key differences.  A different E-pHEMT was chosen 

to better match the current and bandwidth requirements of the VCSEL diode.  

Additionally, the component values used in the RF matching network were 

redesigned to provide a better match at higher frequencies.  An aspheric lens was 

also attached to the attocell transmitter to collimate the transmitted beam.  The goal 

of this lens is to maximize the power density at the receiver by reducing the solid 

angle of the transmitted beam as much as possible.  Figure 3.3 shows the schematic 

for the attocell transmitter with the component values listed below in Table 3.2. 
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 In our experimental setup, both the femtocell and attocell transmitter PCBs 

where mounted to a horizontal optical rail with the attocell transmitter placed 

slightly under the femtocell to avoid blocking the optical path.  Both transmitter 

boards look identical with the exception of an additional lens placed in front of the 

attocell transmitter.  This lens is used to further focus the attocell beam on the 

receiver board.  A picture showing both transmitter PCBs is shown below in Figure 

3.3. 

 

Figure 3.3: FSO transmitter PCBs showing the femtocell and attocell transmitters 

mounted to a 3m optical rail  

TABLE 3.2: ATTOCELL TRANSMITTER COMPONENTS 

Schematic 

Symbol 

Description of FSO Transmitter 

Components 

Part Number/ 

Value 

C1 Matching capacitor 2.4pF 

L1 Matching inductor 4nH 

R1 Matching resistor 50 Ω 

L2 RF choke 7 µH 

D1 VCSEL diode HFE4093-342 

HEMT Driving transistor ATF531P8 
   

 

 



67 

 

 

3.2.3 Optical Receiver Design 

The FSO receiver in our system must be capable of receiving signals from both 

the femtocell and attocell transmitters simultaneously.  To achieve this, two 

different photodiodes will be incorporated into the final receiver design.  The size 

of each photodiode was chosen to satisfy the specific design constraints of each 

link.  For the femtocell link, a large area PIN diode with an encapsulated plastic 

lens was selected to maximize received signal strength.  The femtocell link 

transmitter has a relatively high-power output and limited bandwidth, which makes 

an inexpensive PIN diode a natural choice.  However, the bandwidth and sensitivity 

requirements for the attocell link are much higher.  Even after collimation, the 

power density in the attocell beam is smaller than that of the femtocell beam and 

the bandwidth is much higher. Therefore, the active area of the receiving 

photodiode diode must be smaller.  To overcome these challenges, a much smaller 

PIN diode with a ball lens integrated into the diode’s TO can package was chosen 

for the attocell portion of the receiver.  Another issue to consider is the overlap 

between the femtocell and attocell links.  Both receiving photodiodes are made 

from silicon and are therefore sensitive to both transmitted beams.  This problem is 

solved by simply placing a 40 nm FWHM optical filter with a center wavelength 

of 850 nm in front of the attocell PIN.  The optical filter paired with the attocell’s 

PIN diode will reduce the 980 nm input light from the femtocell link substantially, 



68 

 

which will allow for the detection of the attocell signal.  For the femtocell link, the 

frequency of the signal emitted from the attocell transmitter is well above the cutoff 

frequency of the large area PIN diode and will simply be filtered out if a user 

accessing the femtocell link walks directly under the attocell beam.  This 

arrangement will allow both links to work simultaneously even when the 

transmitted beams of each link overlap. 

 The analog front end for the high-speed and low-speed photodiodes will be 

almost identical; however, the bandwidth of the amplifiers used in each data path 

will be adjusted to match the bandwidth of each photodiode.  In this system, a 

simple NRZ OOK modulation scheme was selected to minimize complexity and 

maximum the SNR.  As a result, the analog front end will maximize sensitivity by 

saturating the received signal.  First, the received optical signal will be converted 

into a voltage through a TIA.  The recovered signal will be amplified by a linear 

amplifier and then saturated by a limiting amplifier.  The saturated signal will then 

be sent to a CDR circuit.  In an effort to keep the prototype design of the receiver 

as modular as possible, the femtocell and attocell components were placed on two 

separate PCBs.  In a later version of the project the two receiving components will 

be placed on a single PCB board.  Figure 3.4(a) shows a schematic detailing the 

receiver components for both the low-speed and high-speed links, while Figure 

3.4(b) shows pictures of the femtocell and attocell receivers mounted to the same 

secondary optical rail.  This small 50 cm optical rail is mounted perpendicularly to 
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the larger 3m optical rail and will be used to vary the lateral position of the femtocell 

and attocell receivers.  For continuity, locations on the larger 3 m optical rail will 

be referred to as vertical positions and locations on the smaller 50 cm perpendicular 

rail will be referred to as lateral positions.  Table 3.3(a) and 3.3(b) detail the specific 

components used in the femtocell and attocell receivers respectively. 

 

                                                            (a) 

 

                                                            (b) 

Figure 3.4: Dual channel FSO receiver – (a) schematic for both the femtocell and 

attocell receivers, (b) femtocell and attocell receivers mounted to the 50 cm lateral 

optical rail 
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TABLE 3.3 (A) 

FEMTOCELL RECEIVER COMPONENTS 

Schematic Symbol 
Description of FSO Receiver 

Components 
Part Number 

D1 Photodiode S6968-01 

TIA 

 

Linear 

Transimpedance 

Amplifier 

Linear Amplifier 

OPA857 

 

THS4541 

LA Limiting Amplifier ADN2890 

CDR Clock-Data 

Recovery Circuit 

ADN2915 

   
 

 

TABLE 3.3 (B) 

ATTOCELL RECEIVER COMPONENTS 

Schematic Symbol 
Description of FSO Receiver 

Components 
Part Number 

D1 Photodiode S5971 

TIA 

 

Linear 

Transimpedance 

Amplifier 

Linear Amplifier 

HMC799 

 

LTC6401 

LA Limiting Amplifier HMC914 

CDR Clock-Data 

Recovery Circuit 

ADN2813 
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                        (a)                                     (b)                                         (c) 

Figure 3.5: FSO dual channel test configuration – (a) diagram of relevant test 

parameters, (b) block diagram detailing the main components of the test setup, (c) 

experimental test setup with 3m vertical optical rail and 50 cm lateral optical rail 

 

3.3 Dual Channel Link Evaluation 

The evaluation our dual channel FSO communications system requires the 

evaluation of the femtocell and attocell links individually and the evaluation of both 

links operating simultaneously.  The success of our system requires that each link 

perform adequately as a standalone connection and that both links also perform 

well simultaneously while overlapping.  To demonstrate this experimentally, the 

femtocell and attocell links will first be tested without the presences of the other 

link.  After those tests are complete, both links will be switched on at the same time.  

The results from each set of tests will then be reviewed to determine the 

effectiveness of our dual channel configuration.  In each of these tests, the 

parameters of interest will include the vertical distance between the transmitter and 

receiver, the lateral distance between the receiver and the optical axis, and relative 

incident angle between the receiver and optical axis.  The metric that we will use 



72 

 

to evaluate the performance of our system is the BER.  Figure 3.5(a) shows a 

diagram outlining the test parameters described above. 

 The BER tests performed during the evaluation of this FSO communication 

system will all follow the same general procedure.  First, a bit error rate testing 

(BERT) scope will generate a pseudo random bit sequence (PRBS).  That sequence 

will serve as an input for a given transmitter under test, which will then transmit 

the PRBS signal across the optical channel.  The receiver that corresponds to the 

transmitter under test will then recover the transmitted signal and send it back to 

the BERT scope.  Lastly, the BERT scope will compare the transmitted and 

recovered signals and calculate a BER.  A block diagram detailing the main 

components of this test setup is shown in Figure 3.5(b) and a photo of the test setup 

is shown in Figure 3.5(c).  In the case of the final test in which both the femtocell 

and attocell are active at the same time, two different PRBS signal will be used 

simultaneously.  The BERT scope is only capable of outputting one unique signal 

at a time, so an arbitrary waveform generator (AWG) will be used to produce the 

second signal.  The eye diagrams for both signals can then be captured 

simultaneously on an oscilloscope. 
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                      (a)                                       (b)                                      (c) 

 

Figure 3.6: Optical femtocell evaluation – (a) BER evaluation at various vertical 

and lateral distances, 100 Mb/s (b) BER evaluation at various vertical distances and 

incident angles, 100 Mb/s (c) BER evaluation at various vertical distances and bit 

rates 

 

3.3.1 Femtocell Performance Evaluation 

 In our FSO communication system, an optical femtocell will provide the 

main channel over which data is transferred.  The goal in the design of this link is 

to cover as large of an area as possible while still maintaining a sufficiently low 

BER.  In this evaluation a BER of 10-4 will be used as a bench mark value.  When 

the BER in a communication system drops below 10-4, simple forward error 

correction (FEC) codes can be applied to further reduce the BER by two to three 

orders of magnitude using well established Reed-Solomon codes.  However, when 

the input BER rises above 10-4 FEC codes have little or no effect on the output 

BER.  Unless otherwise stated, the bit rate for all femtocell evaluations is set to 100 

Mb/s. 
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Using the aspheric lens mounted to the femtocell transmitter PCB, the 

divergent angle of the femtocell beam was set to approximately 6°.  At a distance 

of three meters, the resulting beam casts a light spot with a 60 cm diameter allowing 

for limited mobility within each optical cell.  The relationship between vertical 

distance, lateral distance and BER within a single optical femtocell is plotted in 

Figure 3.6(a).  When the femtocell receiver is placed within 10 cm of the optical 

axis, a BER rate of 10-4 is achieved for all vertical distances of 300 cm or less.  

However, when the lateral distance is increased to 20 cm the BER exceeds 10-4 at 

a vertical distance of 270 cm and at a lateral distance of 30 cm the 10-4 cross point 

is 220 cm.  

In addition to vertical and lateral distances, the relationship between BER and 

the incident angle was also evaluated.  In a dynamic user environment, it is 

important to understand how varying the incident angle of the receiver will affect 

BER.  The results of that evaluation are plotted in Figure 3.6(b).  It is important to 

note that the viewing angle of the femtocell receiver is 30°, and for this evaluation, 

the femtocell receiver was placed directly on the optical axis.  For vertical distances 

of less than 260 cm, angles up to 30° can be well tolerated. However, the BER 

increases above 10-4 for angles in the range of 10° to 30° at distances between 260 

cm and 270 cm.  The close grouping of the BER traces in Figure 3.6(b) indicates 

that the relative change in BER is small for angular variations less than 30°.   
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The final standalone assessment that was completed for the femtocell link 

evaluates the effect of the link’s bit rate on BER.  The results of that evaluation are 

plotted in Figure 3.6(c).  At vertical distances of less than 250 cm, error free 

transmission can be achieved for data rates of up to 120 Mb/s.  The 10-4 cross point 

for data rates of 120 Mb/s and 110 Mb/s are located at vertical distances of 240 cm 

and 250 cm respectively.  At a vertical distance of 300 cm, the BER for a data rate 

of 100 Mb/s does exceed 10-4 by a small margin. However, during previous tests, 

the BER was recorded as less than 10-4 at 100 Mb/s.  This discrepancy can be 

attributed to small variations in the testing setup between tests.  For data rates below 

100 Mb/s, the BER is less than 10-4 for all distance less than 300 cm. 

 

3.3.2 Attocell Performance Evaluation 

 The purpose of the optical attocell in our FSO communications system is to 

provide a high-speed link alternative to the optical femtocell for applications that 

demand high bandwidth connections.  This link will utilize a much weaker 2 mW 

VCSEL diode which can be modulated at Gb/s speeds.  Additionally, the 

wavelength of the attocell transmitter is blue shifted to 850 nm, which will allow 

for the addition of a bandpass optical filter on the receiving end.  In this evaluation, 

a Thor Labs FBH850-40 bandpass optical filter with a center frequency of 850 nm 

and FWHM of 40 nm was used to filter out the 980 nm light transmitted from the 

femtocell link.  Due to the reduction in transmitted power, the solid angle of the 
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attocell link must be drastically smaller than that of the femtocell link.  At a distance 

of 300 cm, the diameter of the light spot cast by the attocell link is just 1 cm.  This 

LOS link does not achieve significant mobility; however, it does provide a high 

bandwidth hotspot under which users can access Gb/s data rates.  In the following 

evaluations the transmission date rate will be 1 Gb/s unless otherwise stated. 

 To preserve power density within the attocell link, the transmitted beam is 

well collimated and therefore highly directional.  Unlike the femtocell link, the 

attocell link does not experience a rapid loss of power density over distance.  It is 

therefore not necessary to evaluate the BER of the link as a function of vertical and 

lateral distance.  Due to the collimated nature of the beam, the attocell link is very 

capable of transmitting over distances well in excess of 300 cm but cannot transmit 

to multiple lateral location simultaneously.  As a result, the first evaluation that will 

be considered is a relationship between the incident angle and BER.  For this 

evaluation, the attocell receiver is placed on the optical axis relative to the attocell 

transmitter at a distance of 300 cm and is then rotated.  The results of that evaluation  

are plotted in Figure 3.7(a).  Again, the bench mark for these evaluations will be 

10-4.  From the plot in Figure 3.7(a), it is clear that the attocell receiver can tolerate 

an angular variation of 10°.  The limitation in angular tolerance can be attributed to 

the ball lens that is integrated in the TO package of the high-speed PIN diode used  
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                                   (a)                                                              (b) 

 

Figure 3.7: Optical attocell evaluation – (a) BER evaluation at various incident 

angles and at a vertical distance of 300cm, 1 Gb/s (b) BER evaluation at various bit 

rates and at a vertical distance of 300cm 

 

in the attocell receiver design.  This ball lens provides an important gain factor of 

about 4 but limits the viewing angle of the diode.  Due to the LOS nature of the 

attocell link, a viewing angle of 10° is more than sufficient for this design. 

 The second evaluation that was completed for the attocell link demonstrates 

the bandwidth potential of the link.  For this evaluation the attocell receiver was 

again placed at a distance of three meters and the relationship between the 

transmitted data rate and BER was recorded.  The results of that evaluation are 

plotted in Figure 3.7(b).  Error free transmission was recorded for all data rates less 

than 1.4 Gb/s, and a maximum rate of 1.6 Gb/s was demonstrated while still 

maintaining a BER of less than 10-4.  These results show more than a 10X 

improvement over transmission speeds provided by the femtocell link.  However, 
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it is important to note again that this link is strictly LOS with the attocell receiver 

placed directly in the path of the collimated attocell beam.  In future work, mobility 

in the attocell link could be provided by adding a beam steering mechanism to the 

system.  The addition of a beam steering mechanism will certainly increase cost 

and complexity, but such an addition could also be used to fully replace the need 

for a broader femtocell link. 

 

3.3.3 Dual Channel System Evaluation 

 The final evaluation of our FSO communications system involves 

simultaneous recovery of both the femtocell and attocell links.  To ensure that this 

test reflects a realistic transmission scenario, the beam profiles of each link will 

overlap one another as much as possible.  The signal integrity of the 200 mW 980 

nm femtocell link will be ensured via frequency filtering.  Even if the attocell beam 

is incident on the femtocell receiver, the much higher frequency components of that 

signal will be filtered out.  The signal integrity of the 2 mW 850 nm attocell link 

will be ensured using the FBH850-40 bandpass filter mentioned previously.  This 

arrangement allows both links to operate in the same area without signal 

interference. 

 The test setup for this evaluation is very similar to previous evaluations with 

the femtocell and attocell links placed 300 cm away from their respective receivers.  

The BERT scope used for previous evaluations was used to generate a 1 Gb/s 
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attocell signal while an AWG was used to generate a 100 Mb/s femtocell signal.  

On the receiving end, the outputs from both receivers were connected to an 

oscilloscope and the eye diagrams for each signal were captured. The results of that 

evaluation are shown in Figure 3.8. 

 It is clear from Figure 3.8 that the simultaneous recovery of both the 

femtocell and attocell links is possible even when the profiles of both beams 

overlap.  The strategies for mitigating intercell interference described previously 

were highly effective.  Both eye diagrams exhibit open eye profiles and a peak to 

peak amplitude of approximately 1V.  The evaluation of the dual channel optical 

communications system described in this paper was successful. 

 

 

Figure 3.8: Recovered eye diagrams for the femtocell (blue) and attocell (teal) links 

at data rates of 100 Mb/s and 1 Gb/s respectively over a distance of 300 cm 
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3.4  Summary 

In this chapter, a novel dual channel FSO communication system was 

presented.  In this system, a dual channel femtocell and attocell architecture was 

described, fabricated and evaluated based on range, angular tolerance, and BER.  

This system consists of a 60 cm diameter optical femtocell with a 30° viewing angle 

based on a 200 mW 980 nm FP laser diode and a 1cm diameter optical attocell with 

a 10° viewing angle based on a 2 mW VCSEL diode, which is located within the 

lager femtocell.  Both cell diameters are measured at a distance of 300 cm.  The 

femtocell link provides a 100 Mb/s link with limited mobility, while the attocell 

link provides a 1.5 Gb/s LOS connection. Interference in the femtocell link was 

mitigated using frequency filtering, while interference in the attocell link was 

mitigated using optical filtering.  In addition to demonstrating the potential of each 

link individually, we have also demonstrated the simultaneous recovery of both 

signals.  Our experimental results have shown that this dual channel FSO system is 

an effective solution for providing users with both mobility enabled medium speed 

and LOS high speed optical links. 
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CHAPTER 4. HIGH-POWER HIGH-SPEED VCSEL ARRAY 

CENTRIC FSO TRANSMITTER AND LASER DIVER DESIGN  

 

 
The market success of any new wireless system will in large part be dependent 

on that system’s ability to compete strongly with currently WiFi technology.  To 

achieve a competitive advantage, FSO designers can leveraging preexisting 

technology in the telecom industry.  For example, vertical-cavity surface-emitting 

laser (VCSEL) diodes have already been thoroughly studied, modeled, and tested 

as a reliable high-speed optical transmitter [99]. Adoption of these devices in the 

telecom industry for short-range fiberoptic networks is widespread, and advances 

have been made in reducing their thermal resistance [100]. Although the fabrication 

techniques for VCSELs have steadily improved over the years, one parameter that 

has remained remarkably constant is output power. Bending of the refractive layers 

on the top mirror of a VCSEL caused by an uneven thermal profile creates a GRIN 

lens effect that leads to self-focusing of the beam [101]. This self-focusing effect is 

referred to as thermal lensing and leads to a decrease in the single mode volume, 

which results in a rapid transition from single mode to multimode. Multimode 

VCSELs are generally disadvantageous for most applications due to their reduced 

efficiency and poor beam quality. The effects of thermal lensing are directly 

proportional to power output, so to mitigate this issue, the power outputs of 

individual VCSEL diodes are usually restricted to just a few milliwatts. However, 

the vertical-cavity configuration used in VCSEL devices is well-suited for 



82 

 

fabricating densely packed 2D arrays. Large 2D VCSEL arrays have been 

constructed on a single substrate, with each array’s total output power scaling 

linearly with the number of array elements [102]. 

 The development of large 2D VCSEL arrays has dramatically expanded the 

utility of the device. Previously, the power output of a single mode VCSEL device 

was limited to less than 10 mW; however, VCSEL arrays outputting more than 3 

W of continuous wave (CW) power have been demonstrated [103]. These high 

power VCSEL arrays have become an attractive option for applications demanding 

intense levels optical illumination due to their high efficiency and scalability. One 

such application is optical wireless power transmission [104, 105]. In this 

application, power is transmitted from a base station to a remote location using CW 

laser light.  The transmitted beam is then absorbed by a solar cell and converted 

back into electrical power.  Although the efficiency of this type of system is 

relatively low, the technology could be very useful in challenging environments 

such as outer space.  Another application that has attracted significant attention 

recently is LiDAR [106]. LiDAR systems require short, high-intensity bursts of 

light that are repeated as rapidly as possible. The properties that make VCSEL 

arrays an attractive option for this application, namely high output power and large 

bandwidth, also make these arrays an attractive option for FSO communication 

systems. In 2003, a 64-element VCSEL array outputting 120 mW of optical power 

was presented with a 3 dB bandwidth of 7 GHz using low thermal resistance flip-
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chip bonding [107]. Later, in 2010 a 28-element array outputting 120 mW was 

shown to have a 3 dB bandwidth of 7.6 GHz [108, 109]. Although the 120 mW 

power level falls short of the power required for semi-diffuse indoor FSO systems, 

lower-power, short-range FSO links based on VCSEL arrays have been 

demonstrated [110]. 

In the design of indoor FSO communications networks, a fundamental tradeoff 

between bandwidth and power output must be considered. With the newest 

generation of WiFi routers approaching gigabit-per-second speeds, it is imperative 

that FSO links demonstrate comparable bandwidths. However, mobility is also a 

principle concern in any wireless network. The maximum diameter of an FSO cell 

is directly related to the maximum power output of a given optical transmitter and 

the sensitivity of the receiver. Previous work has shown that for a realistic office 

environment in which the distance between the ceiling and a desk is roughly 3 m, 

an FSO transmitter broadcasting to a femtocell with a 60 cm diameter will require 

an output power greater than 400 mW [111].  Based on the examples from the 

literature presented above, it is reasonable to believe that VCSEL array could be 

fabricated with a modulation bandwidth in the gigahertz range that is also capable 

of producing power outputs in excess of 400 mW.  Deploying several densely 

packed optical femtocells in a working environment is beneficial in the sense that 

it increases the bandwidth available to each user by reducing the number of users 

seeking access to each cell. However, given that users might want to move freely 
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from one cell to the next, this configuration also creates a problem for mobility. To 

overcome this issue, hybrid FSO and RF networks have been proposed wherein the 

downlink is provided by optical transmitters while the uplink and handoff 

mechanisms are handled through WiFi links [112, 113]. This hybrid architecture 

provides users with virtually undivided access to bandwidth resources in a given 

optical femtocell while also providing the flexibility to move freely between cells 

without interruption to their wireless connection. 

 

4.1  Background 

Much of the work that has been done on VCSEL array based optical 

communication focuses on guided-light or fiberoptic systems. These systems 

typically use multichannel, ultra-high bandwidth transmitters with each channel 

being supported by a single VCSEL. The goal in these systems is not to increase 

the overall power output, but instead to increase the number of independent 

transmitters placed on a single chip. Linear VCSEL arrays supporting up to 12 

channels transmitting 10 Gb/s per channel have been demonstrated [114, 115]. 

These linear arrays also create an opportunity for WDM due to the tunability of 

individual VCSEL wavelengths.  Other configurations, such as circular VCSEL 

arrays, have been studied to support multichannel transmission in multicore 

fiberoptic bundles [116]. In addition to multichannel systems, devices that allow 

coupling of WDM transmitters into a single optical fiber are also featured 



85 

 

prominently in the literature. One such device is the arrayed waveguide grating 

(AWG). This device uses diffraction to couple several wavelengths into and out of 

a single mode fiber and have been shown to work effectively with up to four WDM 

VCSEL transmitters [117]. 

Each of the examples listed above utilizes a simple non-return-to-zero, on-off-

keying (NRZ OOK) modulation scheme; however, several groups have also studied 

higher-order modulation techniques. NRZ OOK schemes are popular in optical 

networks because they maximize SNR and reduce complexity. In systems where 

the channel bandwidth is large, NRZ OOK schemes are highly advantageous 

because they allow designers to use non-linear saturating amplifiers that improve 

performance when the channel SNR is low. However, when the modulation 

bandwidth in a channel becomes the dominate limiting factor and SNR is not a 

concern, higher order modulation schemes become an attractive method for 

increasing data throughputs.  Four-level pulse amplitude modulation (PAM4) 

schemes double data rate throughputs when compared to NRZ OOK, but they also 

reduce the SNR by two thirds. For short-range applications, an 8-channel VCSEL 

array transmitter was demonstrated with each channel producing a 25 Gbaud PAM4 

signal, which resulted in a total aggregated data rate of 400 Gb/s [118, 119]. In 

addition to PAM4, schemes involving four-phase modulation have also been 

investigated. Quadrature phase-shift keying (QPSK) has been shown to produce 

symbols at a rate of 10 Gbaud when paired with an injection-locked VCSEL array 
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[120]. Amplitude and phase modulations have also been combined in quadrature 

amplitude modulation (QAM) schemes, which are often implemented with 

orthogonal frequency-division multiplexing (OFDM) to improve channel linearity 

[121]. While higher-order modulation formats might work well in fiberoptic or 

point-to-point free-space applications, the significant reduction in SNR makes 

implementing such schemes difficult in a FSO femtocell architecture. 

Efforts related to producing high quality VCSEL arrays for FSO 

communications systems have resulted in several groups investigating coherently 

coupled VCSEL arrays. Coherently coupled VCSEL arrays produce in-phase 

photons and exhibit properties that are useful in FSO applications such a lens-free 

beam forming [122]. Additionally, the linewidth of a VCSEL array can be 

significantly reduced through coherent coupling. This reduction in the linewidth 

corresponds to a reduction in the divergent angle of the transmitted beam. A three-

element coherently coupled VCSEL array with a divergent angle of 4 degrees and 

a 5x5 element array with a divergent angle of 1.61 degrees has been demonstrated 

[123, 124]. However, the power output of such devices was limited to just 4 mW 

and 10.25 mW respectively. Although the characteristics of coherently coupled 

VCSEL arrays appear promising, their utility will remain limited until output 

powers can be increased. 

Much like the VCSEL arrays themselves, efforts to design appropriate VCSEL 

array drivers have mostly been focused on fiberoptic applications. One popular 
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format is a four-channel driver based on either 130 nm or 65 nm CMOS technology, 

providing 10 Gb/s and 20 mA per channel [125, 126].  While 20 mA might be 

sufficient for driving a single VCSEL, it is certainly insufficient for driving arrays 

of VCSELs wired in parallel. Various other improvements on the 10 Gb/s driver 

format have also been investigated, such as adaptive optical power control and a 

12-channel radiation hardened version [127, 128]. More recently, SiGe drivers have 

been shown to extend data rates to 40 Gb/s per channel when paired with a single 

1.3 µm VCSEL diode [129]. While these driver designs are well suited to the single-

diode VCSEL transmitters currently used in the telecom industry, they cannot 

provide the electrical current required to drive the high-power VCSEL arrays that 

will be used in the next generation FSO links. 

 

4.2  VCSEL Array FSO Link Design 

 
In this section, an indoor FSO communications link is described in detail. This 

link consists of a VCSEL array based transmitter and an optical receiver. The 

purpose of this link is to create an optical femtocell with an area of approximately 

115 cm2 that will provide a gigabit-per-second connection. The femtocell diameter 

was chosen to balance the demand for high-speed connections with the need for 

limited mobility. Mobility in this system can be further increased by packing 

several optical femtocells into a larger working area. Although there are several 

aspects of this system that require thorough consideration, such as the handoff 
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mechanism between FSO APs, this work will be limited to the design and 

evaluation of a single optical femtocell consisting of an FSO transmitter and 

receiver pair.   

 

4.2.1 VCSEL Array Transmitter 

In general, commercially available VCSEL arrays are wired together in 

parallel, which implies that the total amount of current consumed by the device is 

equal to the current consumed by one device multiplied by the number of devices. 

In the design of our VCSEL array driver, the goal is to maximize the power output 

of the transmitter. However, as the current consumption of the transmitter increases, 

it becomes increasingly difficult to design a driver that can deliver high currents at 

gigabit-per-second speeds. From our previous research, we have found that robust 

indoor optical links can be established using light sources that output a few hundred 

milliwatts.  After considering several different devices for this project, we have 

decided to select a 60-element, 500 mW VCSEL array from Vixar operating at a 

wavelength of 850 nm. The 850 nm wavelength was chosen because it is invisible 

to the human eye and matches the peak responsivity of inexpensive and widely 

available silicon photodetectors. This device meets our requirements for bandwidth 

and power; however, it also necessitates a driver that can deliver up to 1 A of 

current.  Commercially available laser drivers from companies like Texas 
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Instruments and Analog Devices operating at gigabit-per-second speeds are 

currently only offered with maximum-current ratings of a few hundred milliwatts, 

so a custom driver must be designed. Figure 1(a) shows a zoomed view of the Vixar 

VCSEL array and Figure 1(b) show the LIV curve of that device. The red dashed 

lines in Figure 1(b) indicate the drive current that can be sourced using one or more 

branches of the distributed current driver deigned for the VCSEL array. This driver 

design implements three parallel current paths that are then combined before 

passing through the VCSEL array. Each current path is capable of sourcing 300 

mA, so therefore it is necessary to use all three branches when driving the array. 

The VCSEL array drive current is split across multiple transistors to ensure that the 

capacitance of each driving transistor is not excessively large. 

 

 

(a)  
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(b) 

Figure 4.1: 850 nm VCSEL array light source – (a) image of the 60-element VCSEL 

array device, (b) VCSEL IV curve showing various regions of operation  

 

Much like the VCSEL array, the design of the laser driver needs to strike a 

balance between the size of the transistors used in the driver and the bandwidth of 

those devices. To the best of our knowledge, there are no commercially available 

transistors that are capable of sourcing 1 A of current with a bandwidth range of 

direct current to 1 GHz. As a result, we will need to distribute the current load 

between several transistors in parallel. This distributed design will allow us to scale 

up the total current drawn through the VCSEL array without sacrificing bandwidth. 

For the device selection, we will again leverage technology designed for the 
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telecom industry. The challenges inherent in the design of telecom transmitters are 

very similar to the challenges that we face now.   

 Enhanced-mode, pseudomorphic, high-electron-mobility transistors (E-

pHEMT) have been widely adopted for wireless driver applications due to their 

high-linearity, high-drain currents, and large bandwidths. However, E-pHEMTs 

also typically have large gate capacitances.  Driving a large capacitance at high 

speeds becomes problematic because it is more difficult to match the impedance of 

a large capacitor to the 50 Ω signal source at high frequencies. This is because the 

capacitor will present a small impedance in parallel with any matching elements 

that are used, which will result in a total impedance of less than 50 Ω. In RF designs, 

this problem is solved using a narrow-band resonate-matching network that can be 

tuned to a desired transmission frequency. However, this technique eliminates the 

possibility of using lower frequency components, and is therefore unsuitable for 

OOK modulation schemes, which are typically used in optical communication 

systems. The goal for this project was to achieve a wideband match that extends 

from direct current to the highest frequency possible. To accomplish this goal, we 

restricted ourselves to an E-pHEMT with a smaller gate capacitance and placed a 

50 Ω resistor between the transistor gate and ground. This arrangement resulted in 

an excellent match at low frequencies. As the input frequency increased, the output 

signal strength gradually deteriorated as the load impedance dropped below 50 Ω. 

After a transistor with an appropriate bandwidth was selected, the current 
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requirement for the VCSEL array driver was met by placing three of the selected 

transistors in parallel. Table 1 summarizes the capacitance and maximum drain 

currents for three of the E-pHEMTs devices that were considered. 

 

 

 

To evaluate the bandwidth of each of these devices listed above, the S11 

parameters for each transistor were simulated using Advanced Design System 

(ADS) simulation software. The results for those simulations are shown below in 

Figure 2. For the purpose of evaluating each transistor, the useable device 

bandwidth was defined as the -10 dB crossing point, at which point 10% of the total 

power is reflected. Above the -10 dB crossing point signal strength declines rapidly. 

The goal set forth in this paper is to achieve a gigabit-per-second free-space link, 

which requires a modulation bandwidth of 500 MHz using an OOK modulation 

scheme. It is clear from Figure 2 that the most appropriate transistor is an ATF- 

 

 

 

TABLE 4.1: E-PHEMT DEVICE SUMMARY  

 Device  Capacitance @ 1 GHz Maximum Drain Current 

ATF- 511P8               15.02 pF             1000 mA 

ATF-531P8               3.82 pF             300 mA 

ATF-55143               0.85 pF             100 mA 
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                      (a)                                       (b)                                        (c)  

 

Figure 4.2:  S11 simulations of E-pHEMT devices – (a) ATF-511P8, (b) 

ATF531P8, (c) ATF-55143  

 

531P8 with a modulation bandwidth of 590 MHz and a maximum drain current of 

300 mA. A VCSEL array driver employing three ATF-531P8 transistors in parallel  

could achieve a current swing of 900 mA, thereby maximizing the modulation 

depth of the 500 mW Vixar array. 

 Another aspect related to the transmitter design that needs to be considered 

is the combined gate capacitance between the three driving transistors. If each of 

the three ATF-531P8 transistors is not buffered, their combined gate capacitance 

will improve linearly, creating a severe bandwidth limitation. To avoid this 

problem, each of the driving transistors was paired with a smaller buffer amplifier. 

The primary requirement for the buffer in this design is that it the amplifier must 

be exactly 50 Ω. Additionally, the bandwidth of the buffer amplifier must match or 

exceed that of the driving transistor. The buffers that we selected for this design are 

simple Darlington pair amplifiers.  
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 In summary, our VCSEL array driver design consists of three current 

branches with each current branch driven by a 300 mA ATF-531P8 E-pHEMT 

transistor. At the input of each E-pHEMT transistor, a passive RF matching 

network is designed to ensure that there is a 50 Ω impedance match from direct 

current to 1 GHz. Each ATF-531P8 transistor is buffered by a Darlington pair 

amplifier to reduce the overall capacitance seen at the input of the driver. A 50 Ω 

three-way power divider is also placed at the driver’s input to eliminate any 

impedance mismatch caused by the splitting of the input signal between the three 

current branches. A schematic showing the design described above is shown in 

Figure 3(a). The PCB designed for the FSO transmitter also has four large drill 

holes so that an aspheric collimating lens from Thor Labs can easily be fitted to the 

VCSEL array. Figure 3(b) shows the fabricated transmitter PBCs with and without 

a collimating lens attached. Table 3 lists the components used in the VCSEL array 

transmitter.  
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(a) 

 

(b) 

Figure 4.3: VCSEL array transmitter – (a) schematic of distributed current VCSEL 

array driver, (b) fabricated transmitter PCB with and without a collimation lens 

mounted 
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4.2.2 FSO Link Receiver 

The effective design of a high sensitivity optical receiver is critical to the 

success of any FSO network. Optical power densities on the receiving end of a free-

space channel are always a concern when designing optical links, so we have 

chosen to use avalanche photodiodes (APDs) in our design. APDs are advantageous 

in applications that require high-sensitivity detectors due to their large intrinsic 

gain. The analog front end of our receiver will consist of a standard data path, 

including a transimpedance amplifier (TIA), linear operational amplifiers (op-

amps), a saturating limiting amplifier, and a clock-data recovery circuit (CDR). 

When the initial design for the receiver was created, the exact requirements for 

amplification on the receiving end were unknown, so the receiver PCB design was 

left as modular as possible. The receiver PCB was split into three main blocks that 

are each terminated by a SMA connector. These three blocks can be connected in 

any order using SMA cables. Block 1 will consist of a high-voltage DC-DC 

converter that provides a bias voltage to the APD, the APD itself, and a TIA to 

TABLE 4.2: VCSEL ARRAY TRANSMITTER COMPONENTS 

Schematic Symbol Description of FSO Transmitter Components Part Number 

D1 VCSEL Array 850M-0000-KP03 

L1,L2,L3 RF Choke TCCH-80 

Q1,Q2,Q3 E-pHEMT ATF-531P8 

Q4,Q5,Q6 Darlington Pair MAR-6SM 

PD Power Divider SYPS-3-142W 
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convert the photocurrent into a voltage.  Block 2 consists of two linear op-amps 

with a total combined gain of 100X. The final block combines the limiting amplifier 

and the CDR. When connected in series, these functional blocks operate as a highly 

sensitive optical receiver.  However, if the gain in the system is too large, Block 2 

can be bypassed to reduce gain.  Figure 4(a) shows a schematic of the FSO receiver 

described above and the fabricated PCB is shown in Figure 4(b). Table 2 lists the 

components that were selected for each function. 

 

(a) 

 

(b) 

Figure 4.4: High-sensitivity optical receiver – (a) block diagram detailing optical 

receiver data path, (b) optical receiver PCB shown with functional block on the 

front of the board and an APD mounted to the back of the board 
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4.3 FSO Link Evaluation 

 
In this section, the FSO transmitter and receiver pair that are described in this 

paper are evaluated in terms of bandwidth, range, and angular tolerance. In each 

evaluation, a bit error rate testing (BERT) scope will be used to generate data in the 

form of a pseudo-random bit sequence (PRBS). The PRBS signal is then fed as an 

input to the VCSEL array FSO transmitter and converted into an optical signal that 

is transmitted across the FSO channel. On the other end of the FSO channel, the 

optical signal is recovered by our receiver and converted back into an electrical 

signal, which is then passed back to the BERT scope. The BERT scope compares 

the recovered signal with the original signal and calculates a bit error rate (BER) 

value. A block diagram detailing this process is shown is Figure 5(a). 

   

TABLE 4.3 
OPTICAL RECEIVER COMPONENTS 

Schematic Symbol 
Description of FSO Receiver 

Components 
                  Part Number 

D1 Photodiode S12023-10 

U1 

U2 

Transimpedance Amplifier 

Linear Amplifier 

HMC799 

LTC6401 

U3 Limiting Amplifier HMC914 

CDR Clock-Data Recovery Circuit ADN2813 
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                          (a)                                (b)                                      (c)  

 
Figure 4.5:  FSO channel test configuration – (a) block diagram detailing the 

components used in the test configuration, (b) diagram showing the FSO test 

parameters, (c) a photo of the experimental setup showing the 50 cm optical rail 

mounted orthogonally to the 3 m optical rail 

 

The VCSEL array transmitter in this system is mounted to a horizontally 

positioned optical rail.  The optical receiver is mounted to a second 50 cm optical 

rail that is positioned perpendicular to the first rail at a distance of 3 m from the 

transmitter. For the sake of continuity, positions on the larger rail will be referred 

to as vertical positions and positions on the smaller rail will be referred to as lateral 

positions, as illustrated in Figure 5(b). Additionally, the receiver is also mounted to 

a rotational stage, which can be used to change the incident angle of the transmitted 

beam with respect to the receiver PCB. In this experimental setup, three degrees of 

freedom are used to realistically model how a user might move within a FSO 

communications femtocell. A photo showing the implementation of this 

experimental setup is shown in Figure 5(c). In the subsequent system evaluations, 

the vertical distance will be fixed to 3 m to roughly mimic the  
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                      (a)                                     (b)                                          (c)  

 

Figure 4.6:  FSO system BER measurements collected at a distance of 3 m – (a) 

BER as a function of lateral motion, (b) BER as a function incident angle with 

respect to the optical receiver, (c) BER as a function of data throughput 

 

distance between the ceiling and floor in a standard office environment.  Unless 

otherwise stated, binary OOK symbols are used as the default modulation format.   

Although the BER requirements of various data systems can vary widely, a 

value of 10-4 is used as a benchmark in this paper. When the BER rate in a 

communications system drops below 10-4, common forward error correction (FEC) 

codes, such as Reed-Solomon codes, can be applied to the data to dramatically 

lower the BER. For example, the Reed-Solomon code RS(255, 247) can reduce the 

BER in a system from 10-4 to 10-8 with an efficiency of 96.8%. However, if the 

BER in a system is greater than 10-3, FEC codes will have little or no effect on the 

system’s performance. 

 

 

 



101 

 

4.3.1 Lateral Motion Tolerance 

Due to the highly directional nature of FSO transmissions, it is necessary to 

align the optical receiver such that it is located within a cone of light projected from 

the transmitter. As the solid angle of the transmitted light cone increases, the system 

becomes more tolerant to lateral movement within the FSO cell. However, if the 

solid angle of the projected light cone becomes too large, the optical power density 

within the light cone will drop below the detection threshold and the wireless 

connection will be lost. This tradeoff between mobility and signal strength is 

fundamental to all FSO systems and must be balanced to suit the needs of potential 

users. In our FSO system, the optical transmitter that we have designed maximizes 

both power output and bandwidth using a 60-element array of high-speed VCSEL 

diodes. This configuration allows for gigabit-per-second data rates while still 

providing limited mobility. 

Using the experimental setup described above, BER measurements were 

collected at various lateral positions 3 m away from our FSO transmitter and 

plotted in Figure 6(a).  The data rate for those measurements was set to 1.25 Gb/s. 

Applying our BER benchmark of 10-4, we defined the useful light spot diameter 

to be approximately 11 cm. Although user mobility is still highly limited in this 

configuration, the optical spot size is still quite large when compared to FSO 

communications systems with similar throughputs.   
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Optical transmission at 1.25 Gb/s has been demonstrated using a three-

channel red/green/blue WDM LED luminary; however, the transmission distance 

was limited to just 10 cm and was strictly point-to-point LOS with no tolerance 

for lateral motion [130]. Similarly, high-speed laser transmitters based on single 

VCSEL devices have been reported [131]. However, with power outputs of <2 

mW, these transmitters require precise collimation and a receiver-side focusing 

lens to achieve sufficiently high optical power densities. Point-to-point LOS 

systems are difficult to implement in realistic working environments and are 

therefore disadvantageous for indoor FSO communications systems. The VCSEL 

array transmitter presented in this paper does not require careful alignment with 

an optical receiver and therefore provides a level of flexibility that is necessary 

for commercial systems. Mobility in future version of this design will be further 

increased by implementing a beam steering system that is capable of tracking 

users. 

 

4.3.2 Angular Motion Tolerance 

In addition to variations in lateral positions, it is also important to consider 

variations in the incident angle of the transmitted beam relative to the optical 

receiver. As users move through a work space, they will naturally alter the angle 

of their receiver with respect to a transmitting light source. These variations have 



103 

 

a significant impact on the amount of received optical power. In Figure 6(b) the 

relationship between BER and incident angle is plotted for a data rate of 1.25 Gb/s 

at a range of 3 m. In the plot, the BER remains at a level of 10-10 for angles less 

than 17 degrees. This result is expected because there is no optical component 

placed in front of the receiving photodiode, such as a lens. Therefore, changes in 

the incident angle have very little effect on the performance of the system. 

However, the photodiode is packaged in a housing where it is recessed slightly. 

When the incident angle exceeds 17 degrees, the packaging begins to shadow the 

photodiode and the BER increases. The angular tolerance in our system could 

easily be further improved by simply redesigning the photodiode housing so that 

the diode is flush with the surface of its package. 

In our FSO communications system, the fact that there are no optical 

components concentrating light onto the receiver is very important. Optical 

concentrators, such as lenses and parabolic reflectors, can be powerful tools when 

it is necessary to increase power density; however, the penalty for using an optical 

concentrator is a reduction in the receiver’s viewing angle and therefore a 

reduction in angular tolerance. The reduction in viewing angle is directly 

proportional to the concentration gain factor provided by the concentrating 

element. In point-to-point FSO systems, a single lens with an arbitrarily large 

diameter can be used to focus light down to a diffraction-limited spot size 

assuming the transmitted beam is monochromatic. Doing so, however, reduces 
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the viewing angle of the receiver down to a fraction of a degree, necessitating that 

the receiver be oriented in the exact direction of the transmitter. This configuration 

is simply not feasible in a scenario in which the exact position and orientation of 

the transmitter and receiver are not known to both components. Even if it is 

assumed that such information did exist, each component would require an 

additional mechanical stage that could align the two halves of the link. 

In contrast, our design eliminates these issues by providing 500 mW of 

average output power. On the receiver side, the avalanche gain factor provided by 

the APD further reduces the need for an optical concentrator. By avoiding the use 

of a receiver-side optical concentrator completely, an angular tolerance of 27 

degrees was achieved. 

 

4.3.3 Data Throughput Evaluation 

Defining the relationship between BER and data rate is critical when 

evaluating the performance of a communications system. In the two previous 

evaluations, the data rate was fixed to 1.25 Gb/s and the BER rate was measured 

as a function of special parameters. In this evaluation, the receiver is placed 3 m 

away from the transmitter and the BER is measured as a function of data rate. The 

receiver is also placed on the optical axis and oriented incident normal to the 

transmitted beam. The results of this evaluation are plotted in Figure 6(c).  For 
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data rates less than 1.2 Gb/s, the optical transmissions are error free. Between 1.2 

Gb/s and 1.3 Gb/s the BER begins to increase rapidly, but then levels off. A 

maximum data rate of 1.45 Gb/s is achieved while still maintaining a BER below 

10-4. Eye diagrams showing recovered optical signals at data rates of 1 Gb/s, 1.2 

Gb/s, and 1.45 Gb/s are shown in Figure 7. 

  When compared to commercially available single VCSEL diode 

transmitters, the data rates presented in this paper are highly competitive. For 

example, Finisar currently markets a 2.5 Gb/s VCSEL device with a power output 

of 2 mW. This device is 1.7 times faster than our VCSEL array transmitter but 

produces 250 times less power. Although there is a slight bandwidth penalty when 

using a VCSEL array, the increase in power output far exceeds the reduction in 

bandwidth.  From an FSO system design perspective, the VCSEL array device is 

clearly superior. 

 

 

                     (a)                                         (b)                                         (c)  

 

Figure 4.7:  Eye diagrams showing FSO signals recovered over a 3 m optical 

channel – (a) 1 Gb/s, (b) 1.25 Gb/s, (c) 1.45 Gb/s  
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4.3.4 PAM4 Modulation Symbols 

In addition to OOK modulation, a higher-order PAM4 modulation scheme was 

also considered.  PAM4 signals contain twice as much information as OOK signals 

but require three times the SNR. Due to the high output power of our VCSEL array 

transmitter, the SNR of the recovered optical signal 3 m away from the transmitter 

still has a sufficiently high SNR to support PAM4 signals. Therefore, a PAM4 

modulation scheme might be one way in which bandwidth in our FSO 

communications system could be increased. 

As a proof of concept, PAM4 signals were transmitted across 3 m of free space 

using the experimental setup described in this section. The PRBS PAM4 data 

signals that were used for this demonstration were generated in Matlab and then 

exported to an arbitrary waveform generator (AWG). The AWG was then used to 

drive our VCSEL array transmitter. On the receiver end, the recovered PAM4 

signal was captured using an oscilloscope. The results of this demonstration are 

shown in Figure 8(a) and 8(b) at data rates of 1 Gb/s and 2 Gb/s respectively.  At a 

rate of 1 Gb/s, each of the four signal levels are clearly distinguishable; however, 

when the data rate increases to 2 Gb/s the signal quality deteriorates significantly. 

This proof of concept demonstrates that the linearity of our VCSEL array 

transmitter is adequate for higher-order modulation schemes, although more work 

is required to fully utilize the potential of the PAM4 format. 
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(a)  

 

(b) 

Figure 4.8: Eye diagrams showing PAM4 signals recovered over a 3 m optical 

channel – (a) 1 Gb/s, (b) 2 Gb/s 
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4.4 Summary 

In this chapter, an FSO communication system consisting of a high-power 

VCSEL array transmitter and a high-sensitivity receiver was presented. This 850 

nm VCSEL array transmitter has a maximum throughput of 1.45 Gb/s using an 

OOK modulation scheme and is based on a novel distributed-current laser driver 

design utilizing E-pHEMT transistors. The transmitter delivers 500 mW of 

average optical power and can cover an area of approximately 1 m2 at a distance 

of 3 m while still maintaining a BER <10-4. The high-sensitivity optical receiver 

does not require light-concentrating optics and can tolerate angular variations up 

to 27 degrees.  In addition to OOK, a PAM4 modulation scheme was also 

demonstrated. This FSO communications system offers an effective and scalable 

solution to the limited bandwidth available in traditional RF networks.    
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CHAPTER 5. CONCLUSIONS  

 

 
Currently, overcrowding in the radio frequency spectrum is limiting data 

throughput capacity in short-range wireless networks like WiFi. Indoor free-space 

optical communication links offer a possible solution to this problem as an 

augmentation to or replacement for traditional WiFi links.  Wireless links utilizing 

optical frequencies have attracted significant attention due to their large bandwidth 

potentials and line-of-sight nature. Optical frequencies represent hundreds of 

terahertz of unregulated spectrum, and therefore hold tremendous potential. 

Additionally, optical frequencies are highly directional by nature and do not 

penetrate through walls. The latter property creates a physical layer of protection 

against individuals who may wish to intercept or corrupt data transmissions. 

Although the line-of-sight property of optical transmissions improves security, it 

also poses a challenge for mobility. Mobility is central to any wireless network and 

represents a main advantage that wireless networks have over wireline connections. 

As such, any free-space optical network will need to thoroughly address the 

question of mobility in its design. In this dissertation, several scalable free-space 

optical communications systems were presented and analyzed in detail. 

Additionally, the question of mobility was address in the context of each system, 

with emphasis on the fundamental tradeoff between bandwidth and mobility. 
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The first system that we proposed was designed to deliver a cost-effective free-

space optical network solution that could be quickly deployed into an office 

environment with very little retrofitting involved. This system utilized low-cost 

infrared LEDs and took a hybrid optical and radio frequency approach to ensuring 

mobility. The optical half of the network only provided a downlink to end users, 

while the uplink and mobility protocol were both handled using a WiFi network. 

This compromise allowed the optical portion of the network to take over the 

majority of the data throughput functions, while ensuring a constant wireless 

connection was maintained, even when users moved between optical cells. A 

network protocol was also developed for this system, which encapsulated all the 

network functions. Although this system was highly functional, data rates were 

restricted to 50 Mb/s. 

The second proposed system presented in this dissertation was focused on 

laser-based optical transmitters and examined the use of overlapping optical 

femtocells and attocells. In this system, the diverse needs of potential users were 

addressed through the creation of two parallel optical cells occupying the same 

space. First, a femtocell based on a 980 nm side-emitting Fabry-Perot laser diode 

was presented with a bandwidth of 100 Mb/s and a cell diameter of 60 cm.  Second, 

an attocell based on an 850 nm VCSEL diode was presented with a bandwidth of 

1.5 Gb/s and a cell diameter of 1 cm. Each cell was designed to meet the specific 

bandwidth and mobility needs of users seeking access to a wireless connection. 
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Interference between the two links was addressed using a combination of optical 

and frequency filtering. An optical bandpass filter was placed in front of the attocell 

link to ensure that light from the femtocell was filtered out. In the femtocell link, a 

large-area photodiode was used but proved incapable of sensing the high-speed 

attocell signal. Together, these two strategies allow both links to operate 

simultaneously in the same space without interference. Our dual-channel femtocell 

and attocell link highlights that specific tradeoff that must be considered between 

bandwidth and mobility in any optical communication system.   

The final system proposed in this dissertation examined the use of an arrayed 

light source as a means of achieving both high power output and high bandwidth. 

Specifically, we evaluated a 60-element, 500 mW, 850 nm VCSEL array. Due to 

the parallel wiring of the array, the device required currents of up to 1 A, making 

the device difficult to drive. To overcome this challenge, a distributed-current laser 

driver was designed and fabricated to deliver 1 A of current at gigabit-per-second 

speeds. With our custom-built laser diver and VCSEL array, we were able to create 

a 1.25 Gb/s optical femtocell with a diameter of 12 cm. Although this link does not 

provide a high level of mobility on its own, it does reduce the precision of alignment 

that is required when compared to the attocell link presented in chapter three.  In 

future versions of the system, the transmitter will be paired with a beam steering 

device that will direct the optical link in the direction of a user. If extremely high 

precision is required to maintain the link, the system reliability will be low.  
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Therefore, reducing the need for precision alignment is a key step toward high-

mobility, gigabit-per-second optical links.  

In summary, the body of work presented in this dissertation represents an in-

depth investigation into the potential of indoor free-space optical networks. We 

have presented several optical link prototype systems that are individually 

optimized for cost, mobility, and bandwidth.  Each of the systems described in this 

dissertation are analyzed in terms of range, throughput, and bit error rate. 

Additionally, we have provided a network-level framework in which hybrid or 

standalone optical networks can operate. Our investigation has found that free-

space optical networks offer a viable and attractive alternative to traditional radio-

frequency networks. It is clear that as congestion in the radio-frequency band of the 

electromagnetic spectrum increases, optical transceivers will play a greater role in 

wireless networks.  For enterprises concerned in maintaining a competitive edge in 

wireless network technology, future investment and development in the field of 

free-space optical communications is critical. 
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