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Organic semiconductors are used in a wide variety of applications including transis-

tors, solar cells, and light emitting diodes. These materials are solution-processable,

low cost, and tunable. Many successful organic optoelectronic materials utilize

blends of several types of molecules (such as donors and acceptors) in order to

promote charge generation. As blends are an inherently heterogeneous system,

nanoscale morphology plays a critical role to determine the optoelectronic prop-

erties of the blend. The work presented in this dissertation aims to develop novel

methods of probing the local nanoenvironment in organic semiconductors as well

as establish the relations between the nanoscale environment of the molecules and

their photophysics.

First, several experiments were performed via single molecule fluorescence mi-

croscopy to study energy transfer (FRET) and photo-oxidation in blends contain-



ing donor and acceptor molecules. Donor molecules were imaged with increasing

acceptor molecule concentration to determine the change in their photophysical

properties due to acceptor-modified morphology and donor-acceptor energy trans-

fer. As the concentration of acceptor molecules reaches a critical concentration such

that the average donor-acceptor distance is below the FRET radius, fluorescence

of donor molecules is quenched. This enables single-molecule-level microscopy at

relatively high donor concentrations, thus creating a new super-resolution tool to

image donor molecules in a modified local environment. As the concentration of ac-

ceptors increased, the number of photons a donor emits over its lifetime decreased,

and fluorescence intermittency increased. These observations were quantified us-

ing statistical analysis and complementary cumulative distribution functions. The

findings were attributed to the acceptor-modified morphology which reduced the

donor molecule protection from photo-oxidation reactions; however, the presence

of the acceptors also enhanced the reversibility of the photo-oxidation process by

quenching the highly reactive singlet oxygen. Such reversibility is important for

organic semiconductors as their photodegradation is one of the key drawbacks for

applications.

Next, molecular packing and photostability changes are presented as a func-

tion of different host matrices and different molecular side groups, again via single

molecule fluorescence spectroscopy. Molecules embedded in a crystalline organic

semiconductor host matrix exhibited higher photostability than a polymer ma-

trix. In addition, larger side groups lead to higher photostability, indicating the

larger side groups provide better protection from reactions with oxygen. Orienta-



tional constraints for guest molecules in a crystalline host were also observed and

quantified.

Lastly, a novel method to study photoinduced charge transfer between or-

ganic semiconductors utilizing optical tweezers is presented. A silica microsphere

is coated with an organic semiconductor (e.g. donor) film and suspended in a

liquid with varying dielectric permittivity and containing other organic semicon-

ductor molecules (e.g. acceptors). The time-resolved surface charge of this sphere

is measured by trapping the sphere using optical tweezers and applying a sinu-

soidal electric field across the sphere. (Dis)charging dynamics are measurable by

photoexciting the coating of the sphere and observing the dynamics of excitons

by monitoring the photoluminescence of the trapped sphere while simultaneously

measuring surface charge with optical tweezers.
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Chapter 1 Introduction

1.1 Introduction to Organic Semiconductors

While organic semiconductors were first discovered in 1910 with anthacene crys-

tals,9 it was not until electroluminescence was discovered in the 1960s10 that they

were considered for devices. Up until then, inorganic semicondutors, including

silicon and germanium, were replacing vacuum tubes in solid state devices.9 At

first, organic semiconductor current densities were too low, not enough light was

produced, and stability was too poor for devices.9 The improvement of synthesis

and controlled doping in the 1970s11 improved these materials for devices. Over

the past decade, the development of material design, fabrication, and processing

have led to a better understanding of change transport and more efficient devices.12

Mobilities in organic transistors alone have improved by two orders of magnitude

in the past ten years.12,13

Today, organic semiconductors (both low molecular weight, or small molecule,

and polymers) are used in a wide variety of applications ranging from transistors

(both thin film and field effect) to photovoltaics (OPVs) to light emitting diodes

(OLEDs).9 There are many benefits to organics including their low cost, flexibility,

and tunable properties. They are also solution processable.12 Applications that
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rely on charge carrier photogeneration, such as solar cells, utilize composites (or

blends) to improve charge carrier mobilities and reduce trap densities. These

blends are composed of donor (D) and acceptor (A) molecules that can transfer

photoinduced electrons from D to A at the junction.14

The local nanoenvironment affects charge and energy transfer in devices. In

blends, the addition of another material makes the local nanoenvironment more

complicated. The packing of materials and dielectric properties of the environment

also affects the processes and efficiency of charge transfer. Typically, these prop-

erties are averaged when studied at the macroscopic level. While averaging these

properties helps to characterize these films, in reality, they are heterogeneous. The

ability to study the local nanoenvironment is then crucial to understand the char-

acteristics of the entire film. Studying these materials at the nanoscale enables a

better understanding of the heterogeneity of the local nanoenvironment and how

this heterogeneity affects the properties important for devices.

The focus of this dissertation will be on the properties of small molecule or-

ganic semiconductors studied from the microscopic level to the single molecule

level. Specifically, I investigate the interaction between D and A materials through

single molecule fluorescence spectroscopy and novel optical tweezer techniques. By

understanding the basic physics behind these processes, I aim to contribute to the

expanding knowledge of these materials such that they can be used in efficient and

innovative devices in the future.

This introduction will first discuss properties important to organic semiconduc-
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tors and devices. Then, experimental techniques used throughout this dissertation

will be introduced including single molecule fluorescence spectroscopy and optical

tweezers.

1.2 Optical and Electronic Properties

Optical and electronic properties are important for deciding how organic semicon-

ductors can be utilized in a variety of applications and devices. For example, light

absorption is an important feature for solar cells while emission is important for

OLEDs. Charge photogeneration is important for solar cells while charge transport

is important for all devices.

Many of these properties are dependent on molecular packing, molecular struc-

ture, morphology at interfaces, material defect, applied electric field, and tempera-

ture. All of these properties will be discussed below briefly, but more in depth dis-

cussions of particular properties will be addressed in each of the following chapters.

Chapter 2 focuses on morphology at D/A interfaces, Chapter 3 studies molecular

packing, and Chapter 4 describes a technique to study applied electric field and

D/A blends.
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1.2.1 Absorption and Photoluminescence

Understanding absorption and photoluminescence (PL) are important for both

building devices and experimental decisions made in the next few chapters. Fluo-

rescence and phosphorescence are types of luminescence, which describes the emis-

sion of light from a substance. Fluorescence has a lifetime ∼10 ns where a photon

is emitted during the transition from the first excited state (S1) to the ground state

(S0). Phosphorescence describes the transition from the triplet state (T1) to S0.

Since this is a forbidden transition, the lifetime is much slower than fluorescence

(on the order of microseconds to seconds).15 The absorption and PL of solids is

similar for gas and solution of the same material, but as the material gets more

ordered (ie transitions from gas to solid), the PL becomes red shifted. Absorption

and PL allow us to resolve intramolecular vibrations at room temperature.9

Jablonski diagrams can be used to illustrate the absorption and emission of

light by indicating transitions between different energy levels. It is clear to see

that the energy of emitted light is always less than the energy of absorbed light.15

The maximum absorption or PL provides a good estimate for the energy between

the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular

orbital (LUMO) levels. To get a more exact measurement, HOMO and LUMO lev-

els are measured with differential pulse voltammetry or cyclic voltammetry.14,16,17

One of the advantages of organic semiconductors are that their optical proper-

ties are tunable. By changing the end groups of a particular molecular backbone,
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absorption and PL can be tuned. By making the molecule longer, the optical

properties become red-shifted.

1.2.2 Charge Carrier Photogeneration

Charge carrier photogeneration is important for many optoelectronic applications,

especially for solar cells. Understanding the conditions needed to generate mobile

charge carriers is crucial to building new devices and improving their efficiency.

Some methods for charge carrier photogeneration include band-to-band excitation

or separating a bound exciton (electron-hole pair) that has been created. The

binding energy between two charges is the Coloumb potential V

V =
e2

4πε0εr
(1.1)

where e is the charge of an electron, ε0 is the dielectric permittivity of vacuum,

ε is the dielectric constant of the organic medium, and r is the distance between

the electron and hole. This binding energy must be overcome to create mobile

charge carriers.12

There are many ways to overcome the exciton binding energy. For example, an

electric field can be applied for exciton dissociation. Donor (D) and acceptor (A)

materials can be combined to create a D/A heterojunction. This boundary creates

a driving force from the energy offset between the two materials. As photons
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are absorbed by one material, they create an exciton, which diffuses to the D/A

interface where the exciton can dissociate. With this method, morphology of the

donor and acceptor domains and interfaces are important as well as the molecular

structures of each material.12

1.2.3 Charge Transport in Organic Semiconductors

All devices rely on charge transport and a material’s ability to conduct charges.

Charge carrier mobility quantifies a material’s ability to conduct charge. A mate-

rial’s mobility is dependent on many factors including molecular packing, molec-

ular structure, material defects and concentration, applied electric field strength,

and temperature.12 There are two types of charge carrier transport mechanisms:

band and hopping transport. Band transport occurs in highly purified molecular

crystals leading to high charge carrier mobilites µ of ∼ 1 − 10 cm2/(V s) while

hopping transport occurs in amorphous organic solids leading to mobilities µ of

∼ 10−3 cm2/(V s). Many methods are used to increase charge carrier densities in-

cluding electro-chemical doping, carrier injection from contacts, photogeneration

of carriers, and field-effect doping.9
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1.3 Single Molecule Overview

Single molecule fluorescence spectroscopy (SMFS) is used to study the behavior

of individual molecules and look beyond the ensemble average. SMFS probes a

population of well-spaced (ie greater than the diffraction limit) molecules with a

high signal to noise ratio (SNR). SMFS allows the study of nanoscale molecular

behavior and its nanoscale environment.1

By looking beyond the ensemble average, the distribution of parameters can be

determined for a population of molecules.18 This representation is advantageous

since all molecules are not identical. Each single molecule serves as a local reporter

of its nanoenvironment, which can be influenced by functional groups, atoms,

ions, electrostatic charges,1 polarity, and viscosity.12,19–21 Looking at individual

molecules also allows one to study a particular conformation of a molecule at a

given time22 or study many molecules going through a time-dependent process

without the need to synchronize all molecules to take the measurement. It is also

possible to measure rare intermediate states, orientation of a molecular transition

dipole, and study molecules at the nanoscale.1

SMFS began in 1989 with Kador and Moerner detecting the absorption signal

of a dye molecule.23 Orrit and Bernard then followed in 1990 with fluorescence

excitation, which produced a better signal to noise ratio.24 Betzig performed single

molecule microscopy at room temperature in 1993.22,25 In 2014, Betzig, Hell,

and Moerner were awarded the Nobel Prize in Chemistry “for the development of
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super-resolved fluorescence microscopy” and in particular for developing stimulated

emission depletion (STED) microscopy and for single-molecule microscopy.26

Some applications of SMFS include using fluorescent molecules as labels for

tracking to help understand different biological and physical processes. SMFS

can determine the polarization of single molecules, orientation of molecular tran-

sition dipoles, and conformational changes of biological molecules via Förster Res-

onance Energy Transfer (FRET). Fluorescence lifetime measurements can also be

extracted by probing a sample with short pulses from a modelocked laser where

only one molecule is pumped at a time. It is then possible to measure the time

delays between the pumped photon and emitted photon to get an excited state

lifetime.1

There are important requirements for detection of a single molecule. First of

all, the molecules need to be efficient fluorophores having a large absorption cross

section and quantum yield.18 Molecules must be stable where photobleaching quan-

tum yields are small (ΦB < 10−6) and a high number of photons are emitted over

a molecule’s lifetime (or duration of data collection) where Ntot > 106 photons.12

These requirements restrict the number of guest-host samples that can be studied

via SMFS.18 Therefore, it is exciting to use SMFS as a tool for a particular set of

organic semiconductors at this level.

Chapter 2 explores how the nanoscale environment of blends changes the photo-

physics of organic semiconductor materials using SMFS. Blends are important for

devices when extracting mobile charge carriers, and SMFS allows us to study the
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heterogeneity of these blends at the nanoscale. In this particular study, the change

in the local environment is studied from the added acceptor molecules as well as

the change in distributions of photophysical parameters of the donor molecules.

Chapter 3 investigates how the host matrix and side groups of molecules affects

the orientation and photostability of molecules in a film. Again, these properties

are important for creating more reliable and efficient devices.

1.4 Optical Tweezers Overview

Described over twenty years ago as “the ‘tractor beams’ of today’s technology,”27

optical tweezers are instruments that use a highly focused laser beam to opti-

cally trap micron-sized particles or trap and cool atoms.28 Optical tweezers have

been utilized in many applications including biology, chemistry, engineering, and

physics.29

Recently, an optical tweezer-based technique that enabled measurement of a

surface charge density of microscopic particles suspended in non-polar liquids was

reported, and resolution of a single electron charge e was demonstrated.30 Further

development of this technique led to measurements of single (dis)charging events

on a 1 µm PMMA sphere in the same non-polar liquid (dodecane).31

Experiments measuring the surface charge of microspheres in polar solutions

(dionized water) have also been reported. Pesce, et al. demonstrated the surface

charge polystyrene spheres in water could be measured two different ways. One
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method applied a step-wise electric field (DC) across the trapped sphere while the

other method applied a sinusoidal electric field (AC). They found the method using

an AC electric field was much more accurate (within 3%) while the DC method

was less reliable (within 30%). Once charge of these spheres was determined,

they were used as probes to study local electric fields from arbitrary electrode

geometries.32 They took this method one step further to determine electrophoretic

and dielectrophoretic forces, which are useful in biology and medicine applications

for positioning cells to study.33

I have extended these measurement techniques to trap and measure the sur-

face charge of silica microspheres, coated with organic semiconductor material.

These spheres are suspended in water. Using this technique, I have developed a

novel method to study the (dis)charging of organic semiconductor molecules in

various environments and under different applied electric fields with simultaneous

photoexcitation. These charging events are also monitored by PL detection.

This method is novel for both optical tweezers and studying (dis)charging of

organic semiconductor molecules. These charge measurements have never been

performed on spheres coated with organic semiconductor molecules and charge

measurements are typically performed in non-polar environments (and rarely in

water). For organic semiconductors, this method provides a non-contact technique

to measure (dis)charging dynamics as well. The development of this technique will

be the focus of Chapter 4.
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Chapter 2 Single Molecule Spectroscopy: Energy Transfer and

Photo-oxidation in Blends

2.1 Introduction

2.1.1 Basic Principles of Single Molecule Spectroscopy

To probe a single molecule, the molecule is excited with a light source (usually a

laser) at a resonant wavelength to get electronic transitions. Absorption is then

detected directly or through fluorescence excitation. Here, single molecule fluores-

cence spectroscopy (SMFS) will be utilized. There are two requirements for SMFS.

The first is that only one molecule can be in resonance in the volume probed by

the laser. In other words, if more than one molecule is within a diffraction limited

spot, only one molecule can be probed by the laser at a time. Secondly, there

must be a high SNR. In order to fulfill the first requirement, the molecules need

to be in a very clean host matrix at very low concentrations (∼ 10−10 M). A large

absorption cross section, high photostability (indicated by a large Ntot on the order

of ∼ 106 photons), and having as few molecules in triplet states as possible lead to

a higher SNR.1

A single molecule is probed when it is excited with light hν where h is the Planck
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Figure 2.1: Jablonski energy level diagram for SMFS where S0, S1, and T1 are the
ground state, first excited state, and triplet state respectively. kISC and kT are the
intersystem crossing rate and the triplet decay rate. The molecule is pumped at
hν. Figure from Ref. 1.

constant and ν is the optical frequency of excitation. The molecule absorbs the

photon, creating an electron-hole pair. The electron can then relax from higher

vibrational modes to the first excited singlet electronic state S1. When the electron

and hole recombine, the molecules emits a photon between the S1 to S0 (ground

state) tranisition. Occasionally, some electrons transition to the triplet state T1 as

an intermediate step before transitioning back to the ground state (see Fig. 2.1).

This process is known as intersystem crossing (ISC). During the relaxation step,

there is a redshift between the absorption and emission bands due to an energy

loss. This redshift is known as the Stokes shift. The probability that a single

molecule absorbs a photon from the laser is proportional to σp
A

where σp is the

effective absorption cross section of the molecule and A is the cross section of the

laser beam.1

ISC can limit single molecule studies with saturation by creating a bottleneck
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when emission and absorption stop because charges are stuck in the triplet state.34

Photobleaching can also limit single molecule studies. Photobleaching is a photo-

chemical process that causes molecules to stop absorbing or emitting photons at a

particular excitation wavelength because the fluorophore oxidizes.1 For example,

when acenes oxidize, a new species is formed called an endoperoxide (EPO). In

some cases, this photooxidation is reversible.35 This interaction will be discussed

in greater detail in Chapters 2 and 3.

In SMFS, the only signal that matters is the fluorescence from the molecule;

other photons detected are considered part of the “background.” Background sig-

nals come from residual fluorescence from optics or the laser. The sample also

provides background signals from scattering off the sample itself and redshifted

photons from other impurities. Noise is due to Poisson statistics of detected pho-

tons, or detector dark counts. Filters are used as a technique to lessen the back-

ground.1 There are other techniques as well depending on the detection method

used.

2.1.2 Types of Detection

There are two types of detectors for single molecule experiments: single-element

detectors for a confocal microscope configuration and two-dimensional array detec-

tors for a wide-field microscope configuration. The first single-element detectors

were microchannel plate photomultiplier tubes (PMTs). For example, they have
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been used to observe dyed single molecules in a laser focus.36 PMTs have good

temporal resolution, low dark current, and a large detection area. Unfortunately,

PMTs have low quantum efficiencies for visible light and the electronics used with

PMTs must have low noise levels.1

Another type of single-element detector is a single photon avalanche photodiode

(SPAD). Both SPADs and PMTs have a low operating voltage and good temporal

response. However, SPADs are better than PMTs because they have low dark

counts and a much higher quantum efficiency. While SPADs have many advantages

over PMTs, they are expensive. They also have a large “dead time” between

counts, limiting their maximum count rate.1

A two-dimensional array uses a camera, such as a charge coupled device (CCD)

detector array, to detect fluorescence. The human eye, if well adjusted to the dark,

can also detect fluorescence through a microscope.1 The following single molecule

chapters use an electron multiplying CCD (EMCCD) to detect single molecules.

While data collection is much faster (ie scanning is not needed over the entire

sample), a longer integration time is needed to collect more photons and improve

SNR.

2.1.3 Historical Experiments

Early experiments began in 1989 starting with the detection of the absorption

signal of a single molecule. A year later, it was shown that it is possible to de-
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tect fluorescence excitation of a single molecule. The first two single molecule

experiments will be discussed in greater detail.

In 1989, W. E. Moerner and L. Kador published the first single molecule paper

entitled “Optical Detection and Spectroscopy of Single Molecules in a Solid.” They

observed the optical absorption spectrum of single dopant molecules of pentacene

in a p-Terphenyl host at liquid Helium temperatures of 1.6 K. They used samples

with concentrations of 1×10−6 to 2×10−7 mol/mol with a thickness of 100 to 200

µm per sample. They were able to measure the statistical fine structure with laser

frequency modulation spectroscopy on a frequency scale less than the modulating

frequency. It was difficult to detect a signal from a single molecule due to Rayleigh

scattering and Raman background signals from the host matrix. To overcome this

noise, they used two methods of frequency modulation including the Stark double

modulation (FMS) and ultrasound double modulation (FMUS).23

M. Orrit and J. Bernard published “Single Pentacene Molecules Detected by

Fluorescence Excitation in a p-Terphenyl Crystal” a year after Moerner and Kador.

Orrit and Bernard used fluorescence excitation to probe the same single molecules

as Moerner and Kador for the first time by measuring the emitted intensity of

a single molecule as a function of excitation frequency. In order to get the best

signal, they used a large absorption cross section and the rate of emitted photons

detected was also larger than the dark count of the detector.24
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2.1.4 Motivation and Organization for this Chapter

As discussed in the introduction, blends are important for optoelectronic applica-

tions. As nanoscale morphology influences charge and energy transfer in devices,

an important consideration for organic semiconductor blends is how the nanoscale

morphology evolves as molecules of other types (such as acceptors) are added to

the blend. To study the evolution of the formation of bulk heterojunctions (BHJs)

or in BHJs with different compositions, we gradually add acceptor molecules to

donor samples in a polymer host matrix (PMMA) and monitor changes in the

photophysics of the donor molecules. SMFS is used to establish how the nanoscale

environment in a polymer matrix evolves with addition of acceptor molecules and

how the presence of acceptors influences interactions of the donor with oxygen.

This interaction results in photodegredation and its reversal.

In the following chapter, materials and sample preparation will be discussed

for both single molecule and supporting bulk experiments. Experimental setups

will then be explained as well as data processing. Results from bulk and single

molecule experiments will be presented as well as a discussion of results. Lastly,

direction for future work will be discussed.
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       Pn-TCHS-F8        IF-TIPS 

Figure 2.2: Molecular structures of Pn-TCHS-F8 and IF-TIPS.

2.2 Materials and Sample Preparation

We study a donor/acceptor (D/A) system at the single molecule level where Pn-

TCHS-F8 acts as a donor with either PCBM or IF-TIPS as an acceptor as shown in

Fig. 2.2. Both donor and acceptor molecules were incorporated in PMMA. These

molecules were inspired by previous work done with these materials in organic

donor-acceptor BHJ devices.6,8

The Pn-R-F8 derivatives in PMMA at ultra-low concentrations have been stud-

ied at the single molecule level using SMFS and shown to exhibit high fluorescence

QY (∼ 0.7−0.8, depending on the side group R) and considerably higher photosta-

bility than the non-fluorinated functionalized Pn derivatives (such as Pn-TIPS).3

As shown in the next chapter, the Pn derivatives with the bulkiest TCHS side

group have demonstrated the highest photostability in air (ΦB ∼ 10−6, which is

the probability of photobleaching upon absorption of a photon). This demonstrates
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how these side groups play a protective role against reactions with oxygen. The

protection also depends on the local nanoenvironment, and will be explored in this

chapter.

The IF and PCBM derivatives have been chosen as acceptors because they have

been used as acceptors and/or electron transporting materials in a wide variety of

organic (opto)electronic devices due to their low LUMO energies (Fig. 2.3).6,12,37–40

They also have very low fluorescence QYs due to efficient non-radiative emission.

This allows for high concentrations of these molecules in PMMA without raising

the fluorescence background at 633 nm excitation used in our experiments that

efficiently excite Pn-TCHS-F8. The IF-TIPS acceptor was the main acceptor of

choice. Detailed studies of samples with high PCBM concentrations were not

carried out to minimize effects of Pn-fullerene reactions during the sample prepa-

ration.41 Experiments were carried out at low PCBM concentrations and selected

experiments at high concentrations revealed trends similar to those with IF-TIPS

acceptors.

2.2.1 Single Molecule Sample Preparation

We looked at a variety of sample types at the single molecule level including (i)

donor only (plain) samples of varying concentrations, (ii) single molecule donor

samples with varying concentrations of added acceptor (4 to 20 nm average spac-

ings), and (iii) average acceptor spacings of 5 nm with added donor molecules
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Figure 2.3: HOMO/LUMO energy levels of the donor (Pn-TCHS-F8) and acceptor
(IF-TIPS and PCBM) molecules under study.

of varying concentrations (1x to 1000x) as illustrated in Fig. 2.4. All films were

spin-cast, and all materials were guest molecules in a PMMA host matrix. The

baseline concentration of the donor (Pn-TCHS-F8) was 3.44× 10−10 M . All other

donor concentrations were multiples of the original concentration. Average spacing

between acceptor molecules R were calculated from

V =
M

NAρmf
(2.1)

where V is the average volume per molecule, M is the molar mass of the host

matrix (PMMA), NA is Avogadro‘s number, ρm is the mass density of the host,

and f is the molar fraction of guest to host. Assuming spherical molecules, the

volume per molecule is 4πr3/3, and the average spacing between molecules R is

2r.7

Samples for single molecule imaging were prepared in a 1% wt/wt solution of



20

 
Add Acceptor Add Donor 

Acceptor 

(IF-TIPS or 

PCBM) 

Donor 

(Pn-TCHS-F8) 

Figure 2.4: Left: Sample where acceptor concentration changes and donor concen-
tration is fixed. Right: Sample where acceptor concentration is held constant, but
donor concentration changes. Blue circles indicate donor molecules (Pn-TCHS-F8)
while orange circles represent acceptor molecules (either IF-TIPS or PCBM.)

PMMA (75,000 m.w., Polysciences, Inc.) in toluene with a fluorophore (Pn-TCHS-

F8) concentration of a multiple of 3.44× 10−10 M . Acceptor (IF-TIPS or PCBM

(nano-c [C60]PCBM)) were added to achieve different average spacings between

molecules based on the molar fraction of the chosen acceptor and PMMA.

To minimize the presence of fluorescent contaminants, glass coverslips were

soaked in a detergent and water solution overnight. They were then sonicated

for 40 minutes in the detergent/water solution, rinsed thoroughly in deionized

water, and dried under N2. Cleanliness of coverslip, toluene, PMMA matrix, and

chosen acceptor under the same experimental configuration used for single molecule

imaging was insured before proceeding with spinning samples of interest. All films

were spun at 3000 rpm for 50 seconds from 60 µL of solution.
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2.2.2 Bulk Sample Preparation

Samples similar to the single molecule imaging films were prepared for bulk mea-

surements but at higher Pn-TCHS-F8 concentrations.

Samples for FRET studies were prepared to achieve 3 and 7 nm spacing between

a mixture of the guest molecules PCBM and Pn-TCHS-F8 while in PMMA. The

molar fraction f was calculated for a guest and PMMA host where the guest was

a mixture of equal parts PCBM and Pn-TCHS-F8. Three types of films were

prepared per spacing: (i) Pn-TCHS-F8 only, (ii) PCBM only, and (iii) Pn-TCHS-

F8/PCBM where the same number of molecules were added to ensure similar type

sample morphology.

Samples for bulk photobleaching studies comprise of Pn-TCHS-F8 (donor) with

an added acceptor (ADT-TES-F, PCBM, or IF-TIPS) spaced 5 nm apart in a

PMMA host. As a control, a donor-only sample (Pn-TCHS-F8) was also made.

The 5 nm spacings were calculated using Eq. 2.1. The concentration of Pn-TCHS-

F8 in these sample increased to 3.0 × 10−4 M (compared to 3.44 × 10−10 M of

single molecule experiments) such that the donor-to-acceptor molar ratio is 1.96.

For AFM measurements, five samples were prepared: i) PMMA only, ii) 10x

Pn-TCHS-F8, iii) 100x Pn-TCHS-F8, and iv) and v) were the same as ii) and iii)

with added IF-TIPS spaced 5 nm apart on average. The baseline Pn-TCHS-F8

concentrations are the same as for single molecule preparations.
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2.3 Experimental Set-Up

Single molecule fluorescence imaging of Pn-TCHS-F8 molecules was performed

under circularly polarized 633 nm wide-field illumination using an Olympus IX-71

inverted microscope with a 100x UPlanSApo (NA 1.4) oil objective and an Andor

iXon EMCCD (DU-897) detector as shown in Fig. 2.5. The z633rdc and HQ645LP

Chroma Tech filters were used for imaging. Collection efficiency was determined

by

ηcoll = ηQTangToptTfilt (2.2)

where ηQ is the quantum efficiency of the camera (85% in this case), Tang is

the angular collection factor, Topt is the collection factor through the microscope

optics (62.3%), and Tfilt is the transmission through the dichroic and emission

filter (59%).3,42 For a single dipole emitter lying parallel to the surface of the

cover slip, we estimated Tang to be ∼ 34% using Ref. 43. These values give us an

estimated collection efficiency of 10.6%.

2.4 Data Processing

Videos of tens of molecules imaged in a wide-field configuration are collected for 600

frames with an integration time of 0.1 seconds. When including camera settings,

each frame is 0.16413 seconds. Videos are about 0.5 GB and stored by the Andor
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Figure 2.5: Schematic of single molecule experimental setup. The sample is excited
by 633 nm light while it’s fluorescence is collected by an EMCCD. From Ref. 2.

Solis software. In order to identify each individual fluorophore from the collected

videos, the files are exported as raw data in an ASCII file and sent to a custom

MATLAB script (SMAnalysisV2.m) to find potential fluorophores based on time

traces extracted from the video. Typically, the user sets a background for the

script to run such that about 200 fluorophores are found to ensure all molecules

are identified. The user then chooses acceptable fluorophore time traces from the

200 found by MATLAB where an acceptable time trace is a digital, two level

system as shown in Fig. 2.6. For more details on the custom MATLAB script, see

Ref. 2.
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Figure 2.6: Single molecule fluorescence time traces obtained under a wide-field
633 nm excitation of Pn-TCHS-F8 in PMMA. The two traces above are examples
of “non-blinker,” a molecule that begins “on” and then transitions to “off” without
turning back “on” for the duration of the video.3

.

2.4.1 Ntot Calculations

Photostability can be quantified by measuring the number of photons emitted

over a fluorophore’s lifetime, which is defined as Ntot. The total detected number

of photons per fluorophore is calculated by integrating its time trace (with the

background subtracted) over its lifetime. Histograms of the number of detected

photons N were fit to a single-exponential function (∼ exp(−N/Ntot,det)) to find

the mean number of detected photons Ntot,det. The number of emitted photons

Ntot,em is equivalent to

Ntot,em =
Ntot,det

ηcoll
(2.3)

where ηcoll is the collection efficiency (Eq. 2.2).3 A MATLAB script was written
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to calculate Ntot,det and from there, fits were done in Origin.42

2.4.2 Determining “on” and “off” times

Once fluorophore time traces are chosen for each data set, “on” and “off” times

(the durations a molecule is in a bright and dark state respectively,) are extracted

from each time trace. To separate “on” and “off” times, MATLAB is used to

estimate an initial count threshold. This threshold is determined by

thresholdinitial =
1

2

(
countmax − countmin

)
+ countmin (2.4)

Any counts below that initial threshold are averaged to create a low count

average. The new threshold is placed three standard deviations above the low

count average. While this method is used extensively in the literature,20,44,45 I

noticed many of our time traces were “noisy” such that the threshold was cutting

some “on” and “off” times short (see Fig. 2.7). To address the fact our small

molecule time traces have a lower signal to noise ratio, a few tests were done. As

shown in Fig. 2.7, the top trace shows that the signal to noise ratio isn’t always

a problem, but the bottom left trace shows that this is not always the case. Our

original MATLAB script would show six “off” times, when there are only two. We

first tested to see if moving the threshold (as shown in the bottom right trace)

would make change the calculated Ntot,em, but we found the variation was within
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Figure 2.7: Examples of single-molecule fluorescence time traces with various
thresholds that separate “on” and “off” states of the molecule. The threshold
level was varied to determine how it affects data analysis. Top: Threshold level
three standard deviations above the average “off” counts/100 ms. Bottom Ex-
ample of threshold that has been lowered such that “on” noise does not interfere
with the threshold.4

error bars.4

While Ntot,em calculations are not affected, the analysis of “on” and “off” time

distributions will be. While thresholds could be adjusted manually for each trace,

this method would be very time consuming. To make analysis more efficient, a

custom MATLAB script was written to eliminate noise (see Appendix A). It first

uses typical thresholding described above, then identifies blinking events less than

20 (30) frames for traces with less (more) than 20 blinking events, and combines

them with the adjacent “on” or “off” time.

To test the functionality of the custom MATLAB script, about 100 fluorophores
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were randomly selected per sample to determine “on” and “off” times by going

through each trace by hand. These times will be referred to as “handpicked”

times. These time distributions were then compared to the results of the custom

MATLAB script. Results from the custom MATLAB script and handpicked times

were similar for multiple samples, so the custom MATLAB script is used for all

noise elimination.

In addition to eliminating noise from “on” and “off” times, the average counts

for “on” and “off” times were monitored as a control (Fig. 2.8). As the concentra-

tion of donor molecules increased, there was an increase in “on” counts, but that

is due to high concentrations of donor molecules making the background counts

higher than very low concentrations of donor molecules. Monitoring the average

“on”-“off” counts allows us to subtract this higher background. The average “on”

- “off” counts remained about the same indicating we were imaging the same donor

molecules under similar conditions.

2.4.3 Classifying “blinkers” and “non-blinkers”

Once all noise has been eliminated from time traces, they are classified as either

a “blinker” or “non-blinker” molecule. A “non-blinker” is a molecule that photo-

bleaches (see Fig. 2.6) where it begins in the “on” state, then switches to the “off”

state for the duration of the video. A “blinker” is classified as a molecule with at

least one “off” to “on” transition during our observation time of 100 s, such as the
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fluorophore in Fig. 2.7. A molecule could also begin in the “off” state and turn

“on” later.

To investigate donor molecule visibility after 100 s, up to six consecutive videos

were analyzed on the same spot as shown in Fig. 2.9. The number of fluophores

decreased over time, indicating molecules photobleached over the duration of all six

videos. The molecules that appeared in the second and third videos were different

from the fluorophores that appeared in the first video, indicating they are a more

stable population of molecules that did not exhibit a digital switching behavior in

video 1.

2.4.4 Quantifying Time Distributions

To quantify “on” and “off” time distributions, three sets of times were investi-

gated: (i) blinker “on” times, (ii) blinker “off” times, and (iii) nonblinker “on”

times. These time distributions were fit to many known distributions to better

understand their behavior. For each trace, the last “on” or “off” time was always

omitted since video collection was stopped. Counts were then converted to detected

photons using the manufacturer-provided analog-to-digital conversion factor (AD

Conversion) and the EMCCD gain (EM Gain) as follows

photonsdet = (counts)× ADConversion

EMGain
. (2.5)
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Figure 2.9: On the left, the number of fluorophores (with two-level time trajec-
tories) identified in one sample area over up to 6 consecutive videos. Each video
is 100 s duration. The decreasing number of fluorophores in each video demon-
strates that the length of 100 s videos used in our experiments captures most of
the important features of the fluorophore photophysics. Most of the fluorophores
identified in videos 2 and 3 are a more stable population of molecules that did not
exhibit a digital switching behavior in video 1 and were discarded from analysis as
shown on the right. The probability of fluorophores considered to be non-blinkers
in video 1 but turning on in subsequent videos is low.
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Four CCDF distributions were tested: power-law, exponential, Weibull, and

lognormal fits. The CDF distributions S(t) are

SPL(t) = 1−
( t

tmin

)−α
(2.6)

SEXP (t) = 1− e−λt (2.7)

SWB(t) = 1− exp(−t/β)A (2.8)

SLN(t) =
1

2
erfc

(
− ln(t)− µ

σ
√

2

)
(2.9)

respectively, and the CCDF F (t) is calculated by F (t) = 1 − S(t). Note Γ is

the Gamma function and erfc is the complementary error function. In general,

these distributions have been used in the literature to model the behavior of single

molecules.44

In particular, the Weibull distribution function has been used in the analy-

sis of fatigue behavior of materials and mechanical strength of complex mate-

rials,46 as well as in descriptions of chemical reactions with distributed activa-

tion energies.47,48 The process is characterized by a time-dependent rate k(t) =

(A/β)(t/β)A−1, where A and β are the Weibull fit parameters. When A > 1
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(A < 1), the rate of the process increases (decreases) with time, and the CCDF

(as shown by Monte Carlo simulations49,50). When A = 1, the rate is time in-

dependent, and the CCDF becomes a single-exponential. In the SMFS data, the

Weibull function has been used to describe the distribution of the “on” times re-

sulting from the distributed probability of radical ion pair ISC in perylenediimide

single molecules dispersed in PMMA.51

The lognormal distribution has been used where several random independent

variables, time-dependent rates, or stepwise processes with “memory” have been

involved.52,53 In SMFS, the lognormal distribution has been used to describe the

“off” times due to distributed rates for back charge transfer51,54 and the “on” times

distribution due to those for the proton transfer.52

2.4.4.1 Least Squares Fitting

Initially, least squares fitting to probability density functions (PDFs) and comple-

mentary cumulative distribution functions (CCDFs) was used to study our sam-

ples. For each data set, a histogram was first created for the “on” (“off”) times,

and a probability density distribution was generated with

P (ti) =
2Ni

(ti+1 − ti) + (ti − ti−1)
(2.10)

where Ni is the histogram value at time ti and ti+1 and ti−1 are the times
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following and proceeding the time ti in the histogram.2,45 While this technique

works well for systems with triplet state blinking and quantum dots, the PDFs for

our molecules have a very broad tail. Cumulative distribution functions (CDFs)

are cleaner and easier to fit. They are determined by

S(t) =
1

N

∑
i

ti < t (2.11)

where N is the total number of “on” (“off”) times and ti is a binning time. Since

shorter times are more probable for our molecules, the complementary cumulative

distribution function (CCDF) is used instead where F (t) = 1 − S(t). Generated

F (t) were fit to a variety of distributions including Weibull, lognormal, power law,

and exponential distributions. While power law distributions used to be common,

E. A. Riley, et al. explain the importance of looking beyond power law fits because

the power law does not always physically explaining blinking.44 All fits are done

using least squares fitting where the sum of the squares of the errors are minimized,

and R2 values are calculated.

2.4.4.2 Maximum Likelihood Estimation and p-values

Recently, least squares fitting has been found to underestimate the power law

exponent55,56 and the maximum likelihood estimation (MLE) has been shown to be

a more consistent approach.44,56 MLE estimates parameter values by maximizing
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the probability of the data corresponding to that PDF where the probability44 L

is

L(a1, a2, ...am) =
n∏
i=1

f(ti|a1, a2, ...am) (2.12)

where ti are data points and am are fit parameters. In addition to using MLE,

the CDF can also be generated using discrete data points and avoiding binning in

histograms all together. Eq. 2.11 is still used, but now ti corresponds to the actual

“on” (“off”) times. In other words, for a given S(t), the number of occurrences

that a time ti is less than a given t is divided by the total number of “on” (“off”)

times N in that given data set. This gives the probability that an event will be

shorter than time t.

To check if MLE fit parameters were valid, p-values were calculated using the

Kolomogorov-Smirnov (KS) statistic D where

D = max−∞<t<∞|Sfit(t)− S(t)| (2.13)

and Sfit(t) is the CDF with the fit parameters being tested and S(t) is the

actual data set. To calculate the p-value, Ns data sets are generated with the fit

parameters, and the KS statistic is calculated for each generated data set. The

p-value then becomes
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p− value =

∑
Dsynth ≥ D

Ns

. (2.14)

Accuracy of the p-value is determined by 1/2
√
Ns.

44 As a first test, Ns was

set to 100 to determine which fits should be investigated further. Ns was then set

to 10,000 to get more accurate p-values. Again, power law, exponential, Weibull,

and lognormal fits were tested.

2.5 Results

2.5.1 Donor-acceptor systems under study and visibility

Samples studied at the single molecule level included (i) donor only (plain) samples

of varying concentrations, (ii) single molecule donor samples with varying concen-

trations of added acceptor, and (iii) average acceptor spacings of 5 nm with added

donor molecules of varying concentrations. Fig. 2.10 illustrates how the number

of visible donor molecules decreases with added acceptor as the concentration of

donor molecules increases. The number of donor molecules visible in each sample

is shown in Fig. 2.11 along with the expected number of visible fluorophores.49

This change in visibility could be attributed to Förster Resonance Energy

Transfer (FRET). FRET occurs between two fluorescent dyes when the emission

spectrum of one fluorophore overlaps with the absorption spectrum of another flu-



36

Donor-only

Donor and 
acceptor 
(5 nm)

10x 100x

25 mm

1x

Figure 2.10: Screenshots of different samples. Top: Donor-only samples with
increasing concentration from left to right. Bottom: D/A (IF-TIPS) samples
with increasing concentrations of donor from left to right where acceptor spacing
is 5 nm. Note donor molecules were not visible at this spacing with a 1x donor
concentration.
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Figure 2.11: Average number of detected Pn-TCHS-F8 molecules (characterized by
two-level digital-switching time trajectories) in the field of view depending on the
donor concentration, in donor-only samples and in donor-acceptor samples with 5
nm-spaced IF-TIPS acceptors. The donor concentration is given in terms of the
base concentration (3.4 × 10−10 M). Error bars correspond to variations in the
fluorophore numbers in different areas of the sample. Lines show expected scaling
behavior at low concentrations, in donor-only (blue) and donor-acceptor (black)
samples, when the average donor-donor separation is considerably higher than the
minimal separation resolved within the diffraction limit.
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orophore close by and the energy is transfered.57 The efficiency of FRET Ed can

be expressed as

Ed =
1

1 + (R/R0)6
, (2.15)

where R is the distance between donor and acceptor molecules1 and R0 the

Förster radius. The Förster radius is a constant, and is the distance between a

donor/acceptor pair at which the FRET efficiency is at 50%.57

To investigate this phenomenon, an experimental FRET radius was calculated

as shown in Fig. 2.12.49 Eq. 2.15 was modified to

y =
A

1 + (B/x)6
, (2.16)

where A and B are the fit parameters representing the number of fluorophores

visible without acceptor and the distance between acceptor molecules 2R respec-

tively, y is the number of fluorophores visible, and x is the acceptor spacing. For

the donor and IF-TIPS, R0 was calculated to be 3.1 ± 0.3 nm. For the donor

and PCBM, R0 was found to be 3.9 ± 0.4 nm. These radii agree with the FRET

radius calculated with the overlap integral as described in Appendix B where R0

for the donor and IF-TIPS (PCBM) is 2.7 nm (3.4 nm). The overlap of the ac-

ceptor absorption spectra and donor fluorescence spectra is shown in Fig. 2.13.49

The change in PL and lifetimes of donor-only to donor-acceptor samples is also



39

10 20 90 100

0

10

20

30

40

IF: R
0
= 3.1±0.3 nm; 21±4 fluorophores

PCBM: R
0
= 3.9±0.4 nm; 18±2 fluorophores

Acceptors:

 IF

 PCBM

#
 s

in
g

le
 m

o
le

c
u

le
 d

o
n

o
rs

Acceptor separation (nm)

∞

Figure 2.12: Acceptor separation as function of the number of visible single
molecule donors. FRET radii for each acceptor were estimated by fitting Eq. 2.16
to the number of visible donors.

apparent in Fig. 2.14.49

As FRET limits visibility of donor molecules at 5 nm average acceptor spacings,

higher donor concentrations (as compared to those in all other donor-acceptor sam-

ples) were used to increase the probability of obtaining the donor-acceptor spacing

higher than R0. In this case, FRET served as a super-resolution tool enabling

experiments at donor concentrations of up to two orders of magnitude higher than

that used in donor-only samples! FRET ensured only one donor molecule was

emissive within the diffraction limited range. The molecules imaged were then

spaced at least ∼ 3 − 3.5 nm away from the nearest acceptor molecule. There-

fore, they do not directly participate in energy or charge transfer interactions with
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Figure 2.13: Absorption spectra of Pn-TCHS-F8 and IF-TIPS molecules and PL
spectrum of Pn-TCHS-F8 molecules in toluene.

the acceptor, but serve as sensors for the acceptor-induced changes in the local

nanoenvironment that are important for their photophysics.

2.5.2 Effect of acceptor addition on fluorescence time trajectories

The total number of photons emitted over a fluorophore’s lifetime Ntot or the

detected photons Ntot,det decreases as the average acceptor-acceptor separation is

9 nm or below as shown in Fig. 2.15.49 This decrease in number of photons can

be seen when looking at the smaller percentage of non-blinkers and the shorter

average on duration τon. Fig. 2.16 demonstrates while only ∼ 10 − 14% of Pn-
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Figure 2.14: A) Photoluminescence (PL) spectra for Pn-TCHS-F8 donor emission
from samples with low concentrations of Pn-TCHS-F8 in donor-only and in donor-
acceptor “bulk” samples in PMMA under 633 nm excitation. Dramatic quenching
of the Pn-TCHS-F8 PL is observed in donor-acceptor samples due to FRET; the
IF-TIPS acceptors are not emissive under these conditions. B) PL lifetime decay of
the Pn-TCHS-F8 donor emission in donor-only and donor-acceptor “bulk” samples
with PCBM acceptor. Fast quenching due to efficient FRET is observed in the
donor-acceptor sample.
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Figure 2.15: Example of a histogram obtained from an ensemble of 249 fluorophores
in a donor-acceptor sample with 9 nm-spaced IF-TIPS acceptors and of a single
exponential (∼ exp(−Ndet/Ntot,det)) fit from which the total number of detected
photons Ntot,det was calculated. Inset shows a change in Ntot,det as IF-TIPS accep-
tors are added. Line provides a guide for the eye.

TCHS-F8 molecules are “blinkers” in donor-only samples, this number increases

to over ∼ 50% in donor-acceptor samples at average acceptor-acceptor separation

of less than 8 nm.49

These observations indicate the addition of acceptor molecules is changing the

nanoenvironment of the Pn-TCHS-F8 donor molecule reporters. Now, the effect

on their photophysics will be investigated.
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Figure 2.16: Percentage of “blinking” molecules depending on the average accep-
tor spacing. Error bars correspond to the spot-to-spot variation in each sample.
Data from three different donor-only samples (infinite acceptor spacing) are also
included.
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2.5.3 Evolution of average “on” and “off” time durations

To better understand the underlying physics behind the change in Ntot (Fig. 2.15)

and percentage of blinkers (Fig. 2.16) with added acceptor, the fluorescence time

traces for “blinkers” and “non-blinkers” were separated. Since the integration time

of the EMCCD was 100 ms, microsecond time-scale blinking (ie due to intersys-

tem crossing (ISC)) is not observed as the molecule appears to be “on” even after

the ISC from S1 to T1 has occurred provided it is followed by the T1 to S0 relax-

ation, S0 to S1 re-excitation, and emission.51 As shown in Fig. 2.17, “off” times

are on longer time scales of at least 3 s and ∼ 20 − 40 s on average.49 In the

literature these long-lived dark states have been due to i) charge transfer reactions

where the dark state is a charge-separated state or ii) photo-oxidation reactions

such that the fluorescent parent molecule reactions with oxygen to create a dark

intermediate state followed by photo-oxidation products with different emission

properties.51,58,59 These possible cases will be explored in the discussion section.

Observed “on” for “blinkers,” “on” for “non-blinkers,” and “off” for “blinkers”

time durations were compiled for each sample type, and complementary cumu-

lative distribution functions (CCDFs) were calculated directly from experimental

data44,51 as described in the data processing section. These time duration lists

were compiled for ∼ 150− 350 fluorophores depending on the acceptor concentra-

tion (see Tables 2.1 and 2.2).49 An example of CCDFs from experimental data are

shown in Fig. 2.18 demonstrating shorter “on” and longer “off” time durations, on

average, as acceptor is added.49
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Figure 2.17: Examples of “non-blinker” and “blinker” Pn-TCHS-F8 fluorescence
time trajectories obtained in donor-only and donor-acceptor samples with average
acceptor-acceptor separation indicated.
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Figure 2.18: The complementary cumulative distribution functions (CCDFs) for
“non-blinker” “on” times (top) and “blinker” “off” times (bottom) compiled from
∼ 90−170 fluorescence time traces, depending on the sample. Fits to the data with
functions that resulted in the highest p-values are also shown. The “on” CCDFs
were mostly Weibull-distributed (for example, a p-value of 0.93 for the donor-only
sample shown), and Weibull fits (∼ exp[−t/β]A) to the data are included. The
“off” CCDFs exhibited either lognormal or Weibull behavior. In these examples,
the Weibull distribution was predominant.
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Data
Set
Number

Sample
Number of
Fluorophores
Analyzed

1 Donor-only (1x) 289
Donor-only (2x) 358
Donor (1x) - Acceptor (10 nm IF-TIPS) 187
Donor (1x) - Acceptor (9 nm IF-TIPS) 225
Donor (1x) - Acceptor (8 nm IF-TIPS) 308

2 Donor-only (2x) 290
Donor (6x) - Acceptor (5 nm IF-TIPS) 249
Donor (10x) - Acceptor (5 nm IF-TIPS) 182
Donor (50x) - Acceptor (5 nm IF-TIPS) 115

3 Donor-only (2x) 334
Donor (1x) - Acceptor (10 nm PCBM) 287
Donor (1x) - Acceptor (9 nm PCBM) 151

4 Donor-only (1x) 264
Donor-only (2x) 358
Donor-only (10x) 253
Donor (1x) - Acceptor (7 nm IF-TIPS) 142
Donor (1x) -Acceptor (6 nm IF-TIPS) 171

Table 2.1: Examples of data sets under study and the number of fluorophores used
in analysis of each data set. Each data set was taken on a separate day.
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p-values
CCDF
type

Sample Number of
Fluorophores

Ns Power
Law

Lognormal Exponential Weibull

Non-
blinkers

Donor-
only

158 100 0 0 0 0.93

“on” 10 nm 104 100 0 0.04 0 0.47
IF-TIPS
9 nm 115 100 0 0 0 0.33
IF-TIPS
8 nm 195 100 0 0 0 0.25
IF-TIPS
5 nm 116 10,000 0 0.03 0.01 0.48
IF-TIPS

Blinkers
“on”

Donor-
only

79 100 0 0.57 0 0.94

9 nm 61 100 0 0.06 0.05 0.72
IF-TIPS
6 nm 75 100 0 0.07 0.01 0.2
IF-TIPS
5 nm 43 100 0 0.14 0.06 0.78
IF-TIPS

Blinkers
“off”

Donor-
only

66 10,000 0 0.23 0.02 0.02

Donor-
only

42 100 0 0.12 0 0.17

20 nm 77 100 0 0.05 0.02 0
IF-TIPS
10 nm 22 100 0 0.08 0.18 0.43
PCBM
8 nm 104 100 0 0.04 0.13 0.27
IF-TIPS
7 nm 66 100 0 0.02 0.06 0.19
IF-TIPS
5 nm 93 10,000 0 0.22 0.02 0.41
IF-TIPS
Donor-
only

77 10,000 0 0.09 0.02 0.05

6 nm 75 100 0 0.33 0.11 0.14
IF-TIPS

Table 2.2: Results of selected p-tests. The highest p-value is shown in bold.
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To determine which CCDF distribution is more probable, p-tests were used

to test power-law, lognormal, Weibull, and single-exponential distributions.44,51,54

As shown in Tables 2.2 and 2.3, for most samples, the CCDFs for the “on” times

(ton) in “non-blinkers” were best described by the Weibull function CCDF from

Eq. 2.8 where A and β are fit parameters.49 For example, p = 0.93 and 0.48 were

calculated for “on” times in a donor-only and a donor-acceptor with 5 nm spaced

acceptors samples respectively (as shown in Fig. 2.18) while all other functions

tested yielded p ≤ 0.03 (Table 2.2).

The average “on” times 〈τ〉on were calculated from the Weibull fit parameters

where 〈τ〉on = βΓ(1 + 1/A) (and Γ is the Gamma function) depending on the

average acceptor-acceptor spacing as shown in Fig. 2.19.49 As acceptor is added,

the average “on” time decreases from (32± 1) s in donor-only samples to (14± 1)

s in donor-acceptor samples with a 5 nm average acceptor spacing. Table 2.3

shows the Weibull scaling parameter β decreased as acceptor was added while the

parameter A did not show any strong trends.

In “blinkers,” the average “on” times 〈τ〉on were similar to those in “non-

blinkers” in most samples (as shown in Fig. 2.19 and Fig. 2.20).49 While 〈τ〉on

values were similar, the fit parameters A and β were slightly different (Table 2.3).

As with “non-blinkers,” the average on times in “blinkers” decreased with added

acceptor (Fig. 2.19).

For “off” times (toff ) CCDFs, p-tests mostly indicated the Weibull distribution,

though some samples favored the lognormal distribution (Eq. 2.9) where µ and σ
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Weibull (or Lognormal)
fit parameters

Average time

CCDF Type Sample A (or σ) β (s) (or µ) 〈τ〉on or 〈τ〉off
Non-blinkers “on” Donor-only 1.34 34.3 31.5

1.30 35.2 32.5
1.47 34.8 31.5
1.48 31.3 28.3
1.52 39.4 35.3

20 nm IF-TIPS 1.47 29.8 27.0
10 nm IF-TIPS 1.44 33.1 30.0
9 nm IF-TIPS 1.55 40.2 36.1
8 nm IF-TIPS 1.57 39.7 35.6
6 nm IF-TIPS 1.39 26.2 23.9
5 nm IF-TIPS 1.30 21.4 19.8

1.54 10.1 9.1
1.40 14.8 13.5
1.27 15.8 17.6

Blinkers “on” Donor-only 1.79 37.8 33.6
1.56 36.9 33.1
1.62 31.7 28.4
1.91 41.2 36.6
1.88 34.1 30.3

20 nm IF-TIPS 1.93 36.2 32.1
10 nm IF-TIPS 1.80 41.7 37.1
9 nm IF-TIPS 1.59 37.7 33.8
5 nm IF-TIPS 1.19 15.7 14.8

1.46 15.3 13.9
1.34 14.7 13.5
1.31 13.7 12.7

Blinkers “off” Donor-only 1.09 25.8 25.0
1.20 22.7 21.3
1.11 23.4 22.5
1.09 15.0 14.5
1.02 24.5 24.3
(0.89) (2.67) (21.5)

20 nm IF-TIPS 1.15 22.1 21.1
(0.89) (2.64) (20.9)

8 nm IF-TIPS 1.26 31.2 29.0
7 nm IF-TIPS 1.20 29.0 27.3
5 nm IF-TIPS 1.52 42.0 37.9

Table 2.3: Examples of fit parameters obtained from selected CCDF fits to the
Weibull (or Lognormal, when in parenthesis, for the data sets with higher p-values
for Lognormal) function.
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Figure 2.19: Average “on” for “non-blinkers” and “blinkers” (top) and “off” for
“blinkers” (bottom) times calculated from fit paramters (either Weibull or lognor-
mal) depending on the average acceptor spacing. Lines provide a guide for the
eye.
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Figure 2.20: Average “on” and “off” times calculated from Wibull fit parameters
for donor-only samples measured on different days (represented by data set num-
bers). Error bars correspond to variation in values obtained from different areas
of the same sample. The lines are fit to a constant. The average “on” times for
“blinkers” and “non-blinkers” were similar within the error.



53

are fit parameters (Tables 2.2 and 2.3).44 The average “off” times calculated from

fit parameters can be found in Fig. 2.19 and demonstrate an increase in the average

“off” time as acceptor is added from 22 s in donor-only samples (Fig. 2.20) to 38

s in donor-acceptor samples with an acceptor spacing of 5 nm. As with the “on”

times, the Weibull scaling parameter β increases with added acceptor, but A also

increases with added acceptor.

As described in the data processing section, both the Weibull and lognormal

distributions suggest distributed activation energies for the processes that are re-

sponsible for the molecule turning “on” or “off”, which will be discussed below.

2.5.4 Correlations between the durations of the “on” times and the

preceding “off” times

The possible correlations between the “on” times and the immediately preced-

ing “off” times in “blinkers” were also studied. As shown in Figs. 2.21 and 2.22,

the dependence changed depending on the sample type.49 For example, in donor-

only samples, the duration of “on” times decreased as the duration of the “off”

time increased. However, for donor-acceptor samples at high acceptor concentra-

tions (5 nm spacings), no trend was observed for relatively long “off” times. For

donor-acceptor samples, there is a higher probability of obtaining long “on” times

following a long “off” time when compared to donor-only samples. This observed

difference suggests the added acceptors play a critical role during the “off” time
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Figure 2.21: Correlation between an “on” time and preceding “off” time in “blink-
ers” is observed in donor-only and donor-acceptor samples with the 5 nm spaced
IF-TIPS acceptor molecules. The lines indicate average “on” or “off” times from
Fig. 2.19 in the same samples.

of the Pn-TCHS-F8 molecule by reducing the negative impact of the “off” event

on the following “on” period.

2.6 Discussion

Fig. 2.23 is used to describe the observed behavior presented in the results.49 In

this model, the detected emission occurs from the excited state (2) to the ground
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Figure 2.22: CCDFs to illustrate the dependence of the “on” time duration on
the preceding “off” time duration in “blinkers” for donor-only sample (top) and
donor-acceptor samples with 5 nm spaced IF-TIPS acceptors (bottom). Lines are
to guide the eye. In donor-only samples, the probability to observe an “on” time
longer than 10 s following an “off” time decreases as the “off” time increases. No
dependence of the “on” times from the preceding “off” times is observed in the
donor-acceptor samples at high acceptor concentration.
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Figure 2.23: Model describing the processes involved and their characteristic rates.
The model is described in the text.

state (1), and the transition to the state 3 corresponds to the molecule turning

“off” such that state 3 is a “dark” state. The rate responsible for this process

depends on the nature of the “dark” state. Since average “on” times for “blinkers”

and “non-blinkers” were similar, both population probably share the same pathway

for turning “off,” which is similar to other reports of organic molecules in polymer

matrices.59,60

Once in the “dark” state, a “blinker” can return back to the ground state to be

re-excited at a rate k31 that determines the “off” time. On the other hand, a “non-

blinker” would not return back to the ground state. Since most “non-blinkers” do

not turn back on for at least 10 minutes (as shown in Fig. 2.9), these molecules are

considered “photobleached” even if the process is reversible at longer time scales.35
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2.6.1 Photodegradation of Pn derivatives

It has been shown that fluorination of the molecular core in functionalized acene

derivatives improve their photostability combared to non-fluorinated derivatives3,61

and will also be demonstrated in the next chapter. The electron-deficient nature

of the fluorinated core leads to this enhanced photostability. The addition of eight

fluorine substituents shifts the LUMO level from -3.35 eV (Pn-TIPS) to -3.6 eV

(Pn-TIPS-F8), making a reaction involving electron transfer from the photoex-

cited pentacene substantially less favorable. It will be shown in the next chapter

that oxygen also plays a critical role in photobleaching of Pn-R-F8 for molecules

dispersed in PMMA.

As acenes are important for organic semiconductor devices, acene-oxygen in-

teractions have been studied extensively.35,62–68 There are two pathways of photo-

oxidation discussed for acene derivatives: type I via electron transfer or type II

via energy transfer to oxygen. Type I results from a formation of an acene cation

and superoxide (O2−) while type II proceeds by the ISC followed by the energy

transfer to the oxygen molecue in its ground state (3O2) that yields singlet oxygen

(1O2).
62,65 Both O2− and 1O2 are reactive species that could attack the acene

molecule leading to an endoperoxide (EPO) formation, which is the main product

of acene photobleaching toward decomposition.

The relative contribution of the types I and II processes into photodegredation

depends on the derivative.35 For example, in unsubstituted Pn, the dominant
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pathway has been identified to be a concerted type II reaction,62 whereas for Pn-

TIPS both type I and type II processes were realized with the type I process

proceeding faster. In particular, in Pn-R derivatives, triplet state energies lower

than the singlet-triplet energy gap for O2 (0.98 eV) have made the type II process

inefficient.35,64,65 However, in a stable bistetracene (BT) derivative, BT-TIPS, the

type II process was still dominant, even though the adiabatic triplet state energy

was 0.7 eV, due to a considerably higher rate of the backward electron transfer

as compared to the forward one and a 0.4 eV range of possible singlet-triplet

gap energies caused by energy differences in adiabatic and vertical transitions. A

similar situation was reported in the unsubstituted Pn.62 Fluorination of the Pn

core have been observed to lower the triplet state energy.69

In many functionalized acenes, the EPO formation was found to be a reversible

process with the reversibility time-scale and the activation energy for this process

dependent on the derivative.35 For this study, EPO-TIPS forms when Pn-TIPS

oxidation reverted to the parent Pn-TIPS molecule with a clean cleavage of the

oxygen molecule. Similar observations were made on other derivatives with triple

bonded side groups. The triple bonds of Pn-TCHS-F8 could then protect the acene

molecule from irreversible photobleaching (decomposition).35

As discussed earlier, the fluorinated derivatives Pn-R-F8 exhibit deeper LUMO

energies compared to their non-fluorinated Pn-R counterparts (e.g. by ∼ 0.25 eV

in Pn-TIPS-F8 compared to Pn-TIPS and by ∼ 0.9 eV as compared to the un-

substituted Pn).6,65,70 This difference dramatically reduces the driving force for
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the type I process, making the electron transfer from the electron-deficient Pn-

TCHS-F8 to oxygen, with the formation of Pn-TCHS-F8 cation and superoxide,

highly unlikely. On the other hand, the triplet state energy for Pn-TCHS-F8 is

expected to be even lower than that in Pn-TIPS, and so the type II process is also

inefficient. These considerations enable high photostability of Pn-R-F8 derivatives.

Following the arguments of Ref. 62, we hypothesize that the type II mechanism,

in which the singlet oxygen is generated via self-sensitization and then reacts with

the Pn-TCHS-F8 molecule, is the dominant mechanism of photo-oxidation for this

molecule. In Pn-TIPS, the types of the EPO that formed as a result of photo-

oxidation were 6,13-TIPS-EPO:5,11-TIPS-EPO (98:2),35 which suggests that our

main photo-oxidation product is 6,13-TCHS-EPO. Next, experimental observa-

tions consistent with this hypothesis will be discussed.

2.6.2 Nature of the “dark” state

The reaction of an acene with a singlet oxygen towards formation of an EPO can

proceed via different pathways.35,62 For example, in the unsubstituted Pn and

BT-TIPS, the joint mechanism was found to have a lower activation energy (13.6

and 17.7 kcal/mol for Pn and BT-TIPS, respectively) for the EPO formation as

compared to the stepwise mechanism.62 On the other hand, the Pn-TIPS deriva-

tive first forms an exciplex with the singlet oxygen which then converts to the

EPO.35 Either scenario could be realized in our system, and our present experi-
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ments cannot differentiate between these relatively short-lived intermediate states

(INT in Fig. 2.23). Regardless of the nature of the intermediate state, we as-

sign our long-lived, and potentially reversible, “dark” state (3 in Fig. 2.23) to the

6,13-TCHS-EPO.

Photo-oxidation reactions have been previously observed using SMFS.58,71 For

example, in the case of terrylene, after the parent molecule stopped emitting

(turned “off”) for several seconds, the fluorescence re-emerged having a differ-

ent emission rate and a spectrum that is characteristic of an EPO.58 For some

of the molecules, several photo-oxidation reactions, resulting in different reaction

products, could be observed over the period of ∼ 60 s under photoexcitation. In

the fluorescence time trajectories (as shown in Fig. 2.17), this is observed in a

different count level for each “on” state following the “off” state. In this case,

the dominant 6,13-TCHS-EPO product would be non-emissive (“dark”) under 633

nm excitation35 used in these experiments. When a “blinker” molecule turns back

“on” following an “off” period, it signifies that the EPO reverted back to the par-

ent Pn-TCHS-F8 molecule, which then continues to emit with the same photon

emission rate until the next cycle of singlet oxygen generation and EPO formation.

2.6.3 Effect of acceptor addition on the EPO formation and reversal

With an assignment of the molecule turning “off” and back “on” to the forward

and reversed (backward) oxidation reactions, two questions arise regarding (i) how



61

the observed “on” and “off” time distributions (as shown in Fig. 2.18) are related

to the kinetics of these reactions and (ii) how the acceptor addition affects these

processes. These questions are addressed next.

As mentioned above, both the Weibull and lognormal distributions (which pro-

vided best fits to our CCDF data) have been utilized in describing chemical re-

actions with a distributed activation energy. For example, in the case of Weibull

distribution, the time-dependent Weibull rate k(t) can be related to the activation

energies via k = k0exp[−Ea/RT ] where k0 is a pre-exponential factor, Ea is the

activation energy, R is the universal gas constant, and T is the temperature. Then,

the distribution function D(Ea) for the activation energies is given by48

D(Ea) = PDF (t)|dt/dEa| (2.17)

where combining

PDF (t) = (A/β)(t/β)A−1exp[(−t/β)A]) (2.18)

where PDF (t) is the Weibull probability function and

Ea = −RT (ln(A/(k0β)) + (A− 1)ln(t/β)) (2.19)

where Ea is the activation energy, the distribution function for the activation
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energies becomes44

D(Ea) =
1

RT

A

A− 1

( t
β

)A
e−(t/β)

A

. (2.20)

This enables extraction of the distribution functions D(Ea) based on the A and

β parameters obtained from fits to the “on” or “off” time durations CCDFs. In

the following estimates, k0 = kBT/h ≈ 6.17×1012 s−1 (where kB is the Boltzmann

constant, h is the Planck constant, and T = 295 K), used in the transition state

theory, will be assumed. This assumption determines the absolute scale for the

activation energies and does not affect their distribution and/or trends discussed

below.

The average “off” time duration 〈τ〉off is related to the rate k31 of Fig. 2.23. If

the “off” CCDFs were single-exponential, then k31 would be a constant (〈τ〉off =

1/k31), which would correspond to a single activation energy for the backward

reaction Ea,back from the EPO to the parent molecule. Because the “off” times

CCDFs obtained from our data were predominantly Weibull-distributed, there

is a distribution in activation energies as shown in Fig. 2.24.49 In donor-only

samples, the distribution D(Ea,back) is narrow owing to the values of the Weibull

parameter A close to 1 (e.g.,A = 1.1 for the donor-only data in Fig. 2.24). The

lognormal-tending CCDFs observed in some donor-only samples (Table 2.2) then

would indicate a more symmetric, closer to the Gaussian, distribution of activation

energies. The most probable activation energy E0
a,back in a donor-only sample
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yielded a value of E0
a,back = 19.05 kcal/mol or∼ 80 kJ/mol. This is lower than the∼

90 kJ/mol obtained for the thermolysis reaction in several reversible functionalized

acene-EPOs,35 consistent with a more favored reverse reaction in Pn-TCHS-F8. As

acceptors are added, the distribution D(Ea,back) shifts towards the higher activation

energies and broadens (Fig. 2.24).

The average “on” time duration (〈τ〉on), in a simple case of a single-exponential

“on” CCDF, is related to the rate of the EPO formation (k3 in Fig. 2.23) by

〈τ〉on = 1/(ΦO2k3), where ΦO2 is the probability of generating singlet oxygen upon

photon absorption. In our case of Weibull-distributed “on” CCDFs, the activation

energies for the forward reaction (Ea,f ) are distributed according to D(Ea,f ) as

shown in Fig. 2.24, and ΦO2 determines the absolute scale for the activation ener-

gies given by E0
a,f . The upper bound on ΦO2 is imposed by the ISC efficiency. If

we assume an ISC triplet yield of ∼ 1% (so that ΦO2 = 0.01),72 the most probable

activation energy (E0
a,f ) in donor-only samples for “non-blinkers” yields ∼ 16.5

kcal/mol, which is in between 13.6 kcal/mol and 17.7 kcal/mol obtained for con-

certed reactions of the unsubstituted Pn and BT-TIPS, respectively, with singlet

oxygen.62 As the Pn-TCHS-F8 derivative is an order of magnitude more stable3

than Pn-TIPS, which in turn is about 50 times more stable than the unsubstituted

Pn,64 it is reasonable to expect that the activation energy for the forward reaction

for Pn-TCHS-F8 would be considerably higher than that for the unsubstituted Pn.

However, there is an alternative scenario which yields a different scaling energy E0
a,f

that could be operational here, as discussed below. Regardless of the absolute scale

set by the value of E0
a,f , as acceptors are added, the activation energies shift to the
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Figure 2.24: Distributions of activation energies for the forward (Ea,f ) (a) and
reversed (Ea,back)(b) reactions of the Pn-TCHS-F8 with singlet oxygen. The scale
is set with respect to E0

a,f (E0
a,back) which is the most probable activation energy for

forward (backward) reactions in donor-only samples. As the acceptors are added,
the activation energies for the forward reaction shift to the lower values (a), while
those for the reversed reaction shift to the higher values (b). (c) Distributions
of Ea,f for “non-blinkers” and “blinkers” in donor-only samples. The scale is set
with respect to E0

a,f , which is the most probable activation energy for forward
reactions in “non-blinkers.” “Blinkers” exhibit a larger population of molecules
with lower activation energies as compared to “non-blinkers.” The difference in
the distributions is attributed to the differences in the TCHS groups conformations
that make the molecule less vulnerable (right) or more vulnerable (left) for the
oxygen attacks as schematically shown.
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lower values, making the forward reaction, on average, more probable (Fig. 2.24).

Fig. 2.24 compares the forward reaction activation energy distributions D(Ea,f ) for

the “non-blinkers” and “blinkers” in donor-only samples. In spite of the similarity

in their average “on” time durations (Fig. 2.20), the distributions are distinctly

different, with a considerably more pronounced contribution of the lower activation

energies in the case of “blinkers.”

One of the possibilities for the origin of the distributed activation energies in

Fig. 2.24 is in the heterogeneity of the conformations of the bulky TCHS side

groups when a Pn-TCHS-F8 molecule is incorporated in a PMMA matrix as dis-

cussed in the next chapter.3 Some of these conformations are more protective of

the molecular core with respect to reactions with oxygen (acting as an “umbrella”)

than others, resulting in a slightly higher or lower activation barrier for the reac-

tion. The presence of such side-group-related effects, and protective conformations

in particular, is validated by a factor of ∼ 2 enhancement of photostability of Pn-

TCHS-F8 molecules as compared to Pn-TIPS-F8 molecules dispersed in PMMA

again discussed in the next chapter.3 In this context, the difference observed in

the “non-blinkers” and “blinkers” distributions in donor-only samples may suggest

that after the oxygen cleavage during the reverse reaction, the TCHS conforma-

tions are more randomized, considerably increasing the occurence of less protected

configurations. Along the same lines, the presence of acceptors reconfigures the

volume available ot the Pn-TCHS-F8 molecule in the blend, which favors less pro-

tective TCHS conformations as compared to those in donor-only samples. This

makes photo-oxidation more probable and the reversal less probable on average.
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2.6.4 Physical Picture

The overall physical picture consistent with observations discussed above is schemat-

ically illustrated in Fig. 2.25.49 In donor-only samples, about 90% of the Pn-TCHS-

F8 molecules are “non-blinkers”: after they turn “off,” they do not turn back “on”

again for at least several hundreds of seconds. There are two main possibilities

behind this observation: (i) as the parent molecule turns into its EPO, the acti-

vation barrier Ea,back for the reversal is too high and (ii) the reversal does occur,

but the backward reaction generates the singlet oxygen, which then attacks the

molecule again before it can be re-excited. The dramatic increase in the percentage

of “blinkers” as the acceptors are added (> 50% in donor-acceptor samples with

less than 8 nm-spaced acceptors, Fig. 2.16) indicates a considerable contribution

of (ii). It also suggests that the backward reaction is a joint process characterized

by a high yield of the singlet oxygen. In donor-acceptor samples with the aver-

age acceptor-acceptor separation of < 10 nm, the acceptor molecules located well

within the oxygen diffusion length (L =
√

6DτO2 ≈ 14 nm, assuming the diffusion

coefficient D = 1.4 × 10−8 cm2/s and the singlet oxygen lifetime τO2 = 25 µs

in PMMA)51,73 from the Pn-TCHS-F8 molecule, act as singlet oxygen quenchers.

They protect the Pn-TCHS-F8 molecule from a repeated reaction to form the EPO

and enable the Pn-TCHS-F8 molecule to turn “on” again, thus turning a “non-

blinker” into a “blinker.” The effect of the singlet oxygen quenching by acceptor

molecules is also apparent from the correlations of the “on” and “off” durations of

Figs. 2.21 and 2.22. With the exception of rare cases of very long “off” time dura-
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tions, the presence of acceptors “erases” the correlation between the “on” and the

preceding “off” time duration. This suggests that the “off” event does not make

the molecule more vulnerable towards further oxygen attacks (e.g., due to repeated

oxidation/reversal reactions resulting in progressively less protective TCHS con-

formations) in donor-acceptor samples, in contrast to that in donor-only smaples,

as can also be appreciated from comparison of the “blinkers” and “non-blinkers”

distributions in Figs. 2.24(c) and 2.26.49 Even though the TCHS groups conforma-

tions in the Pn-TCHS-F8 molecules in donor-acceptor samples are on average less

protective than those in donor-only samples, making the forward reaction more

probable and the reverse reaction less probable, once the reverse reaction does

happen, the molecule has a considerably lower probability to immediately react

again, until the next photoexcited cycle of the singlet oxygen generation, and is

not susceptible towards photo-oxidation during that cycle than before.

Considering the observations above, the following estimates are made. Con-

sidering for simplicity a constant value of the rate k3 of the EPO formation and

using the average “on” time 〈τ〉on = 1/(ΦO2k3) = 32 s (in donor-only samples), one

obtains ΦO2k3 ≈ 0.03 s−1. Given the photobleaching QY (ΦB) for Pn-TCHS-F8

in PMMA of ∼ 106 and ΦB = ΦO2k3τO2, one obtains τO2 of 32 µs (which is com-

parable with that of ∼ 25 µs reported in pristine PMMA74). On the other hand,

once the reverse reaction (EPO to parent molecule) produces singlet oxygen with

a 100% yield, the probability of the repeat forward reaction is then k3τO2 = 0.9,

where 0.9 represents ∼ 90% of “non-blinkers” in donor-only samples, which as-

suming τO2 = 32 µs yields k3 ≈ 3 × 104 s−1. This yields the probability of the
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Figure 2.25: Schematics of the effect of acceptor-modified environment on the
photophysics of Pn-TCHS-F8 donor molecules. Schematic described in the text.
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Figure 2.26: Distributions of activation energies for the forward reaction (Ea,f )
for “non-blinkers” and “blinkers” in donor-acceptor samples with 5 nm-spaced IF-
TIPS acceptor. The scale is set with respect to E0

a,f which is the most probable
activation energy for forward reactions in “non-blinkers.” Considerably smaller
difference in the distributions is observed in donor-acceptor samples as compared
to donor-only sample (Fig. 2.24(c))

.
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singlet oxygen generation per absorbed photon ΦO2 of 10−6. Such low probabil-

ity would be consistent with the low adiabatic singlet-triplet energy gap making

the self-sensitization a rare process. With these considerations, the most probable

activation energy for the forward reaction (E0
a,f in Fig. 2.24(a)) is about ∼ 11

kcal/mol, which could correspond to that of the exciplex formation, a precursor

to the EPO formation.35,75 The addition of acceptors increases the rate k3 due

to creating morphology less protective of the Pn-TCHS-F8 reactions with oxygen

(resulting in a lower 〈τ〉on), but quenches the singlet oxygen as to considerably

reduce the singlet oxygen lifetime τO2 which dramatically reduces the probability

of the immediate repeat reaction.

2.7 Conclusion

We obtained a molecular-level picture of the photophysics of Pn-TCHS-F8 (donor)

molecules in PMMA serving as a probe of evolution of the nanoenvironment due to

the addition of IF-TIPS or PCBM acceptor molecules. Reversible photo-oxidation

was observed, with the distribution activation energies for both the forward (par-

ent molecule to EPO) and the reverse (EPO to parent molecule) reactions. The

acceptor addition shifted the most probable activation energy towards the lower

(higher) energies for the forward (reverse) reactions. We attribute these obser-

vations to acceptor-induced change in the polymer morphology that imposes the

conformation of the TCHS side groups such that the Pn-TCHS-F8 molecule is less
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protected from oxygen attacks. The singlet oxygen is produced in high yield in

the reverse reaction but is efficiently quenched by acceptors, thus preventing the

molecule from the repeat oxygen attack. Therefore, the overall photostability of

the donor molecule in the presence of acceptors is determined by an interplay be-

tween the acceptor-modified morphology and the ability to quench singlet oxygen.

Understanding this interplay and how to slow down the photo-oxidation/enhance

the reversibility of photo-oxidation reactions is important for improving stability

of organic semiconductor devices. How this interplay is influenced by the partic-

ular features of the host polymer, electronic structure, and the side groups of the

molecules will be a subject of further investigation.
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Chapter 3 Single-Molecule Probes of Molecular Packing

3.1 Introduction

In order to improve device performance with organic semiconductors, it is impor-

tant to understand the photophysics and molecular packing of these materials in

film as these properties influence the efficiency of charge transfer. These proper-

ties can be studied at the nanoscale with single molecule fluorescence spectroscopy,

which can provide molecular resolution. Functionalized acene and acene-thiophene

derivatives (Fig. 3.1) are under investigation as guest molecules within either a

polymer or crystalline host matrix with single molecule fluorescence spectroscopy

(SMFS). These host matrices were utilized because they limit guest-host interac-

tions, and have been used in devices themselves.

Photophysical properties of these functionalized acene and acene-thiophene

derivatives studied include molecular photophysics, molecular packing, and pho-

toinduced intermolecular interactions to better understand processes occurring at

the nanoscale level in donor/acceptor (D/A) bulk heterojunctions (BHJs). These

derivatives are of interest beacuse they are solution-processable organic semicon-

ductors that have been extensively studied in thin film transistors (TFTs) and solar

cells.76–79 They can also be functionalized to tune either photophysical parame-
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ters of the molecule itself or to change the molecular packing (changing the R’ or

R groups respectively)6,16,76 to study the local nanoenvironment of the molecular

photophysics and packing. Lastly, D/A combinations of these molecules exhibit

FRET and/or emissive CT state formation (exciplex),6–8,38 so these combinations

can be used to study nanoscale D/A morphology and effects of the local nanoen-

vironment on photoinduced D/A interactions80 through SMFS techniques.

Here, we examine how molecular packing and photophysics (including pho-

todegredation) are affected by the choice of side groups R and by the host. In

particular, fluorinated pentacene molecules with three different side groups of var-

ious sizes will be studied. Packing and photophysics of these molecules within a

polymer host (PMMA) will be compared to a crystalline organic semiconductor

host (t-bu BTBTB).

3.2 Materials

Molecules under study as guests embedded in a host matrix for SMFS, include func-

tionalized anthradithiophene (ADT) derivatives with (triethylsilyl)ethynyl (TES)

and (triisopropylsilyl)ethynyl (TIPS) side groups (ADT-TES-F and ADT-TIPS-

CN) and pentacene (Pn) derviatives with TIPS, NODIPS ((n-octyldiisopropylsilyl)ethynyl),

or TCHS ((tricyclohexylsilyl)ethynyl) side groups. Host matrices included a func-

tionalized benzothiophene (BTBTB) derivative t-bu BTBTB (6,12-bis [2-(t-butyl)ethynyl]

benzo [1,2-b:4,5-b’] bis(1) benzothiophene) and poly(methyl)methacrylate (PMMA),
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D)

C)B)A)

Figure 3.1: Molecular structures of A) ADT-R-R’, B) Pn-R-F8, C) t-bu-BTBTB,
and D) side groups including from left to right, TES, TIPS, NODIPS, and TCHS.
Note R indicates side group and R′ indicates end group.

which have been used in studies of photoconductivity in ADT-TES-F doped films.81

These molecules are shown in Fig. 3.1. For thin t-bu BTBTB films, the lowest ab-

sorption maximum is 405 nm and the lowest fluorescence maximum in thin t-bu

BTBTB films is 415 nm,82 making t-bu BTBTB a great candidate as a host matrix

for SMFS at 532 nm and 633 nm. Functionalized BTBTB derivatives have been

used in devices including solution-deposited field effect transistors with function-

alized BTBTB derivatives are photoconductive under UV excitation,82 and have

been used in solution-deposited field effect transistors with charge carrier mobil-

ities reaching 1.7 cm2/(Vs),83 7 cm2/(Vs),84 and 31.3 cm2/(Vs),85 depending on

functionalization of the molecule and on device fabrication.
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3.3 Experimental Set-Up

3.3.1 Experimental Set-Up: Single Molecule

For single molecule fluorescence spectroscopy experiments, the same experimental

set-up and procedures were followed as in Chapter 2. For polarization experiments,

a linear polarizer was added as shown in Fig. 3.2. The linear polarizer was set on

a rotation stage to the change the polarization of the excitation beam by rotating

the polarizer in steps of 22.5◦. The excitation light was turned off for ∼ 2 − 5

seconds as the polarizer rotated to its next position before the excitation light was

turned back on. The same filter combination was used for imaging at 633 nm.3 For

imaging at 532 nm, a 560DCLP (Omega Optical) and HQ537LP (Chroma Tech.)

filter combination was used.

At each polarizer setting, the data during the time interval at which the

molecule was excited were averaged. Traces from blinking events (< 3% of all

traces analyzed) were excluded from analysis.

Again, collection efficiency was determined by

ηcoll = ηQTangToptTfilt (3.1)

where ηQ is the quantum efficiency of the camera (85 - 94%, depending on

the fluorescence emission spectrum of the molecule), Tang is the angular collection
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Linear Polarizer

Figure 3.2: Similar experimental set up as Chapter 2 but with added linear polar-
izer to change the polarization of the excitation beam.

factor, Topt is the collection factor through the microscope optics (62 - 68%), and

Tfilt is the transmission through the dichroic and emission filter (21 - 65%).3,42 For

a single dipole emitter lying parallel to the surface of the cover slip, we estimated

Tang to be ∼ 34% using Ref. 43. These values give us an estimated collection

efficiency of 4.6% for ADT-TES-F, 12.0% for ADT-TIPS-CN, and 10.6% for Pn-

R-F8.

To measure the number of photons detected (emitted) by the EMCCD, a con-

version factor is necessary using camera settings and the collection efficiency. The

number of photons detected can be found through

photonsdet = (counts)× ADConversion

EMGain
(3.2)
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where ADConversion is the analog to digital conversion determined by camera

settings (12.68) and EMGain is the EM gain setting of the camera where it was

set to 40x for all samples in PMMA and 100x for all samples in BTBTB. Emitted

photons photonsem can be calculated from the detected number of photons through

photonsem = photonsdet ×
1

ηcoll
× frameConv

tint
(3.3)

where frameConv is the frame conversion rate from the camera (0.16413 s)

and tint is the integration time of the camera (0.1 s).

3.3.2 Experimental Set-Up: Bulk

Bulk experiments included absorption, fluorescence, FRET, fluorescence lifetime,

photobleaching, and XRD measurements. Optical absorption measurements were

conducted with a halogen lamp and a fiber coupled spectrometer (Ocean Optics

USB2000). All measurements were performed in solution and referenced off of

clean cuvettes with solvent. Absorbance was calculated as A = −log(I/I0) where

I0 is the incident intensity and I is the trasmitted intensity. The molar absorptiv-

ity ε was obtained from linear fits of absorbance as a function of concentration c of

molecules in toluene solution (A = εcl, where l is length of the cuvette). The ab-

sorption cross section was calculated using σ = 2.303ε/NA where NA is Avogadro’s

number.3
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Fluorescence spectra in solution were measured as reported in Ref. 16. For

FRET studies, the spectra of “bulk” films of 50/50 D/A in PMMA were measured

using a Horiba Custom Fluorog fluorimeter under 490 nm excitation.3

Fluorescence lifetime measurements were measured under 470 ps 532 nm ex-

ciation (Q-switched frequency-doubled Nd:YAG, 55 kHz, Altechna STA-01-SH-4-

MOPA). A time-correlated single photon counting (TCSPC) board (PicoQuant

TimeHarp 200) was used with a single photon avalanche photodiode (SPAD -

Molecular Photonic Devices) for detection. The instrument response function

(IRF) was recorded using scattered light from a frosted glass slide and was 260

ps.3

Photobleaching experiments in “bulk” samples with the PMMA host were per-

formed under a 633 nm (532 nm) excitation for Pn-R-F8 (ADT-R-R’) with the

light intensity (Iλ) of 28 W/cm2. Considerably higher intensities were necessary to

observe real-time photobleaching in samples with the t-bu BTBTB host, which in

these samples was carried out at 185 W/cm2. Fluorescence spectra were collected

as a function of time with a fiber coupled spectrometer (Ocean Optics USB2000)

and integrated over all emission wavelengths for each time frame, which was 0.5-2

s, depending on the time span of the experiment. For selected samples, the experi-

ment was performed both in air and in vacuum at 10−5 Torr, for which the sample

was placed in a micro-cryostat (Janis STC-500). The photobleaching dynamics

in PMMA were fit with a biexponential function, and the time constant (τB) or

weighted average of the two time constants (τT = (a1τB1+a2τB2)/(a1+a2)), respec-
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tively, was obtained.42 For the data in the t-bu BTBTB host, single exponential

fits were applied.3

Photobleaching QYs (ΦB) were calculated using42

ΦB =
1

τBσλIλ/(hc/λ)
(3.4)

where σλ is the absorption cross-section at the wavelength of excitation (λ), Iλ

is the excitation intensity, h is the Planck constant, and c is the speed of light.

From the photobleaching QY ΦB and fluorescence QY ΦF , the total number of

photons emitted by the molecule was obtained using Ntot = ΦF/ΦB.3,42

3.4 Theory

Ref. 43 was followed to estimate the orientation of molecules in film via single

molecule fluorescence spectroscopy. As the intensity of emission Itot can be related

to the transition dipole moment µ and incoming excitation E by

Itot ∼ |µ • E|2, (3.5)

the angle between the surface normal and transition dipole moment can be

estimated by changing the polarization of incoming light. These angles are shown

in Fig. 3.3.
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θ 

φ 

φ0 

Figure 3.3: Left: Cartoon of the transition dipole moment µ (green) (for the
S0-S1 transition excited with our wavelength of 633 nm) in sample plane. The
polarization of the incoming light (red) is varied between φ = 0 and 360 degrees.
Differences in the detected photon counts due to variations in coupling between
the electric field and transition dipole moment are recorded to determine θ. The
in plane dipole angle is represented as φ0. Right: Fluorinated pentacene molecule
with side groups R. The dipole moment µ is indicated along the short axis of the
molecule.
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Itot can then be written as

Itot = A0cos
2(φ− φ0) + Ib (3.6)

where φ is the angle of the excitation polarization, φ0 is the in plane dipole

angle, and Ib is the background intensity level. A0 is the amplitude of the varying

emission as polarization is varied. A0 depends on the angle θ between the surface

normal and dipole moment µ of the guest molecule. The amplitude A0 can be

written as

A0 = I0sin
2θ((K1 +K2)sin

2θ + 2K3cos
2θ) (3.7)

where K1, K2, and K3 are parameters which, for our objective, are equal to

0.332, 0.0065, and 0.106, respectively. If θ = 90◦, such correction becomes 0.34,

which was used to estimate Tang in Eq. 3.1. I0 is the intensity proportional to the

molecule’s emission rate. As I0 is generally not known since it can vary molecule

to molecule and vary for the same molecule depending on blinking and rotational

diffusion, it was assumed I0 does not explicitly depend on θ or φ.

By fitting experimental data to Eq. 3.6, A0 and φ0 can be determined. Then,

a histogram of A0 values is generated for each sample type and fit to a Gaussian

distribution ∼ exp[−(A0 − 〈A0〉)2/σ2] to determine 〈A0〉 and σ. As 〈A0〉 is the

ensemble average of the amplitude of Eq. 3.6, by combining with Eq. 3.7 it can be
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written as

〈A0〉 = 〈I0sin2θ((K1 +K2)sin
2θ + 2K3cos

2θ)〉. (3.8)

While Eq. 3.8 depends on I0, we assume I0 is not dependent on θ and φ. Then,

Eq. 3.8 becomes 〈sin2θ((K1 + K2)sin
2θ + 2K3cos

2θ)〉. This new ensemble aver-

age can be calculated after determining the orientational probability distribution

W (θ, φ). As PMMA is a polymer, it is assumed there is an isotropic distribution

of dipole emitters such that W (θ, φ) = 1/(4π). The probability to find a molecule

with orientation within angles θ and θ + dθ, and φ and φ+ dφ is

W (θ, φ) =
1

4π
sinθdθdφ. (3.9)

Now, since
∫ 2π

0
dφ
∫ π
0
dθ sin θ 1

4π
= 1, the ensemble average of 〈sin2θ((K1 +

K2)sin
2θ+2K3cos

2θ)〉 becomes 1
4π

∫ 2π

0
dφ
∫ π
0
dθ sin θ sin2 θ((K1+K2) sin2 θ+2K3 cos2 θ) =

0.2088 using Eq. 3.9.

As the t-bu BTBTB host is crystalline, a narrower range ofA0 values is expected

(and shown later experimentally). Assuming the distribution of dipole emitters is

sharply peaked around θ = θ0, the orientational distribution function is

W (θ, φ) =
1

4π
δ(cosθ − cosθ0) (3.10)
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so that now the ensemble average 〈sin2θ((K1 + K2)sin
2θ + 2K3cos

2θ)〉 in

BTBTB becomes approximately sin2θ0((K1 +K2)sin
2θ0 + 2K3cos

2θ0).

To calculate the angle θ0 in the BTBTB host, it can be assumed that the

orientational constraints of the host matrix is causing the difference in 〈A0〉 values

for Pn-R-F8 molecules. Then, using the ratio

〈A0〉PMMA

〈A0〉BTBTB
=

0.2088

sin2 θ0((K1 +K2) sin2 θ0 + 2K3 cos2 θ0)
. (3.11)

the angle θ0 for the molecule in the BTBTB host matrix can be determined.

The orientational distribution function W (θ, φ) was adjusted as well to deter-

mine how a small but finite width would affect Eq. 3.10. For example, a Gaussian

function

W (θ, φ) = C exp[−(θ − θ0)2/δ2] (3.12)

where θ0 is the peak, δ is the width, and C is the normalization constant such

that
∫ 2π

0
dφ
∫ π
0
dθ sin θW (θ, φ) = 1. The denominator of Eq. 3.11 was then replaced

with 〈sin2 θ((K1+K2) sin2 θ+2K3 cos2 θ)〉 using the Gaussian distribution function

W (θ, φ) to solve the equation and determine θ0 at various widths δ. When applying

these techniques to the following results, it is determined using the delta-function

W (θ, φ) results in an upper bound for the angle θ0 since the Gaussian distribution

function W (θ, φ) results in slightly smaller angles. For example, for Pn-TCHS-F8
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in t-bu BTBTB (for which θ0 = 20◦ when a delta-function W (θ, φ) is assumed),

θ0 = 19◦ and 17.5◦ at δ = θ0/3 and θ0/2, respectively.3

3.5 Results

3.5.1 Bulk Results

3.5.1.1 Characterization

Photophysical properties of organic semiconductor molecules used in our studies

are summarized in Table 3.1. Optical and fluorescence properties of ADT-R-R’

and Pn-R-F8 molecules in toluene solution are shown in Fig. 3.4. They have been

studied in detail elsewhere.6–8,16,81,86 It is important to note that the side group R

does not affect the absorption and fluorescence properties of a molecule, but they

determined the π-stacking properties of the molecules in the solid state, which

considerably affected the (opto)electronic properties of thin films.16

Quantum yield Φ was calculated from

Φ = ΦR
I

IR

ODR

OD

n2

n2
R

(3.13)

where ΦR is the quantum yield of a reference sample, I and IR are the integrated

fluorescence spectrum for the molecule of interest and reference sample respectively,
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Figure 3.4: A) Normalized absorption and B) normalized fluorescence spectra of
ADT-R-R’ and Pn-R-F8 molecules in toluene.3

OD and ODR are the measured optical densities at the excitation wavelength

for the molecule of interest and reference sample respectively, and n and nR are

the indices of refraction of the solute of the sample of interest and the reference

sample.87 ZL18 was used as a reference to calculate quantum yields presented

in Table 3.1.3 These high fluorescence QYs, ΦF , obtained in toluene were even

higher when immobilized in a solid host, most likely due ot the reduction in non-

radiative relaxation as a result of suppressed rotational and torsional motion of

the molecule,88–90 reaching values of 0.7-0.9 in PMMA that are comparable with

many commonly used SM fluorophores.3,42,89

The photobleaching QY ΦB which is the probability that a molecule will pho-

tobleach when a photon is absorbed, is shown in Table 3.1. Photobleaching ex-

periments were performed for both Pn-TIPS-F8 and ADT-TIPS-CN in PMMA.

Experiments were conducted in both vacuum and in air. The fluorescence intensity



87

as a function of time is shown in Fig. 3.5 as an example. The fluorescence intensity

decays quickly in air when compared to vacuum, confirming that photobleaching

of these molecules is largely due to a photoinduced reaction with oxygen.3,49,82,91

In PMMA, the values of ΦB of (1 - 2.5) ×10−6 obtained in ADT and Pn deriva-

tives were comparable to those of commonly used SMFS fluorophores in a similar

environment.42,89 Under identical illumination conditions, considerably lower pho-

tobleaching decay rates of all derivatives studied were observed in the t-bu BTBTB

host as compared to PMMA.82 This could be due to reduced oxygen diffusion in

the crystalline t-bu BTBTB host as compared to PMMA, a mechanism similar

to the photostability of terrylene molecules embedded in a crystalline film of p-

terphenyl.92 While ΦB values are as low as (0.6-1.2) ×10−8 for Pn-R-F8 molecules

in t-bu BTBTB, as discussed later, the host restricts molecular orientation, which

prevents an accurate determination of ΦB since Eq. 3.4 assumes an absorption

cross-section measured in an isotropic medium with randomly oriented molecules.3

As shown in Table 3.1, the photostability of Pn-R-F8 molecules in PMMA and

t-bu BTBTB hosts also depended on the side group R. Molecules with larger

side groups were more photostable than Pn-TIPS-F8 molecules (with smaller side

groups). This suggests that large side groups R can help protect molecules from

oxygen reaching reactive sites on the molecular backbone such that molecules are

less likely to undergo an oxidative reaction. And as seen in the previous chapter,

the conformation of side groups is also important to protecting molecules from

oxygen. The Ntot values reflect this conclusion as well as shown in Table 3.1.3
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Figure 3.5: Decay of the fluorescence emission due to photobleaching for Pn-TIPS-
F8 in PMMA at 0.28 W/cm2 633 nm illumination in air and in vacuum (at 10−5

Torr). Line provides guide for the eye.3
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Maximum molar extinction coefficients εmax were also recalculated based on

new absorption data as shown in Table 3.1 where

εmax =
ODλabs,max

ODλexcitation

ελ (3.14)

and ODλabs,max is the optical density at the wavelength of maximal absorption,

ODλexcitation is the optical density at the excitation wavelength, and ελ is the molar

extinction coefficient at the excitation wavelength calculated previously.

3.5.1.2 FRET

Intermolecular interactions between ADT-TES-F (donor) and ADT-TIPS-CN (ac-

ceptor) molecules have been studied7 and shown FRET or emissive CT state (ex-

ciplex) formation depending on the D/A distance. The presence of a spacer such

as PMMA has been shown to increase the favorability of FRET.6,7, 86

Similar observations were made for the ADT-TES-F/Pn-R-F8 (D/A) systems

when separated by PMMA as a spacer. Fig. 3.6 shows an example of the fluores-

cence spectra of donor-only, acceptor-only, and D/A samples in PMMA. In film

containing both donor and acceptor, the fluorescence emission from the acceptor

was enhanced due to FRET while that of the the donor was reduced. The donor

lifetime was also reduced (see inset of Fig. 3.6). FRET radii ranged from 4.2-4.5

nm, and a summary can be found in Table 3.2.3
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Figure 3.7: Fluorescence spectra of ADT-TES-F in PMMA (donor-only), Pn-
NODIPS-F8 in PMMA (acceptor-only), and ADT-TES-F/Pn-NODIPS-F8 in
PMMA (donor/acceptor pair) obtained under a 490 nm excitation with 2 nm
spacing of the donor and acceptor molecules. Exciplex formation is dominant in
the D/A sample, but FRET could be present as well. More precise control of
concentrations is needed for FRET to dominate.

The CT state emission depended on the size of the acceptor’s R groups. In

particular, the CT state was less emissive in the D/A pair with a larger D/A

separation due to the larger side-group R on the acceptor molecule.6 Fig. 3.7

shows an example where the CT state dominates the interaction between donor

and acceptor molecules.

The ADT-TES-F/Pn-R-F8 D/A systems were also studied in BTBTB in ad-

dition to PMMA at 3 and 5 nm average spacings.
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Figure 3.8: XRD results for out-of-plane structures in spin-cast t-bu BTBTB films.
Inset shows alignment of the t-bu BTBTB molecules on the substrate consistent
with the (0 1 - 1) crystallite orientation as revealed by the XRD. Inset cartoon
shows orientiation of molecules on substrate plane.3

3.5.1.3 XRD

X-ray diffraction (XRD) was used to confirm the crystalline order of spin-cast t-bu

BTBTB films. As shown in Fig. 3.8, these t-bu BTBTB films exhibit crystalline

order with a domininant (0 1 -1) crystalline orientation.3

3.5.2 Single Molecule Results

3.5.2.1 Ntot Calculations

The ADT-R-R’ (Pn-R-F8) molecules of Fig. 3.1 were imaged at the single-molecule

level in PMMA and t-bu BTBTB hosts under 532 nm (633 nm) wide-field exci-
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tation. Fig. 3.9 shows examples of fluorescence time trajectories collected from

individual molecules of Pn-R-F8 in PMMA and t-bu BTBTB. In both hosts, up

to 80% of molecules did not exhibit blinking, and most blinking molecules only

experienced one blinking event before photobleaching as shown in Chapter 2. The

total number of detected photons from each molecule was determined by integrat-

ing SM time traces such as those in Figs. 3.9 and 3.10 to construct histograms.

From this histogram (an example is shown in Fig. 3.11), the mean number of de-

tected photons per molecule Ntot,det was calculated by fitting the histogram to a

single exponential as described in the previous chapter.

While Ntot,det values in Table 3.1 are much lower than Ntot calculated from ΦB,

this is to be expected as Ntot is the number of emitted photons over the lifetime

of a molecule. The number of photons emitted Ntot,em was then estimated using

Ntot,det and the collection efficiency of Eq. 3.1, and yielded values similar to Ntot.

For example, the SM value of Ntot,em of ADT-TES-F in PMMA ((7.7± 0.5)× 105)

was comparable to the Ntot calculated from “bulk” (8.2× 105).3

Both “bulk” Ntot and Ntot,em of the Pn-TCHS-F8 derivative reveal the highest

values of the three Pn-R-F8 derivatives in PMMA where Ntot,em reached (9.4±0.9)

× 105 photons. This Ntot,em is similar to the values of (1.2 - 2.4) × 106 emitted

photons per molecule of good SMFS fluorophores such as DCDHF derivatives or

rhodamine 6G under similar conditions.42,89 Again, these Ntot,em results indicate

greater photostability for molecules with a larger side group R.

In t-bu BTBTB, the SM Ntot,det values were similar or slightly lower compared
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Figure 3.9: Examples of single molecule fluorescence time trajectories for non-
blinking molecules (top trace) and for blinking molecules (last three traces). Up
to 80% molecules did not exhibit any blinking events (top) in either host. Most
of the remaining 20% molecules exhibited one blinking event (second and fourth
traces); in rare cases, two (third trace) or three blinking events were observed.3
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Figure 3.10: Single molecule fluorescence time traces obtained under a wide-field
633 nm excitation at 55 W/cm2 of Pn-TCHS-F8 in t-bu BTBTB (top) and in
PMMA (middle, bottom).3

to those in PMMA (Table 3.1) even though photostability was considerably higher

for Pn-R-F8 molecules in t-bu BTBTB in the “bulk” compared to PMMA. This

phenomena could be explained by how these guest molecules were oriented in their

host matrix of PMMA or t-bu BTBTB. For example, if the t-bu BTBTB host con-

strained guest molecules such that their dipole moments were more closely aligned

with the surface normal, the assumption to convert Ntot,det to Ntot,em would be

incorrect, and underestimate Ntot,em as the intensity of light collected I is repre-

sented in Eq. 3.5.3 To confirm orientational constraints, the molecules in different

host matrices were tested as described in the next section.
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Figure 3.12: A) Raw time trace from a Pn-TIPS-F8 fluorophore in PMMA under
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setting. For most traces, the modulation depth ((Imin − Imax)/(Imax − Ib)) was
close to 100%. B) Averaged data from the raw time trace with a fit to Eq. 3.6.3

3.5.2.2 Polarization Single Molecule Experiments

To confirm orientational constraints in t-bu BTBTB compared to PMMA, SM

emission was studied as a function of excitation polarization in each host matrix

with the experimental set-up described earlier. An example of data collected is

shown in Fig. 3.12A. As described in Eq. 3.5, modulation in emission was observed

as expected. In this case, µ is the transition dipole moment for the S0 − S1

transition, which in our molecules is aligned with the short axis of the backbone

(Fig. 3.13).93

Polarization-dependent time traces from 391 (513, 210) molecules of Pn-TCHS-

F8 (Pn-NODIPS-F8, Pn-TIPS-F8) in PMMA and 4575 (2991) of Pn-TCHS-F8

(Pn-NODIPS-F8) in t-bu BTBTB were studied. Unfortunately, Pn-TIPS-F8 in

t-bu BTBTB did not provide enough signal to produce reliable data for analysis.
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Figure 3.13: Schematic of a Pn-R-F8 molecule packing in the crystalline t-bu
BTBTB host inferred from the SM data (here, R = NODIPS).3

Most molecules exhibited close to 100% modulation depth such that the modula-

tion amplitude A0 of Eq. 3.6 is Imax − Imin with Imin ≈ Ib as shown in Fig. 3.14.

In this case, Imax (Imin) is the highest (lowest) emission intensity and Ib is the

background intensity or intensity after the molecule photobleaches. There was no

evidence of rotational jumps in the time traces studied.3,43

Following the formalism developed in Ref. 43, the data were fit with Eq. 3.6

as shown in Fig. 3.12 where the phase φ0 and amplitude A0 parameters were

determined. No preferential azimuthal orientation φ0 was observed in either host.

Fig. 3.15 shows the distribution of A0 values obtained for Pn-R-F8 molecules in

PMMA and t-bu BTBTB hosts along with Gaussian fits. These fits were used to

obtain mean values of A0 〈A0〉 and the standard deviations σ of the distributions
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100% Modulation <100% Modulation

Figure 3.14: Examples of polarization-dependent single molecule data (Pn-
NODIPS-F8 in PMMA). Time intervals with no data are from the excitation beam
being blocked while the polarization was rotated. Left: Example of 100% modu-
lation where Imin is simlar to Ib after photobleaching while Right: Imin is greater
than Ib after photobleaching demonstrating less than 100% modulation.

as shown in Table 3.3.3

Similar (within 9%) 〈A0〉PMMA values obtained for all three Pn-R-F8 deriva-

tives are consistent with similar products of molar extinction coefficients and fluo-

rescence QYs of these molecules (Table 3.1) and the absence of orientational con-

straints in PMMA. The distribution widths σPMMA reflect a spread in the polar

angle θ (Fig. 3.13) and in the inhomogeneity of the local nanoenvironment expe-

rienced by a Pn-R-F8 molecule in PMMA. The largest σPMMA for Pn-TCHS-F8

molecules could indicate the largest degree of inhomogeneity experienced by these

molecules as similar spreads of θ would be expected for all Pn-R-F8 derivatives in

PMMA.3

Considerably smaller values of 〈A0〉 and σ for Pn-R-F8 were observed in the
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BTBTB PMMA 

Figure 3.15: Histograms of modulation amplitudes A0 from fits of the polarization-
dependent SM emission data to Eq. 3.6 (blue: Pn-TCHS-F8, green: Pn-NODIPS-
F8, gray: Pn-TIPS-F8). Gaussian fits to the histograms are also shown. The
inset shows an expanded view of the histograms obtained for Pn-TCHS-F8 and
Pn-NODIPS-F8 in the t-bu BTBTB host.3
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Host Matrix Side Group R 〈A0〉 (photons/100 ms) σ (photons/100 ms)

PMMA TCHS 410 ± 10 299 ± 3
NODIPS 401 ± 2 234 ± 5
TIPS 377 ± 4 250 ± 10

t-bu BTBTB TCHS 55 ± 1 38 ± 1
NODIPS 42 ± 9 40 ± 20
TIPS N/A N/A

Table 3.3: These are the mean values of A0 (〈A0〉) and standard deviation σ of
these distributions obtained from Gaussian fits to the histograms of A0. Error bars
are from the Gaussian fits.3

t-bu BTBTB host compared to the PMMA host, which supports the constraints

in orientation within the t-bu BTBTB host matrix. From Eq. 3.6, A0 depends

on the polar angle θ between the transition dipole moment of the molecule and

substrate normal and a correction due to the polarization mixing in the high-

NA objective. There is no evidence of host-guest interactions quenching guest

fluorescence94 in the t-bu BTBTB host, the considerably lower values of 〈A0〉BTBTB

and σBTBTB compared to those in PMMA (Fig. 3.15) can be attributed to Pn-R-F8

molecule orientations constrained by the t-bu BTBTB host to small polar angles

(Fig. 3.13).3,92

To estimate the angle at which molecules were oriented in t-bu BTBTB θ, an

isotropic orientation of Pn-R-F8 molecules in PMMA was assumed. An upper

bound θ0 was estimated in the t-bu BTBTB host for Pn-R-F8 molecules using

〈A0〉PMMA/〈A0〉BTBTB ratios. These estimates yielded θ0 = 20◦ ± 1◦ and 18◦ ± 2◦

for Pn-TCHS-F8 and Pn-NODIPS-F8 respectively. Since 〈A0〉BTBTB for Pn-TIPS-

F8 molecules was at or below the highest level of background variation with the
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incident polarization A0,b, sinilar analysis using 〈A0〉BTBTB = A0,b revealed an

upper bound of θ0 ≈ 12◦. As this angle θ0 is much lower than that of Pn-NODIPS-

F8 and Pn-TCHS-F8 in the t-bu BTBTB host, this may suggest that given a larger

free volume (as TIPS is a much smaller side group as shown in Table 3.2), the Pn-

R-F8 molecule constrained by the crystalline t-bu BTBTB host prefers orientation

such that its transition dipole moment is nearly parallel to the substrate normal.3

3.6 Conclusion

Photophysical properties of functionalized organic semiconductor molecules were

characterized for SMFS studies. All derivatives studied were imaged on the single

molecule level in a crystalline organic semiconductor (t-bu BTBTB) and polymer

(PMMA) host to investigate changes in the local nanoenvironment and molecular

packing. Molecules with larger side groups were found to be more photostable, and

molecules within PMMA were found to emit a total number of photons similar to

that of a standard SMFS fluorophore. The t-bu BTBTB host put orientational

constraints on guest molecules depending on the side group R.

For future studies, functionalization of t-bu BTBTB could be studied to achieve

different types of packing with a variety of guest molecules to better understand

the formation and properties of organic semiconductor bulk heterojunctions.
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Chapter 4 Optical Tweezers-based Probe of Charge Transfer

4.1 Introduction

Most organic semiconductor applications rely on the material’s conductive or pho-

toconductive properties.95 Therefore it is important to understand processes of

charge carrier generation and charge transfer, which depend on the dielectric prop-

erties of local nanoenvironment. Current techniques require materials to be incor-

porated into devices, where the surrounding environment of the device cannot be

varied systematically. Our goal is to develop a non-contact optical tweezers-based

method to measure the efficiency of charge carrier generation and charge transfer

in organic semiconductors, at nanoscales, with a single charge resolution, and in

systematically varying environments.

The first single beam optical traps were made at AT&T96 and the first three-

dimensional trap was made in 1986 by Ashkin.5 Optical tweezers are ideal for

noninvasive micromanipulation and mechanical measurements.27,97,98 They can

manipulate objects with lengths ranging from tens of nanometers to hundreds of

micrometers allowing optical tweezers to manipulate cells, organelles and other

larger molecules.99 Optical tweezers can measure forces on the order of femtonew-

tons to nanonewtons and on time scales on the the order of microseconds.96 In
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addition to biological applications, there are also uses for the physics community.

Optical tweezers can be used to directly measure macromolecular interactions in

solution where there are like-charged colloidal particles for statistical mechanics.

Another experiment with optical tweezers found the second law of thermodynamics

to not always hold true.96

Optical tweezers have many applications both by themselves and combined with

other techniques. In general, there are many biology applications such as measuring

tensions or trapping objects noninvasively through cell walls. For example, Ashkin

and Dziedzic used optical tweezers to take membranes inside plant cells and pull

out their viscoelastic filaments thereby altering the structure of the cell. Kuo and

Sheetz attached spheres to microtubules they wanted to study. The spheres served

as an anchor as they were able to trap the attached sphere and then estimate the

force of kinesin on microtubules.27

It is also possible to build with optical tweezers by modifying an existing struc-

ture. This process is achieved by placing dielectric spheres in an existing structure

and filling the remaining gaps with a high index material. The optical tweezers can

then be used to dissolve the spheres away by heating and damaging the spheres

due to large flux.27,96

There are many variations on optical tweezers including optical scissors or

scalpels, nanometric optical tweezers, optical vortices, and magneto-optical tweez-

ers. Optical scalpels or scissors use spatially resolved photo-oxidation of biological

materials96 and have been used to study the movement of chromosomes during
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mitosis.27 Nanometric optical tweezers trap particles by concentrating optical en-

ergy using surface plasmon resonance at nanoprobes. This allows the trapping

of particles that are on the order of nanometers or smaller if the particles are

fluorescent.99

Ring-like optical traps that exert torques and forces are called optical vortices

or optical spanners. A photon in a helical mode has both orbital and spin angu-

lar momenta. These traps are good for learning about photon spin and angular

momenta.96 While optical tweezers are characterized by 3 stiffness constants (one

constant per “real” axis), optical vortices do not have “real” axes. The trapping

stability of optical vortices depends on the damping medium in addition to the

gradient force.28

Scanned optical tweezers allow the trapping of multiple particles. They are

similar to a regular optical tweezer trap, but the light that enters the objective

is scanned at different angles to create multiple traps. However, this scanning

technique limits the patterns in which particles can be trapped and is limited by

the scanning time. Another method is where the image is focused on a diffractive

beam splitter at the image point to create multiple traps. The beam splitter can be

a computer generated hologram to create holographic optical tweezers. An array

of traps could be useful for sorting particles and act as a sieve.96

Roberts et al. reported an optical tweezers based technique to measure the

surface charge of PMMA microspheres suspended in dodecane by applying a si-

nusoidal electric field. They were able to measure the surface charge of these
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spheres with an uncertainty of 0.25e where e is an elementary charge.30 A few

years later, Beunis et al. demonstrated the surface charge of PMMA microspheres

suspended in dodocane could be measured over time to study the interaction at

the solid-liquid interface.31

4.2 Theory

4.2.1 Mie and Rayleigh Frameworks

Optical tweezers use a highly focused laser beam to trap particles that are sus-

pended in a medium. When a dielectric particle is close to the focus of the laser, the

particle is pulled into the trap. Depending on the relationship between the wave-

length of trapping light and the particle size, particle trapping can be described

by one of two frameworks.

In the Mie framework, the particle is larger than the wavelength of light, and

the particle or bead can be trapped when the bead is close enough to the focus of

the laser (see Fig. 4.1). The incoming light hits the particle and refracts through

the particle as if the particle were another lens. The refracted light causes an

overall change in momentum for that light. The change in momentum creates a

force on the light. Due to Newton’s third law, there is an equal and opposite

force on the particle, which pushes the particle back towards the focus of the laser.

This principle works both when the particle is misaligned from the focus in the
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horizontal and vertical directions. Also, since the intensity of the light beam is a

Gaussian, the individual forces will not all be of the same magnitude, which also

contributes to the bead moving back to the center of the trap. The force due to

the change in momentum of light is called the gradient force.5

It is important that the index of refraction of the trapped particle has a higher

index of refraction than the suspension medium. This condition allows the light to

refract in the correct direction and create a force on the particle towards the focus

of the laser. For example, an air bubble in a medium, such as water, would not

be trapped by the tweezer set up. Instead the bubble would be pushed to a less

intense region of the laser beam since the index of refraction for air is less than the

index of refraction of water.27 In addition to refraction of light, a small amount of

light is reflected off the particle creating a scattering force5 which can be overcome

with a sharper focus.27 In the Mie framework, it is important to consider the size

of the particles. Since larger particles absorb more light, larger particles generate

more thermal forces that could affect trap stiffness.100

In the Rayleigh framework, the wavelength of light is much larger than the

bead. In this case, the bead can be approximated to a dipole. The dipole then

feels a force from the gradient in electric field from the laser, which pushes the

bead back to the center. The force can be represented as

< ~F >=
α

2
∇< ~E2 >, (4.1)
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Figure 4.1: (A) The dielectric bead is displaced horizontally from the focus of
the optical trap. In this case, the wavelength of light is smaller than the size
of the dielectric bead. The light refracts through the bead, and the change in
momentum of the light creates a force on the light and force on the bead in the
opposite direction, which pushes the bead to the left back towards the focus. (B)
The magnitudes of refraction vary through the bead since the laser beam is a
Gaussian. (C) When the wavelength of light is larger than the bead, the bead can
then be approximated as an electric dipole that gets trapped in the beam. Figure
from 5.
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where α is the polarizability.5

4.2.2 Measuring Trap Stiffness

Trap stiffness k defines the strength of an optical tweezers trap. It is analogous to

the spring constant of a spring. As the trapped particle moves due to Brownian

motion, the trap constantly needs to pull the particle back to the center of the

trap. As with a spring’s ability to pull an object back towards equilibrium is based

on its spring constant, the ability of optical tweezers to pull a particle back to

the center of the laser beam focus is based on its trap’s stiffness. The stiffer the

trap, the harder it is for the particle to fall out of the trap. With the position of

the trapped particle and the trap stiffness of the tweezers, one can measure the

movement and forces exerted on the particle.101

For this work, the trap stiffness in the x-y plane was calculated by applying

three analysis methods to the data.102 In a stable unperturbed trap, the trap

stiffness values extracted from each method are equal within approximately 10-

15%. The methods included applying the equipartition theorem to the variance

of the sphere’s motion in the trap, performing a Gaussian fit to a histogram of

the sphere’s position in the trap, and obtaining the corner frequency of the power

spectrum of the suppressed Brownian motion of the sphere.

With the equipartition theorem, the energy due to the Brownian motion is
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EBrownian =
1

2
kBT, (4.2)

and the energy due to a spring is

Espring =
1

2
k∆x2, (4.3)

where k is the spring constant. Combining Eq. 4.2 and Eq. 4.3, the spring

constant is

k =
< x2 >

kBT
. (4.4)

Using Eq. 4.4, the trap stiffness can be calculated, since it is simple to find the

average location of the particle in the trap (see Fig. 4.2).

The normal distribution method determines the trap stiffness of an optical trap

by fitting a Gaussian f(x) to a histogram of the position measurements where

f(x) = Ae
−(x−xc√

2σ
)2
. (4.5)

The trap stiffness is then determined by the standard deviation σ of the distri-

bution where
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Figure 4.2: The trap stiffness k for a trapped silica sphere suspended in MilliQ
water is calculated with three different methods including the A) equipartition
method, B) histogram method, and C) power spectral density method.
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σ2 =
kBT

k
(4.6)

and k is the trap stiffness.

Finally, the power spectrum can be used to calculate trap stiffness. This method

is the best method to measure trap stiffness when a sinusoidal electric field is

applied. A massless, damped oscillator due to Brownian motion can be represented

by the equation of motion

βẋ+ kx = F (t), (4.7)

where the drag coefficient β = 6πηr depends on the viscosity η of the surround-

ing fluid of the particle and the radius of the bead r. The power spectrum can be

written

|x̃(f)|2 =
kBT

π2β[( k
2πβ

)2 + f 2]
, (4.8)

where x̃(f) is the position of the particle as a function of frequency. The corner

frequency fc is then found to be fc = k/2πβ, which makes the spring constant for

the trap k = 2πβfc.
5 The corner frequency is the frequency at which the Brownian

motion at lower frequencies begins to become suppressed.
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4.2.3 Charge Measurement Theory

While measuring trap stiffness provides a powerful tool to measure forces imparted

on objects, placing an optically trapped sphere in an oscillating electric field can

be used as a tool to probe surface charge of the trapped sphere.

Applying an AC electric field to a trapped sphere introduces an electric field-

dependent term in the power spectrum from Eq. (4.8) to become

|x̃(f)2| = kBT

π2β(f 2
c + f 2)

+
kBTγ

2

2k
[δ(f − fAC) + δ(f + fAC)], (4.9)

where γ2 is the scaled ratio of the mean square periodic and Brownian forces

and can be calculated from

PAC =

∫ ∞
−∞
|x̃(f)2|Edf =

kBT

k
γ2, (4.10)

where |x̃(f)2|E is the power spectrum due to the applied electric field.30 As

shown in Ref. 30 the effective charge Zeff on a sphere can be calculated with

e|Zeff | =
γβ

E

√
2kBT

k
((2πfAC)2 + (k/β)), (4.11)

where e is the charge of an electron, E is the applied electric field, and fAC is

the driving frequency of the electric field. This method has an estimated sensitivity
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of 0.25e where e is the charge of one electron!30 The MATLAB script to calculate

the surface charge of a trapped sphere using this method can be found in Appendix

C.

This method can be used to resolve measuring surface charge as a function of

time by making these measurements every 40 ms. However, this method employs

a weaker electric field and lower driving frequency (on the order of 100 Hz). With

these conditions, the resolution of our experiment can be calculated using error

propagation103 with

δZ =

√(δZ
δa
δa
)2

+
(δZ
δV

δV
)2

+
(δZ
δd
δd
)2

+
( δZ

δPAC
δPAC

)2
+
(δZ
δk
δk
)2

+
( δZ

δfAC
δfAC

)2
+
( δZ
δfc

δfc

)2
(4.12)

where the partial derivatives are with respect to Eq. 4.11 and a is the radius

of a trapped sphere and d is the separation between electrodes. These partial

derivatives are as follows:

δZ

δa
=
Z

a
(4.13)

δZ

δV
=
−Z
V

(4.14)
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δZ

δd
=
Z

d
(4.15)

δZ

δPAC
=
−Z

2PAC
(4.16)

δZ

δk
=
−Z
k

(4.17)

δZ

δf
=

6πηa

Ee

kBT

k

[
PAC

(
(2πfAC)2 + (2πfc)

2
)]−1/2

4
√

2π2f (4.18)

where in the last equation, f is either fc or fAC . To give an example of error

propagation, the following estimations were made: δa = 0.01 µm, δV = 0.01 V ,

δd = 5 µm, δPAC = 0.1PAC (10% of PAC), δk = 0.08 pN/µm, δfAC = 1 Hz,

and δf0 = 1 Hz where δk and δfc are calculated from the standard deviation of

multiple runs. Then, δZeff = 19.8 for Zeff = 180 charges. In terms of surface

charge density, this gives an error of 6.3 e/µm2.

A more effective method to measure the (dis)charging dynamics of a trapped

sphere uses a much higher sampling frequency, higher applied electric field, and

higher driving frequency. By increasing the sampling frequency, electric field

strength, and driving frequency, the charge resolution improves greatly. The effec-

tive charge can be calculated using
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|Zeff | =
2βfs,Q
E

(
2πfcRe(|x̃(f)2|E) + 2πfACIm(|x̃(f)2|E)

)
, (4.19)

where fs,Q is the sampling rate of overlapping windows of charge measurements

within a data set.31 To measure the effective charge with this method, we increased

our sampling frequency from 10kHz to 20 kHz and used fAC=1 kHz (from ∼ 100

Hz) and fs,Q=4.88 Hz.

4.3 Experiment

Four types of experiments were performed to develop a new tool to investigate

transfer of charge from donor to acceptor materials using optical tweezers as out-

lined in Fig. 4.3. The first experiment compares surface charge measurements of

plain spheres to the literature. Next, a coating, with for example an organic semi-

conductor material, is applied to the spheres and the surface charge is measured

during simultaneous photoexcitation. The third experiment placed plain spheres

in solution with acceptor material to study the movement of surface charge with

photoexcitation. Lastly, donor coated spheres and acceptor materials in solution

were combined to measure the charging dynamics under photoexcitation. In addi-

tion to measuring surface charge, the PL of coated spheres was monitored with a

spectrometer.
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Figure 4.3: Four types of experiments were carried out. Clockwise from the top
left, 1) plain spheres, 2) coated spheres, 3) plain spheres in a doped solution, and
4) coated spheres in a doped solution were studied and the surface charge of the
spheres was measured.
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4.3.1 Materials

For our studies, we chose a fluorinated anthradithiophene (ADT) derivative func-

tionalized with (triethylsilyl)ethynyl (TES) side groups, ADT-TES-F, a cyano-

substituted ADT derivative functionalized with (triisopropylsilyl)ethynyl (TIPS)

side groups, ADT-TIPS-CN (Fig. 4.4), and a fluorinated pentacene (Pn) derivative

functionalized with TIPS groups (Pn-TIPS-F8, Fig. 4.4). The ADT-TES-F deriva-

tive has shown TFT charge carrier (hole) mobilities of over 1.5 cm2/(V s),104 fast

charge carrier photogeneration,70,105 and high photoconductivity under continuous

wave (cw) illumination.16 The ADT-TIPS-CN and Pn-TIPS-F8 derivatives have

been used as acceptors in donor-acceptor (D/A) bulk heterojunctions (BHJs) with

polymer or ADT-TES-F donors.6–8,38,79,86 The ADT-TES-F/ADT-TIPS-CN and

ADT-TES-F/Pn-TIPS-F8 blends exhibit strong exciplex formation with the peak

energy corresponding to the gap between the HOMO of the donor to the LUMO of

the acceptor, which yields 1.86 eV (668 nm) and 1.72 eV (723 nm), respectively.6,7

We chose millipore water and toluene for our initial set of experiments because

they did not compromise the quality of the coating and because they provided

environments with considerably different dielectric permittivity (ε = 80 and 2.38,

respectively).
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Figure 4.4: Molecular structures of ADT-R-R’ and Pn-R-F8 with TES and TIPS
side groups (R). End groups (R’) for ADT-R-R’ could be either F or CN.

4.3.2 Sample Preparation

For this study, four types of samples were prepared corresponding to each experi-

mental set-up as shown in Fig. 4.3.

First, plain spheres were studied. Amorphous silica spheres 1 µm in diameter

(Thermo Scientific, 0.99 ± 0.02 µm, refractive index n = 1.40 - 1.46, 2% suspension

in water) were studied in one of three environments: ultra-pure millipore (Milli-

Q, 18 MΩ cm) water, toluene, and a 50% wt/wt mixture of water and glycerol.

Polystyrene (PS) spheres of 1 µm in diameter (Duke Scientific, Inc., refractive

index n = 1.55) were studied in ultra-pure millipore water.

All coated silica spheres were studied in ultra-pure millipore water. Coatings

were ADT-TES-F, Pn-TIPS-F8, PS, or an ADT-TES-F and ADT-TIPS-CN (D/A)
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blend. For the ADT-TES-F and Pn-TIPS-F8 coatings, silica spheres were coated

by mixing a 2 µL solution of silica spheres in water was added to 50 µL 30 mM

stock solution of the coating molecule in toluene and sonicated for 20 minutes.

Then, 14 µL of the mixture was added to 4 mL of ultra-pure millipore (Milli-Q,

18 MΩ cm) water, sonicated for 5 minutes, and left unperturbed overnight. For

the PS coatings, 2 µL solution of silica spheres in water was added to 40 µL of

1% wt/wt solution of PS in toluene followed by the same protocol used for coating

silica spheres with ADT-TES-F.

For the D/A blend, we prepared spheres coated with an ADT-TES-F (donor)

and ADT-TIPS-CN (acceptor) D/A blend. A 30 mM stock solution of ADT-TES-

F in toluene and 2 mM stock solution of ADT-TIPS-CN in toluene were sonicated

for 10 minutes. 2 mL of the ADT-TES-F stock solution and 526 µL of the ADT-

TIPS-CN stock solution were combined and sonicated for 10 minutes. Next, 4

µL solution of silica spheres in water was added to 100 µL the ADT-TES-F and

ADT-TIPS-CN solution and sonicated for 20 minutes. Lastly, 14 µL of the silica

and D/A solution was added to 4 mL of millipore water, sonicated for 5 minutes,

and left unperturbed overnight. The ADT-TES-F and ADT-TES-F/ADT-TIPS-

CN (Pn-TIPS-F8) coatings were confirmed using fluorescence microscopy at 532

nm (633 nm) cw excitation, which resulted in strong emission by the coatings at

wavelengths of >580 nm (>650 nm)16 as shown in Fig. 4.5. No fluorescence was

observed from uncoated silica spheres.

Additionally, ADT-TES-F coated silica spheres were tested in toluene and a
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50% wt/wt mixture of water and glycerol. When using toluene, the same proce-

dure with water was followed, but toluene replaced water at the last step of the

procedure. The ADT-TES-F coated silica spheres in a 50% wt/wt mixture of wa-

ter and glycerol were made by adding 4 µL of the coated sphere solution in toluene

to 4 mL of the 50% wt/wt mixture of water and glycerol.

Solutions of spheres described above were added to the sample holder shown

in Fig. 4.6. Sample holders were constructed by grinding two holes into a glass

slide to insert the solution of interest, and creating a fluid chamber with small

pieces of a glass coverslip secured with UV glue (Thorlabs, NOA81). The top glass

coverslip had two pieces of aluminum foil (secured with UV glue), which served as

coplanar electrodes. The electrodes were separated by a gap of approximately 100

µm measured in each sample using optical microscopy by moving the sample on an

x-y stage between the two electrodes and recording the position of the electrodes

using a micrometer. Spheres were typically trapped about 20 µm away from the

top coverslip to avoid any interactions between the glass slide and sphere. Spheres

were trapped in the center of the gap between two electrodes to minimize edge

effects.

4.3.3 Optical Tweezer Trapping Setup

Optical tweezer trapping was performed in a custom inverted microscope assembly

with an oil immersion microscope objective (Edmund Optics, 100X, NA of 1.25,
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Figure 4.5: The experimental set up used to measure effective charge, which
includes an 800 nm trapping laser, 633 nm (532 nm) detection laser, and 532 nm
(633 nm) photoexcitation laser for the ADT-TES-F-coated (Pn-TIPS-F8-coated)
spheres. The images are of a trapped ADT-TES-F coated silica sphere: (a) under
532 nm excitation (halogen lamp off), (b) under 532 nm excitation (halogen lamp
on), and (c) no excitation (halogen lamp on). Fluorescence emission of the ADT-
TES-F coating can be seen in (a) and (b).
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Figure 4.6: a) Molecular structure of ADT-TES-F. b) Side view of sample holder.
Note the trapping distance away from the glass coverslip to minimize interaction
between the coverslip and sphere. c) Top view of sample holder to show the holes
ground into the microscope slide and positioning of the electrodes.
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160 mm tube length) as shown in Fig. 4.5.102 Spheres were trapped with a cw

800 nm Ti:Sapphire laser (KM Labs, Inc.). For uncoated silica spheres and coated

silica spheres, the position of the trapped sphere was detected by the scattering of

a cw 633 nm Helium-Neon laser (or cw 532 nm laser, Verdi V5, Coherent, Inc. for

silica spheres coated with Pn-TIPS-F8) detected by a Hamamatsu S4349 quadrant

photodiode (QPD). The QPD signal was collected using a data acquisition card

(DAQ) (NI-6221) read out by a custom LabVIEW program. Additionally, a cw

532 nm (633 nm) laser beam, collimated to minimize its effect on the trap stability,

was used to photoexcite all coatings (or Pn-TIPS-F8). Spheres were imaged with a

CCD camera and halogen lamp. When assessing fluorescence from an ADT-TES-

F coating, a long-pass 572 nm filter was placed in front of the CCD camera to

transmit the fluorescence emission of the ADT-TES-F molecules, while blocking

the 532 nm excitation. Filters were also placed in front of the QPD to block the

800 nm and 532 nm light. For spheres with a Pn-TIPS-F8 coating, a 632.8 nm

notch filter was placed in front of the CCD camera to block light from the 633

nm excitation laser. A band pass filter was placed in front of the QPD to block

emission from the spheres, but allow the scattering of the 532 nm light to pass.

An IR filter was also placed in front of the QPD to block the trapping laser.

To measure effective charge on our spheres, we applied an AC voltage in the

range of 2.5 Vpp to 20 Vpp across the electrodes of the sample holder using an ampli-

fied sinusoidal signal from function generator (Tektronix, AFG3021). Frequencies

fAC ranging from 30 Hz to 500 Hz were tested, and charge measurements at fre-

quencies in the range between 70 and 110 Hz yielded most consistent data, prompt-
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ing us to select a driving frequency of 110 Hz for most experiments reported here.

The electric field was estimated as λV
d

where V is the applied voltage and d is the

distance between electrodes. The scaling factor λ, described in Ref. 30, takes into

account the electric field dependence on the position of the sphere with respect to

the electrodes. Another interpretation comes from treating the electrode-solution

interface as a double-layer capacitance as described in Ref. 32. There is also an in-

ternal resistance at this double-layer, and a second capacitor is included in analysis

for the Stern layer effect. The electric field then depends on the driving frequency

of the sinusoidal electric field. The electric field can be represented as

E(ω) =
Vpp
2d

Rb

Z(ω)
(4.20)

where Rb is the resistance of the water far from the double-layer region of

the trapped sphere and Z(ω) is the total impedance in the angular frequency do-

main.32 The change in surface charge density can be seen as a function of frequency

in Fig. 4.7. Since the apparent electric field strength changes as a function of fre-

quency as seen in Eq. 4.20, the driving frequency used of ∼ 110 Hz represents a

lower bound of surface charge.

In order to probe changes in effective charge density upon photoexcitation of

ADT-TES-F in ADT-TES-F-coated spheres, we performed charge measurements

under 532 nm excitation at powers of up to 28 mW.
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Figure 4.7: Dependence of the effective surface charge density of a plain silica
microsphere in water on driving frequency of electric field. As shown in Eq. 4.20,
there is some dependence on the screening of electric charges with different driving
frequencies.
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Figure 4.8: Dependence of measured trap stiffness on the trapping beam power
in coated spheres. Linear dependence is expected in the case of stable trapping.

4.4 Results: Trap Stiffness

The trap stiffness was measured at various trapping beam powers, and the linear

dependence of k on the power was observed (Fig. 4.8). As expected, at same

trapping beam power, the trap stiffness for PS spheres, as well as for PS- and

ADT-TES-F-coated spheres, was higher than that for silica spheres since PS and

ADT-TES-F have a higher index of refraction as compared to silica.102
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4.5 Results: Surface Charge

Charge measurements were performed by tracking the position of a trapped sphere

with an applied AC electric field. Fig. 4.9 shows two of the methods for calculating

trap stiffness, which also demonstrates the presence of charge on the sphere.106 The

histograms (Fig. 4.9a) are used to calculate trap stiffness without an electric field.

In the presence of an electric field, the histogram broadens, with the broadening

increasing as the electric field increases. The alternating electric field makes it

possible for the sphere to spend more time away from the center of the trap since

there is now an electric force in addition to Brownian motion. The power spectral

density (PSD) (Fig. 4.9b) also demonstrates the presence of charge on the sphere,

as there is a response at the 110 Hz driving frequency of the AC electric field, which

increases as the electric field increases. Silica spheres in water exhibited a much

larger response to the AC electric field, as compared to those in toluene: in water,

the AC field-driven sphere oscillations overriding the Brownian motion could be

obtained within our range of applied electric fields.107 These oscillations were not

apparent in toluene, consistent with a considerably smaller charge density on silica

spheres in toluene as compared to water (see Table 4.1). A bimodal distribution

of position is not expected to be seen either based on their γ values (< 1.257) of

Eq. 4.9.30 Applying higher electric fields also agrees with Eqs. 4.10 & 4.11 where

the relationship between PAC and E2 is linear as shown in Fig. 4.10.106 A larger

slope corresponds to a larger charge on the sphere as expected.
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Figure 4.9: a) Top: No electric field; Middle: E = 1.5 × 104 V/m; Bottom:
E = 2.4× 104 V/m. b) Power spectral densities for silica in toluene with varying
applied electric fields. Note the peak at the driving frequency of 110 Hz get larger
as electric field increases. Data for non-zero electric fields are shifted up on the
vertical axis for clarity.

Surface Charge (e/µm2)
Sphere Type Water Toluene

Silica 290 ± 95 4 ± 1
PS 25 ± 12
Silica coated with ADT-TES-F 13 ± 5 7 ± 1
Silica coated with Pn-TIPS-F8 22 ± 13

Table 4.1: Effective surface charge measured for various spheres in water and
toluene. The values were averaged over 5-7 spheres of the same type and over at
least 9 data runs for each sphere. The error bars reflect sphere-to-sphere variation.
The run-to-run error for each given sphere was less than 5%.



131

0 5 10 15 20 25 30 35 40 45
0

1

2

3

4

5

6

7

8

E2 x 107 [V2/m2]

P
A

C
x 

10
−

2
[µ

m
2 ]

0 10 20 30 40 50
0

0.05

0.1

0.15

0.2

E2 x 107 [V2/m2]

P
A

C
x 

10
−

2
[µ

m
2 ]

Figure 4.10: Blue circle : Silica; Green square : Silica coated with ADT-TES-
F. All spheres in water. Slopes correspond to the amount of charge on sphere and
are linear as predicted.
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Figure 4.11: Example of data obtained from a trapped PS sphere: (top) no
applied electric field, (middle) and (bottom) applied electric fields of 1.71 × 104

V/m and 3.43× 104 V/m, respectively, with a driving frequency of 110 Hz. Note
the peaks at 110 Hz in the power spectrum due electric field induced motion of
the charged sphere. a) Time series data of suppressed Brownian motion. Note a
transition to sinusoidal dependence at higher electric fields. b) Histogram of the
sphere’s motion in the trap. c) Power spectrum of the sphere’s motion.

4.5.1 Uncoated Spheres and PS Coated Spheres in Water

As a control, uncoated PS and silica spheres were suspended in water.

Effective surface charge measurements of plain silica spheres is shown in Ta-

ble 4.1. It is well known that silica in contact with water is negatively charged

due to dissociation of silanol groups.108 The magnitude of the effective charge den-

sity increases with ionic strength.108 In ultra-pure deionized water with an ionic
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strength of below 10−6M, it is expected to be below 2000 e/µm2, where e is the

elementary charge. For example, a surface charge density of -700 ± 150 e/µm2 was

obtained in Ref. 108. Our experiments yielded the magnitude of the surface charge

density for silica spheres of about 290 e/µm2 (Table 4.1). This value represents a

lower bound on the magnitude of the surface charge density, as the electric field in

the proximity to the sphere immersed in a medium with high dielectric constant

such as water (ε = 81) is partially screened; accounting for such reduction in the

electric field in the Eq. 4.11 would increase the effective charge Zeff .

Effective surface charge measurements of plain PS spheres is shown in Ta-

ble 4.1. Negative charge on the surface of PS spheres in water has previously been

attributed to the adsorption of hydroxyl ions (ion transfer), to the electron transfer

from water to PS resulting from the overlap of local intrinsic molecular-ion states

in PS and water, or both.109,110 The obtained surface charge densities ranged from

455 e/µm2 to 553 e/µm2 for PS spheres functionalized with sulfate groups and

carboxylated, respectively111 and 9375 e/µm2 for larger PS spheres (d=2.23 µm)

in an aqueous solution of 1-butyl-3-methylimidazolium chloride (BMIM-CI) at a

pH of 6.112 Surface charge densities for PS spheres obtained in our experiments in

ultra-pure water yielded considerably lower values (Table 4.1), as expected.

The silica spheres coated with PS exhibited surface charge densities lower than

those in uncoated silica spheres and higher than those in PS spheres (Table 4.1).

Adsorption of PS by silica has been previously observed and attributed to a hy-

drogen bond formation between the hydroxyl group on silica and phenyl ring on
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PS.113 Therefore, a reduction of effective charge in PS-coated silica spheres by a

factor of ∼3, as compared to uncoated silica spheres, is due to a partial or complete

isolation of the silanol groups on the silica surface from water, which prevents their

dissociation.

4.5.2 Organic Semiconductor Coated Spheres

As shown in Table 4.1, the silica spheres coated with ADT-TES-F or Pn-TIPS-

F8 exhibited effective charge densities that are a factor of ∼13 - 22 lower than

those in uncoated silica and a factor of ∼7 lower than those in silica coated with

PS. ADT-TES-F is a nonpolar molecule which is not expected to significantly

interact with water, and the observed effective charge reduction reflects efficient

adsorption of ADT-TES-F (Pn-TIPS-F8) onto silica surface, which prevents silica-

water interaction. A considerably smaller effective charge densities in ADT-TES-

F-coated as compared to PS-coated spheres are most likely due to efficient ADT-

TES-F aggregation that promotes thicker surface layers. A further reduction by

more than an order of magnitude in effective charge density was observed in the

ADT-TES-F-coated silica spheres when water was replaced with a 50 % wt/wt

mixture of water and glycerol, due to reduction in polarity (ε = 64). This is

consistent with Ref. 111 who found more than an order of magnitude reduction

in the effective charge of PS spheres in 35% wt/wt glycerol/water solution as

compared to water.
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4.5.3 Uncoated and Coated spheres in Toluene

Spheres suspended in (nonpolar) toluene, both uncoated and coated, exhibited a

considerably lower surface charge as compared to those in water, which suggests

weak or no interaction of either silica or organic semiconductor molecules with

toluene. This is consistent with observations of low surface charge on PMMA

spheres suspended in (nonpolar) dodecane in similar experiments.30,31 No degra-

dation of the coatings or changes in the total surface charge density were observed

for spheres suspended in toluene over the period of at least 6 hours of experimental

observation.

4.5.3.1 Monitoring PL

Measuring the type of interaction between donor/acceptor blends is just as im-

portant as measuring the effective surface charge over time. In order to confirm

coating of the silica spheres, we obtained fluorescence spectra of the coating of

trapped spheres in water under a 532 nm or 633 nm excitation, depending on the

coating. Fig. 4.12 demonstrates the fluorescence of a silica sphere coated with

ADT-TES-F and of a sphere coated with the ADT-TES-F/ADT-TIPS-CN (D/A)

blend.106 The ADT-TES-F-coated spheres exhibited fluorescence emission with

a maximum at 590 nm, consistent with that from pristine ADT-TES-F films

previously studied in thin-film devices.81,86 The fluorescence emission from the

ADT-TES-F/ADT-TIPS-CN D/A blend coating was dominated by that from the
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Figure 4.12: Fluorescence from an ADT-TES-F-coated silica sphere and an ADT-
TES-F/ADT-TIPS-CN (D/A blend) - coated silica sphere. Fluorescence emission
from the D/A coated sphere is due to the exciplex formed between the donor and
acceptor molecules. Inset shows schematics of the emissive ADT-TES-F exciton
and of the ADT-TES-F/ADT-TIPS-CN exciplex.

ADT-TES-F/ADT-TIPS-CN exciplex at ∼ 668 nm, also consistent with that from

the ADT-TES-F/ADT-TIPS-CN films.7 While in our present studies the fluores-

cence emission is used to confirm quality of our coatings, quantitative analysis of

fluorescence as a function of applied electric field can be used to monitor exciton

(in pristine materials) or exciplex (in D/A blends) dissociation into charge carriers.

This can be then combined with monitoring of the total effective charge on the

organic semiconductor coating (described below), to quantify photoexcited charge

exchange between the organic semiconductor and the surrounding environment.
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4.5.3.2 Surface Charge over Time

In order to investigate time evolution of effective charge density, we increased the

AC electric field driving frequency to 1 kHz, which is substantially higher than the

typical corner frequencies characterizing our optical traps (Figs. 4.9 and 4.11), and

analyzed data obtained from ADT-TES-F-coated silica spheres in a 50% wt/wt

water/glycerol mixture using Eq. 4.19 and a method proposed in Ref. 31. Rapid

fluctuations of the effective charge were observed, which are expected in a polar

medium; however, considerably higher electric fields are necessary to quantify time

dependence of the charge density. Similarly, considerably higher applied electric

fields are needed to observe a time evolution of effective charge as a result of

photoconductivity induced in the ADT-TES-F film by the 532 nm excitation under

applied electric field, as no effect of ADT-TES-F photoexcitation with cw 532

nm beam on the effective charge density was observed under our experimental

conditions.

In order to conduct (dis)charging experiments with our samples, it must be

possible to apply much higher electric fields.31 Higher electric fields on the order of

1× 106 V/m were applied to both silica spheres in toluene and water. The spheres

suspended in toluene remained usable whereas the spheres suspended in water

were not as the water started to boil. Surface charge density was also measured

while coated spheres were photoexcited while simultaneously being trapped. Their

surface charge density was comparable to spheres without photoexcitation.
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4.6 Conclusion

We demonstrated feasibility of using an optical tweezer-based technique for mea-

surements of effective charge density in organic semiconductor films at microscopic

scales in several environments concurrently with measurements of fluorescence

emission from the coatings. Effective charge densities of 13±5 elementary charges

per µm2 were observed in ADT-TES-F-coated silica microspheres suspended in wa-

ter indicating the coating did not react with the water. These are about a factor

of ∼7 lower than effective charge densities obtained in similar silica microspheres

coated with PS, indicative of efficient adsorption of ADT-TES-F onto silica surface

followed by ADT-TES-F aggregation to promote a thicker coating, as compared

to PS.

Effective charge densities lower than one elementary charge per µm2 were ob-

served in the ADT-TES-F-coated spheres upon replacing water with the 50%

wt/wt glycerol/water mixture. The spheres suspended in toluene also had a low

surface charge density, indicating neither the silica or coatings reacted with toluene.

We also demonstrated fluorescence of a coated sphere of either donor or D/A

blends can be monitored with a spectrometer in the optical tweezers set up.

With the ability to measure the effective surface charge of organic semiconductor-

coated microscpheres concurrently with fluorescence, and in both highly polar and

nonpolar environments, future systematic studies of photoinduced charge photo-

generation and transfer can be performed at nanoscales. With high electric fields,
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there is potential for single charge resolution.31 and to measure surface charge as

a function of dielectric permittivity of the surrounding environment.
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Chapter 5 Conclusion

While organic semiconductors offer a low cost, tunable, and solution processable

alternative to inorganic semiconductors, there is still much to be learned about

molecular properties and their interactions to improve upon the efficiencies of these

devices. Over the last six years, I have focused on improving our understanding of

how the properties and packing of molecules change within blends as a function of

its environment and the molecular structure of the molecule itself.

My main projects have utilized two techniques: single molecule fluorescence

spectroscopy (SMFS) and optical tweezers. SMFS looks beyond the ensemble

average and allows one to study individual molecules. SMFS probes a population

of well-spaced molecules with a high signal to noise ratio and allows the study of

nanoscale molecular behavior and its local nanoenvironment. Studying individual

molecules allows the study of intermediate molecular stages that are normally

lost in the ensemble average. Optical tweezers use a highly-focused laser beam

to optically trap micron-sized particles. In the last decade, it was shown surface

charge of trapped particles can be measured using optical tweezers.

I concentrated on studies involving the effects on the local nanoenvironment

and packing on the photophysics of these organic semiconductors. Using SMFS,

I have studied 1) how the photophysics of these molecules changes by modifying
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and controlling the nanoenvironment by adding acceptor molecules and changing

their concentration, and 2) the orientation and photophysics of these molecules in

a variety of host matrices and with different side groups. Using optical tweezers,

I have 3) developed a novel technique which allows the study charge transfer with

the potential for single charge resolution.

My first project presented investigated how the photophysics of donor molecules

(D) changes as the local environment changes by adding acceptor molecules (A)

at different concentrations. As acceptor concentration increases, donor molecule

visibility decreases and at very high concentrations of acceptor, is not observed

at all. This observation was due to efficient energy transfer (FRET) between the

donor and acceptor molecules such that the donor molecules were all dark. By

increasing donor molecule concentration with this high (non-fluorescent) acceptor

background, weve created a new super-resolution tool to image donor molecules in

a modified local environment that has not been achieved before.

By fitting the distribution of “on” (bright) and “off” (dark) times, we can model

how the photoexcited molecule interactions with the local nanoenvironment. We

found as the concentration of acceptors increases, the “on” times get shorter, but

the “off” times stay the same. This insight reveals that the local nanoenvironment

is changing with the added acceptor. To understand this behavior, we studied the

relationship between “on” times and the previous “off” time and found there is

only a trend for samples with no added acceptor where the “on” time decreases

as the duration of the “off” time increases. The addition of added acceptors plays
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a critical role during the “off time of the donor molecule by reducing the negative

impact of the “off” event on the following “on” period.

The interpretation for the observed behavior is the following: the donor molecule

is “on” until it reacts with oxygen and forms a different species (thus turning “off”).

This process is reversible; however, during the reverse reaction, highly reactive oxy-

gen is released and the molecule reacts again. In this process, there is only 10%

probability not to immediately react again and turn back “on”. As acceptors are

added, the changes in the local morphology result in less protection of the donor

molecule with respect to interaction with oxygen, so that the molecule turns “off”

faster. However, once the reverse reaction happens, the singlet oxygen diffuses and

reacts with the acceptor molecules instead of the donor, increasing the probability

of turning back “on” to > 50%.

The second project presented investigated the packing of organic semiconductor

molecules as it is directly related to their charge carrier dynamics and photosta-

bility. This project with SMFS focused on how molecular packing changes as a

function of different host matrices and as a function of different side groups. In

addition to performing these experiments, I wrote code to efficiently analyze the

large data sets generated from both my colleagues and my own experiments. We

found that molecules embedded in a crystalline organic semiconductor host matrix

(t-bu BTBTB) exhibited higher photostability than a polymer matrix (PMMA).

In addition, larger side groups also lead to higher photostability, indicating the

larger side groups provide better protection from reactions with oxygen. Using a
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crystalline host restricts guest molecule orientation and molecules with larger side

groups are oriented more broadly than those with smaller side groups.

Lastly, I developed a novel method to study charge transfer between organic

semiconductor materials using optical tweezers. A silica microsphere is coated with

an organic semiconductor film and suspended in a solution (e.g., water, toluene,

glycerol/water mix). The surface charge of this sphere can be measured by trapping

the sphere using optical tweezers and applying a sinusoidal electric field across

the sphere. The surface charge is calculable by measuring the position of the

sphere in response to the applied field. (Dis)charging dynamics is measurable by

photoexciting the coating of the sphere and observing the formation of excitons

(electron-hole pairs) by collecting the photoluminescence of the trapped sphere. If

a sphere is close to a piece of material (either donor or acceptor), charge transfer

between the coating and material in solution is observed.

These projects are important to the scientific community. I have characterized

different molecules in a variety of host matrices via SMFS, developed a super-

resolution technique with SMFS, investigated how acceptors change the local na-

noenvironment and affect the interaction of oxygen and donor molecules, and cre-

ated a non-contact technique of measuring (dis)charging dynamics with optical

tweezers.
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Chapter A Noise Elimination for Single Molecule Analysis

The following script was used to eliminate noise from time traces and sort fluo-

rophores into the “blinker” or “non-blinker” category.

1 % onOffMake bl inkCounter cut .m goes through a l l

f l u o r o p h o r e s and i d e n t i f i e s b l i n k i n g vs non

2 % b l i n k i n g f l u o r o p h o r e s . ”Cut” i g n o r e s l a s t on or o f f time

o f t r a c e .

3 % v3 f i x e s problem with c l a s s i f y i n g ” nonb l inker . ”

Or i g ina l l y , a l l 2 event

4 % t r a c e s were ” nonb l inke r s . ” Now only on−>o f f t r a c e s are ”

nonb l inke r s ”

5

6 % Written by Rebecca Grollman

7 % June 30 , 2016 . Last modi f i ed 12/14/16.

8

9 % func t i on [ blinkersON , blinkersOFF , nonblinkersON ,

nonblinkersOFF , allON , allOFF , numB, numNB, blinkType ] =

onOffMaker bl inkCounter cut ( f i l e E x t e n s i o n , vidNum ,

sampleName )
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10 f unc t i on [ blinkersON , blinkersOFF , nonblinkersON , numB,

numNB, blinkType ] = onOffMaker bl inkCounter cut v3 (

f i l e E x t e n s i o n , vidNum , sampleName )

11 % Be sure to v e r i f y funhistmake us ing c o r r e c t frame to s

conver s i on .

12

13 % Find a l l ON, OFF times f o r a l l f l u o r o p h o r e s . Taken from

archtauGRAND − allON (OFF) same as histFi leON (OFF) .

14 allON = [ ] ;

15 allOFF = [ ] ;

16

17 blinkersON = [ ] ;

18 blinkersOFF = [ ] ;

19

20 nonblinkersON = [ ] ;

21 nonblinkersOFF = [ ] ;

22

23 badTrace = [ ] ;

24

25 countNB = 0 ;

26 countB = 0 ;

27

28 traceNB = [ ] ;
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29 traceB = [ ] ;

30

31 blinkType = ze ro s (2 ,10 ) ; % F i r s t row s t a r t s o f f , second row

s t a r t s on . Each column r e p r e s e n t s number o f events

s t a r t i n g with 2 in column 1

32

33 f o r a = 1 : vidNum

34 a

35 f i l eToRead = [ f i l e E x t e n s i o n , i n t 2 s t r ( a ) , ’ . mat ’ ] ;

36 load ( f i l eToRead )

37 [ON,OFF] = funhis tmake cut (HMFf, OnOfff , NumberofFrames ) ;

38 allON ( length ( allON ) +1: l ength ( allON )+length (ON) ,1 ) = ON

( : , 1 ) ;

39 allOFF ( length ( allOFF ) +1: l ength ( allOFF )+length (OFF) ,1 ) =

OFF( : , 1 ) ;

40

41 f o r L = 1 : FLUf

42 f i e l d = [ ’ chart ’ , i n t 2 s t r (L) ] ;

43 t r a c e = OnOfff . ( f i e l d ) ;

44

45 % Obvious nonb l inker

46 i f l ength ( t r a c e ) == 2 && trac e (1 , 2 ) == 1 % must be

nonb l inker
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47 countNB = countNB + 1 ;

48 f ie ldNB = [ ’ chart ’ , i n t 2 s t r ( countNB ) ] ;

49 traceNB . ( f ie ldNB ) = OnOfff . ( f i e l d ) ;

50 blinkType ( t r a c e (1 , 2 ) + 1 , 1) = blinkType ( t r a c e

(1 , 2 ) + 1 , 1) + 1 ;

51 % Type not obvious

52 e l s e

53 c = 0 ; % p la c eho ld e r f o r new t ra c e

54 i f sum( t r a c e ( : , 1 ) > 570) == 1 % i f only one

shor t event happens

55 sortCheck = s o r t ( t r a c e ( : , 1 ) ) ;

56 frameMin = sortCheck ( end−1) ;

57 e l s e i f l ength ( t r a c e ) < 20 && length ( t r a c e ( : , 1 ) )

> 1 % t e s t i f b l i n k e r or nonb l inker with

l e s s than 20 events ( l e s s no i sy )

58 frameMin = 20 ; % 20 i s d e f a u l t

59 e l s e % i f number o f events more than 20 , more

no i sy

60 frameMin = 30 ; % 30 i s d e f a u l t

61 end

62 f o r b = length ( t r a c e ) :−1:1

63 % i f l ength ( t r a c e ) == 2 % must be o f f−>on

t r a c e
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64 % b

65 i f t r a c e (b , 1 ) >= frameMin % f i n d s a l l

events l onge r than frameMin . For events

l e s s than frameMin , g e t s combines with

l a t e r event

66 c = c + 1 ;

67 traceNew ( c , : ) = t ra c e (b , : ) ;

68 e l s e i f b == length ( t r a c e ) % i f the event

l a s t event very shor t

69 traceNew = −1;

70 break

71 e l s e % i f event l e s s than frameMin , adds

frame length to prev ious frame

72 traceNew ( c , 1 ) = traceNew ( c , 1 ) + t ra c e (b

, 1 ) ;

73 end

74 end

75 i f traceNew == −1 % For case where l a s t few

events are shor t − makes t r a c e end on a long

frame

76 traceNew = [ ] ;

77 longFrame = f i n d ( t r a c e ( : , 1 )>frameMin ) ;
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78 t r a c e ( longFrame ( end ) ,1 ) = sum( t r a c e (

longFrame ( end ) : l ength ( t r a c e ) ,1 ) ) ;

79 t r a c e ( longFrame ( end ) +1:end , : ) = [ ] ;

80 f o r b = length ( t r a c e ) :−1:1 % now goes

through same as above now that t r a c e

modi f i ed

81 i f t r a c e (b , 1 ) >= frameMin % f i n d s a l l

events l onge r than frameMin . For

events l e s s than frameMin , ge t s

combines with l a t e r event

82 c = c + 1 ;

83 traceNew ( c , : ) = t ra c e (b , : ) ;

84 e l s e

85 traceNew ( c , 1 ) = traceNew ( c , 1 ) +

t ra c e (b , 1 ) ;

86 end

87 end

88 end

89

90 % f o r t r a c e s where on/ o f f t imes condensed . Now

some have ne ighbor ing on−on or o f f−o f f t imes

91 traceN = f l i p ( traceNew ) ; % Now events are in

the c o r r e c t order !
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92 traceNew = [ ] ;

93

94 b = 1 ; % p la c eho ld e r f o r s tepp ing through

OnOffNew

95 i f b == length ( traceN ( : , 1 ) ) % i f only one on or

o f f time >20 or 30 frames r e s p e c t i v e l y

96 badTrace = [ badTrace ; a , L ] % keep t r a c e

o f ”bad” t r a c e s where a = vidNum , L =

Fl .

97 OnOffNew = −1;

98 e l s e

99 OnOffNew = traceN ;

100 whi le b <= length (OnOffNew ( : , 1 ) )

101 i f b == length (OnOffNew ( : , 1 ) )

102 break

103 e l s e i f OnOffNew(b , 2 ) == OnOffNew(b+1 ,2)

104 OnOffNew(b , 1 ) = OnOffNew(b , 1 ) +

OnOffNew(b+1 ,1) ;

105 OnOffNew(b+1 , : ) = [ ] ;

106 e l s e

107 b = b + 1 ;

108 end

109 end
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110 end

111 traceN = [ ] ;

112

113

114 f i e l d S a v e = [ ’ Vid ’ , i n t 2 s t r ( a ) , ’ Fl ’ , i n t 2 s t r (L) ] ;

115 t raceSave . ( f i e l d S a v e ) = OnOffNew ;

116

117 % With new trace , t e s t i f b l i n k e r or nonb l inker

.

118 i f OnOffNew == −1 % sk ip badTrace f l u o r o p h o r e s

119 e l s e i f l ength (OnOffNew) == 2 && OnOffNew (1 , 2 )

== 1 % must be nonb l inker

120 countNB = countNB + 1 ;

121 f ie ldNB = [ ’ chart ’ , i n t 2 s t r ( countNB ) ] ;

122 traceNB . ( f ie ldNB ) = OnOffNew ;

123 blinkType (OnOffNew (1 , 2 ) + 1 , 1) = blinkType

(OnOffNew (1 , 2 ) + 1 , 1) + 1 ;

124 e l s e % must be b l i n k e r

125 countB = countB + 1 ;

126 f i e l d B = [ ’ chart ’ , i n t 2 s t r ( countB ) ] ;

127 traceB . ( f i e l d B ) = OnOffNew ;

128 blinkType (OnOffNew (1 , 2 ) +1, l ength (OnOffNew)

−1) = blinkType (OnOffNew (1 , 2 ) +1, l ength (
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OnOffNew)−1) + 1 ;

129 end

130 end

131 OnOffNew = [ ] ;

132 end

133 end

134

135 % Count number o f nonb l inke r s and b l i n k e r s .

136 numNB = countNB ;

137 numB = countB ;

138

139 % Find On and Off t imes o f nonb l inke r s and b l i n k e r s .

140 i f isempty ( traceNB ) == 1

141 e l s e

142 [ON,OFF] = funhis tmake cut ( l ength ( f i e ldnames ( traceNB ) ) ,

traceNB , NumberofFrames ) ;

143 nonblinkersON ( length ( nonblinkersON ) +1: l ength (

nonblinkersON )+length (ON) ,1 ) = ON( : , 1 ) ;

144 nonblinkersOFF ( length ( nonblinkersOFF ) +1: l ength (

nonblinkersOFF )+length (OFF) ,1 ) = OFF( : , 1 ) ;

145 end

146

147 i f isempty ( traceB ) == 1
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148 e l s e

149 [ON,OFF] = funhis tmake cut ( l ength ( f i e ldnames ( traceB ) ) ,

traceB , NumberofFrames ) ;

150 blinkersON ( length ( blinkersON ) +1: l ength ( blinkersON )+

length (ON) ,1 ) = ON( : , 1 ) ;

151 blinkersOFF ( length ( blinkersOFF ) +1: l ength ( blinkersOFF )+

length (OFF) ,1 ) = OFF( : , 1 ) ;

152 end

153

154 % save ( [ ’ onOffCut ’ , sampleName ] , ’ blinkersON ’ , ’ blinkersOFF

’ , ’ nonblinkersON ’ , ’ nonblinkersOFF ’ , ’ allON ’ , ’ allOFF ’ ,

’numB’ , ’numNB’ , ’ traceSave ’ ) ;

155

156 end
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Chapter B FRET Calculations

B.1 Calculation

The FRET radius R0 can be calculated with

R6
0 =

9ln(10)

128π5NA

κ2Φpl

n4
J, (B.1)

where NA is Avogadro’s number, κ is the dipole orientation factor (and for

fixed, randomly oriented dipoles, κ = 0.845
√

2/3114), Φpl is the PL quantum yield

of the donor, n is the index of refraction of the host matrix (ie n of PMMA or

BTBTB), and the J is the overlap integral where

J =

∫ ∞
0

Fd(λ)εa(λ)λ4 dx. (B.2)

To calculate J , the normalized fluorescence spectra of the donor Fd(λ) (ie∫
Fd(λ), dλ = 1) and extinction coefficient of the acceptor εa(λ) are needed. The

extinction coefficient of the acceptor as a function of wavelength can be found if

the extinction coefficient at the peak of the absorption spectrum is known where
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εa(λ) =
abs(λ)

ODmax

εa,max. (B.3)

and ODmax = 1 and abs(λ) is the normalized absorption spectrum.

B.2 Example Calculation: FRET radius between Pn-TCHS-F8 and

IF-TIPS in PMMA

The following is a MATLAB script I wrote to calculate any FRET radius:

1 % FRETradiusIF .m

2 % May 5 , 2015 by Rebecca Grollman

3 % modi f i ed Feb 2 , 2016 by Rebecca Grollman f o r IF−TIPS/Pn−

TCHS−F8

4 % Calcu la te FRET rad iu s based on PL o f donor , donor

emiss ion , acceptor

5 % e x t i n c t i o n c o e f f , index o f r e f r a c t i o n o f host

6

7 f unc t i on r0 = FRETradiusIF

8

9 % Import f i l e s and ex t r a c t needed i n f o ( i e t r ansmi s s i on

from 380 to 850 nm)

10
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11 load ( ’ IF absorpt i on . mat ’ )

12 load ( ’ Pn TCHS F8 March212015 PL . mat ’ )

13

14 % Keep from 501 to 900 nm and normal ize .

15 spectPL = Pn TCHS F8 560dclp 537lp sig ( 3 5 1 : 1 5 2 2 , : ) ;

16 maxPL = max( spectPL ( : , 2 ) ) ;

17 minPL = min( spectPL ( : , 2 ) ) ;

18 normPL ( : , 2 ) = ( spectPL ( : , 2 ) − minPL) . / (maxPL−minPL) ;

19 normPL ( : , 1 ) = spectPL ( : , 1 ) ;

20

21 % Keep from 501 to 634 nm

22 spectAbs = IF absorpt i on ( 1 6 0 : 5 4 1 , : ) ;

23

24 % Check abs and PL spec t ra

25 hold on

26 p lo t (normPL ( : , 1 ) ,normPL ( : , 2 ) )

27 p lo t ( spectAbs ( : , 1 ) , spectAbs ( : , 2 ) )

28

29 % Normalize i n t e g r a l o f PL to 1

30 interpArea = trapz (normPL ( : , 1 ) ,normPL ( : , 2 ) ) ;

31 normPL ( : , 2 ) = normPL ( : , 2 ) . / interpArea ;

32 normCheck = trapz (normPL ( : , 1 ) ,normPL ( : , 2 ) )

33
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34 % Trim PL from 500 to 634 nm

35 normPL = normPL ( 1 : 3 7 1 , : ) ;

36

37 % I n t e r p o l a t e PL spec t ra

38

39 %PLinterp ( : , 1 ) = i n t e r p (normPL ( : , 1 ) ,19) ;

40 %PLinterp ( : , 2 ) = i n t e r p (normPL ( : , 2 ) ,19) ;

41

42 % Normalize i n t e g r a l o f PL to 1

43 PLinterp=normPL ;

44 %interpArea = trapz ( PLinterp ( : , 1 ) , PLinterp ( : , 2 ) )

45 %PLinterp ( : , 2 ) = PLinterp ( : , 2 ) . / interpArea ;

46 %normCheck = trapz ( PLinterp ( : , 1 ) , PLinterp ( : , 2 ) )

47

48 % I n t e r p o l a t e abs spec t ra

49 %abs in t e rp ( : , 1 ) = i n t e r p ( spectAbs ( : , 1 ) ,11) ;

50 %abs in t e rp ( : , 2 ) = i n t e r p ( spectAbs ( : , 2 ) ,11) ;

51 abs in t e rp=spectAbs ;

52

53 % Trim absInte rp to match l eng th s with PLinterp

54 abs in t e rp = abs in t e rp ( 6 : 3 7 6 , : ) ;

55

56 %Calcu la te e x t i n c t i o n c o e f f i c i e n t
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57 e p s i l o n = 10ˆ (4 . 7 ) % M̂ −1 cmˆ−1?? Haley , Angew Chem, 2011

58 extCoe f f = abs in t e rp . ∗ ( e p s i l o n ) ; % M̂ −1 cmˆ−1

59 %plo t ( abs in t e rp ( : , 1 ) , ex tCoe f f ( : , 2 ) )

60 extCoe f f = extCoe f f .∗(100∗10ˆ−9) .∗10ˆ24 ; % Convert to nmˆ3/

mol nmˆ−1 (L to nmˆ 3 ! ! from mol/L = M)

61

62 % Compare i n t e r p o l a t e job

63 p lo t ( PLinterp ( : , 1 ) , PLinterp ( : , 2 ) )

64 p lo t ( abs in t e rp ( : , 1 ) , ab s in t e rp ( : , 2 ) )

65 p lo t ( PLinterp ( : , 1 ) , ab s in t e rp ( : , 2 ) )

66 %plo t ( abs in t e rp ( : , 1 ) , PLinterp ( : , 2 ) )

67

68 % Calcu la te J i n t e g r a l

69 J = trapz ( PLinterp ( : , 1 ) , PLinterp ( : , 2 ) .∗ extCoe f f ( : , 2 ) .∗

PLinterp ( : , 1 ) . ˆ 4 )

70

71 % Calcu la te r0

72 PLQY D = 0 . 8 2 ;

73 n host = 1 . 4 9 ;

74 r 0 c o n s t = 9∗ l og (10) ∗0.845∗ s q r t (2/3) /(128∗ pi ˆ5∗6.022∗10ˆ23)

75 r0 6 = r 0 c o n s t ∗PLQY D∗J /( n host ˆ4)

76 r0 = ( r0 6 ) ˆ(1/6)

77 end
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Chapter C MATLAB Scripts for Charge Analysis with Optical

Tweezers

The following two MATLAB scripts were used for all surface charge calculations

using optical tweezers. The first script (ZeffCalcMultFolderv3.m) calls upon the

second script (ZeffCalcforMFv3.m) when calculating surface charge from one set

of data (within one folder).

1 % Rebecca Grollman

2 % December 3 , 2013

3 % Opt ica l Tweezers − Program to run through c a l l e d upon

f o l d e r s to

4 % c a l c u l a t e Z and Z trim us ing Ze f fCa l c ( Roberts method ) .

Use . csv f i l e f o r

5 % input ing parameters f o r each run .

6

7 f unc t i on [ Zef fTable , Ze f f Ind ivTable , f r e q ] =

Zef fCalcMultFolderv3 ( minFolder , maxFolder , Date ,

numDataRuns)

8 %func t i on [ Zef fTable , f r eq ,m, n ] = Zef fCalcMultFolder (

minFolder , maxFolder , Date , numDataRuns)
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9 %minFolder = s t a r t i n g f o l d e r , ex : ’ 00 ’ , ’ 10 ’ , e t c

10 %maxFolder = l a s t f o l d e r , ex : ’ 96 ’ , ’ 12 ’ , e t c

11 %Date = ’ Dec012013 ’

12 %numDataRuns = t y p i c a l l y 3 or 4 . Number o f runs per data

s e t .

13

14 Zef fTab le = ze ro s ( str2num ( maxFolder )−str2num ( minFolder ) , 9 ) ;

15

16 inputTable = csvread ( ’ Data Run Summary 2 . csv ’ ) ;

17 % Column 1 = Sphere number

18 % Column 2 = Run number

19 % Column 3 = f sampling (kHz)

20 % Column 4 = f chopper (Hz)

21 % Column 5 = fac (Hz)

22 % Column 6 = Applied vo l tage on FG (Vpp) , low gain

23 % Column 7 = o f f s e t (mV)

24

25 sphereTable = csvread ( ’ Sphere . csv ’ ) ;

26 % Column 1 = sphere number

27 % Column 2 = Depth (um)

28 % Column 3 = Pos i t i on (um)

29 % Column 4 = IR Power (mW)

30 % Column 5 = Verdi Power (mW)
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31 % Column 6 = d (um) d i s t anc e between e l e c t r o d e s

32

33 % Get f i l e s from run d i r e c t o r i e s − outputx , Fdata

34

35 r = 1 ;

36

37 f o r p = str2num ( minFolder ) : str2num ( maxFolder )

38

39 sphereNum = inputTable (p+1 ,1) ;

40 d = sphereTable ( sphereNum , 6 ) ;

41 Vpp = inputTable (p+1 ,6) ;

42

43 f a c = inputTable (p+1 ,5) ;

44

45 runNum = p ;

46 i f runNum < 10

47 runNum = s t r c a t ( ’ 0 ’ , num2str (runNum) ) ;

48 e l s e

49 runNum = num2str (runNum) ;

50 end

51

52 % Extract data from MATLAB trap s t i f f n e s s s c r i p t

53 cd ( [ ’Z :\ Optica l Tweezers \Data\ ’ , Date , ’\ ’ , runNum ] )
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54 load ( [ ’ output− ’ , runNum , ’ . mat ’ ] )

55 cd . .

56

57 Fdata = [ Fdataf , Fdata ] ;

58

59 [ PacAvg , PacTrimAvg , Ze f f , ZeffTrim , Ze f f Ind iv ,

Zef fTrimIndiv , gamma, gammaTrim , gammaAvg , gammaTrimAvg ,

E, fac , ZeffEp , ZeffTrimEp , Zef fEpIndiv , ZeffTrimEpIndiv ,

EEp, f req , expData ] = ZeffCalcforMFv3 (numDataRuns ,

runNum , d , Vpp , fac , output , Fdata ) ;

60

61

62 Zef fTab le ( r , 1 ) = str2num (runNum) ;

63 Zef fTab le ( r , 2 ) = PacAvg ;

64 Zef fTab le ( r , 3 ) = PacTrimAvg ;

65 Zef fTab le ( r , 4 ) = gammaAvg ;

66 Zef fTab le ( r , 5 ) = gammaTrimAvg ;

67 Zef fTab le ( r , 6 ) = Z e f f ;

68 Zef fTab le ( r , 7 ) = ZeffTrim ;

69 Zef fTab le ( r , 8 ) = E;

70 Zef fTab le ( r , 9 ) = ZeffEp ;

71 Zef fTab le ( r , 1 0 ) = ZeffTrimEp ;

72 Zef fTab le ( r , 1 1 ) = EEp;
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73 Zef fTab le ( r , 1 2 ) = fac ;

74

75 numColStart = ( r−1) . ∗ ( numDataRuns + 2) +1;

76 numColEnd = r . ∗ ( numDataRuns + 2) ;

77 Ze f f Ind ivTab l e ( numColStart : numColEnd , 1 ) = str2num (

runNum) ;

78 Ze f f Ind ivTab l e ( numColStart : numColEnd , 2 ) = gamma;

79 Ze f f Ind ivTab l e ( numColStart : numColEnd , 3 ) = gammaTrim ;

80 Ze f f Ind ivTab l e ( numColStart : numColEnd , 4 ) = Z e f f I n d i v ;

81 Ze f f Ind ivTab l e ( numColStart : numColEnd , 5 ) = Zef fTr imIndiv

;

82 Ze f f Ind ivTab l e ( numColStart : numColEnd , 6 ) = Zef fEpIndiv ;

83 Ze f f Ind ivTab l e ( numColStart : numColEnd , 7 ) =

ZeffTrimEpIndiv ;

84

85 r = r + 1 ;

86

87 c l e a r outputx

88 c l e a r Fdata

89 end

1 % Rebecca Grollman

2 % Apr i l 26 , 2013
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3 % Opt ica l Tweezers − Program to c a l c u l a t e e f f e c t i v e charge

on sphere from

4 % data runs .

5

6 f unc t i on [ PacAvg , PacTrimAvg , Ze f f , ZeffTrim , Ze f f Ind iv ,

Zef fTrimIndiv , gamma, gammaTrim , gammaAvg , gammaTrimAvg ,E,

fac , ZeffEp , ZeffTrimEp , Zef fEpIndiv , ZeffTrimEpIndiv ,EEp,

f req , expData ] = ZeffCalcforMFv3 (numDataRuns ,RunNum, d , Vpp

, fac , outputx , Fdata )

7 % numDataRuns = number o f runs , u sua l l y 4

8 % RunNum = run number , ex : ’ 01 ’ , ’ 02 ’ , ’ 03 ’ , . . .

9 % d = di s t ance between e l e c t r o d e s (um)

10 % Voltage = V peak to peak (V) i f on low gain f o r amp and

read on func t i on

11 % genera to r

12 % fac = frequency o f d r i v i n g f o r c e (Hz)

13

14 % % Al l k va lue s and f i t t i n g parameters

15 % outputx = dlmread ( s t r c a t ( ’ outputx− ’ ,RunNum, ’ . txt ’ ) ) ;

16 f 0 a l l = outputx ( : , 4 ) ;

17 S a l l = outputx ( : , 3 ) ∗(10ˆ(−9) ) ˆ2 ; % convert from nmˆ2/Hz to

mˆ2/Hz

18
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19 beta = 1∗10ˆ(−3) ; % v i s c f o r water

20 e p s i l o n = 80 ; % d i e l e c t r i c constant f o r water

21 kT = 295∗1.38∗10ˆ(−23) ; %k BT

22 e = 1.6∗10ˆ(−19) ; % C

23

24 % Calcu la te f i t data

25 f o r i =1:numDataRuns

26 S = S a l l ( i ) ;

27 f 0 = f 0 a l l ( i ) ;

28 f r e q = Fdata ( : , 1 ) ;

29 f i tData ( : , i ) = (S .∗ f 0 . ˆ 2 ) . / ( ( f r e q . ˆ 2 ) +( f0 . ˆ 2 ) ) ;

30 end

31

32 % Extract exper imenta l data and ( Experimental − Fit data )

33 f o r i =1:numDataRuns

34 FdataCel l = Fdata ( : , i +1) ;

35 expData ( : , i ) = (10ˆ−9) ˆ2 .∗Fdata ( : , i +1) ;

36 newData ( : , i ) = expData ( : , i ) − f i tData ( : , i ) ;

37 end

38

39 %Find frequency l i m i t s f o r PacTrim

40 minfreq = f l o o r ((32768∗ f a c + 39375) /80000) ;

41 maxfreq = c e i l ( (32768∗ f a c + 39375) /80000) ;
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42 m = minfreq−2 % normally −2 and +2

43 n = maxfreq+2

44

45 % I n t e g r a t e newData to get Pac

46 f o r i =1:numDataRuns

47 Pac ( i ) = trapz ( f r e q ( : ) , newData ( : , i ) ) ;

48 PacTrim ( i ) = trapz ( f r e q (m: n) , newData (m: n , i ) ) ;

49 end

50

51 % k va lues f o r a l l data runs

52 f o r i =1:numDataRuns

53 k x ( i ) = mean( outputx ( i , 6 ) ) ∗10ˆ(−6) ;

54 k h ( i ) = mean( outputx ( i , 7 ) ) ∗10ˆ(−6) ;

55 k s ( i ) = mean( outputx ( i , 8 ) ) ∗10ˆ(−6) ;

56 k w ( i ) = mean( outputx ( i , 9 ) ) ∗10ˆ(−6) ;

57 end

58

59 % Average k va lues ( converted to N/m) and Pac

60

61 k xAvg = mean( outputx ( : , 6 ) ) ∗10ˆ(−6) ;

62 k hAvg = mean( outputx ( : , 7 ) ) ∗10ˆ(−6) ;

63 k sAvg = mean( outputx ( : , 8 ) ) ∗10ˆ(−6) ;

64 k wAvg = mean( outputx ( : , 9 ) ) ∗10ˆ(−6) ;
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65 PacAvg = mean( Pac ( : ) ) ;

66 PacTrimAvg = mean( PacTrim ( : ) ) ;

67

68 % Plot PSDs from above

69 l o g l o g ( f r e q ( : ) , expData ( : , 1 ) .∗10ˆ18 , f r e q ( : ) , f i tData ( : , 1 )

.∗10ˆ18 , f r e q ( : ) , newData ( : , 1 ) .∗10ˆ18)

70

71 l egend ( ’ exper imenta l ’ , ’ f i t ’ , ’ exp− f i t ’ )

72 x l a b e l ( ’ Frequency (Hz) ’ )

73 y l a b e l ( ’PSD (nmˆ2/Hz) ’ )

74

75 % Calcu la te Z with Mark ’ s method with average Pac and k

va lues

76 a = .5∗10ˆ(−6) ;

77 V = Vpp/2 ; % ∗5 i f a m p l i f i e r on low gain and Vpp read

from FG

78 EEp = (V) /( e p s i l o n ∗d∗10ˆ(−6) ) ; % V/m

79 E = (V) /(d∗10ˆ(−6) ) ; % V/m

80 gammaAvg = s q r t (PacAvg∗k sAvg/kT) ;

81 gammaTrimAvg = s q r t ( PacTrimAvg∗k sAvg/kT) ;

82 k s i = 6∗ pi ∗beta∗a ;

83

84 Z e f f = ( k s i ∗gammaAvg/E)∗ s q r t (2∗kT∗ ((2∗ pi ∗ f a c ) ˆ2+(2∗ pi ∗mean(
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f0 ( : ) ) ) ˆ2) /k sAvg ) /e ;

85 ZeffTrim = ( k s i ∗gammaTrimAvg/E)∗ s q r t (2∗kT∗ ((2∗ pi ∗ f a c ) ˆ2+(2∗

pi ∗mean( f0 ( : ) ) ) ˆ2) /k sAvg ) /e ;

86

87 ZeffEp = ( k s i ∗gammaAvg/EEp)∗ s q r t (2∗kT∗ ((2∗ pi ∗ f a c ) ˆ2+(2∗ pi ∗

mean( f0 ( : ) ) ) ˆ2) /k sAvg ) /e ;

88 ZeffTrimEp = ( k s i ∗gammaTrimAvg/EEp)∗ s q r t (2∗kT∗ ((2∗ pi ∗ f a c )

ˆ2+(2∗ pi ∗mean( f0 ( : ) ) ) ˆ2) /k sAvg ) /e ;

89

90 % Calcu la te Z with Mark ’ s method f o r each i n d i v i d u a l run

per data s e t .

91 % NOTE: a , V, EEp, E, k s i a l l same from above .

92 f o r i =1:numDataRuns

93 gamma( i ) = s q r t ( Pac ( i )∗ k s ( i ) /kT) ;

94 gammaTrim( i ) = s q r t ( PacTrim ( i )∗ k s ( i ) /kT) ;

95

96 Z e f f I n d i v ( i ) = ( k s i ∗gamma( i ) /E)∗ s q r t (2∗kT∗ ((2∗ pi ∗ f a c )

ˆ2+(2∗ pi ∗ f 0 a l l ( i ) ) ˆ2) / k s ( i ) ) /e ;

97 Zef fTr imIndiv ( i ) = ( k s i ∗gammaTrim( i ) /E)∗ s q r t (2∗kT∗ ((2∗

pi ∗ f a c ) ˆ2+(2∗ pi ∗ f 0 a l l ( i ) ) ˆ2) / k s ( i ) ) /e ;

98

99 Zef fEpIndiv ( i ) = ( k s i ∗gamma( i ) /EEp)∗ s q r t (2∗kT∗ ((2∗ pi ∗

f a c ) ˆ2+(2∗ pi ∗ f 0 a l l ( i ) ) ˆ2) / k s ( i ) ) /e ;
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100 ZeffTrimEpIndiv ( i ) = ( k s i ∗gammaTrim( i ) /EEp)∗ s q r t (2∗kT

∗ ((2∗ pi ∗ f a c ) ˆ2+(2∗ pi ∗ f 0 a l l ( i ) ) ˆ2) / k s ( i ) ) /e ;

101 end

102

103 % Put averages o f Z e f f s at end o f i n d i v i d u a l columns .

104 colNum = numDataRuns + 1 ;

105 gamma( colNum ) = gammaAvg ;

106 gammaTrim( colNum ) = gammaTrimAvg ;

107 Z e f f I n d i v ( colNum ) = Z e f f ;

108 Zef fTr imIndiv ( colNum) = ZeffTrim ;

109 Zef fEpIndiv ( colNum ) = ZeffEp ;

110 ZeffTrimEpIndiv ( colNum ) = ZeffTrimEp ;

111

112 % Put std d e v i a t i o n s at end o f i n d i v i d u a l columns .

113 colNum = colNum + 1 ;

114 gamma( colNum ) = std (gamma( 1 : numDataRuns) ) ;

115 gammaTrim( colNum ) = std (gammaTrim ( 1 : numDataRuns) ) ;

116 Z e f f I n d i v ( colNum ) = std ( Z e f f I n d i v ( 1 : numDataRuns) ) ;

117 Zef fTr imIndiv ( colNum) = std ( Zef fTr imIndiv ( 1 : numDataRuns) ) ;

118 Zef fEpIndiv ( colNum ) = std ( Zef fEpIndiv ( 1 : numDataRuns) ) ;

119 ZeffTrimEpIndiv ( colNum ) = std ( ZeffTrimEpIndiv ( 1 : numDataRuns

) ) ;

120 end
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