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ABSTRACT 
Today’s university library has many digitally accessible 
resources, both indexes to content and considerable original 
content. Using off-the-shelf search technology provides a single 
point of access into library resources, but we have found that such 
full-text indexing technology is not entirely satisfactory for 
library searching.    

In response to this, we report initial usage results from a prototype 
of an entirely new type of search engine – The System for 
Electronic Recommendation Filtering (SERF) – that we have 
designed and deployed for the Oregon State University (OSU) 
Libraries. SERF encourages users to enter longer and more 
informative queries, and collects ratings from users as to whether 
search results meet their information need or not. These ratings 
are used to make recommendations to later users with similar 
needs. Over time, SERF learns from the users what documents are 
valuable for what information needs.   

In this paper, we focus on understanding whether such 
recommendations can increase other users’ search efficiency and 
effectiveness in library website searching.  

Based on examination of three months of usage as an alternative 
search interface available to all users of the Oregon State 
University Libraries website (http://osulibrary.oregonstate.edu/), 
we found strong evidence that the recommendations with human 
evaluation could increase the efficiency as well as effectiveness 
of the library website search process. Those users who received 
recommendations needed to examine fewer results, and 
recommended documents were rated much higher than documents 
returned by a traditional search engine.  

Categories and Subject Descriptors 
H.3.3 [Information Storage and Retrieval]: Information Search 
and Retrieval; H3.7 [Information Storage and Retrieval]: 
Digital Libraries. 

General Terms 
Algorithms, Experimentation, Human Factors. 

Keywords 
Digital libraries, collaborative filtering, web search, information 
retrieval, user studies. 

1. INTRODUCTION 
University libraries are traditionally viewed as physical 
repositories of information such as books, maps, and journals, and 
more recently as aggregators of proprietary databases and journal 
indexes. However, the current generation of students (and many 
faculty members) has come to expect that information resources 
should be accessible from their own computer, visiting the library 
virtually, but not physically. To address this evolving need, we 
(the OSU Libraries and the School of Electrical Engineering & 
Computer Science) are researching new interfaces for integrating 
the existing library interfaces into a single, highly effective user 
interface.  

Today’s research university library has many digitally accessible 
resources, from web-based interfaces for the traditional journal 
indexes and card catalogs to new digital special collections that 
incorporate highly interactive map-based interfaces. The quantity 
of these resources is large – they cannot usefully be enumerated 
on a single web page. To provide access to these resources, 
classic web search technology has been applied, but we have 
found its utility is poor and its usage is low. The work reported in 
this paper represents our attempt to design a new type of search 
engine and accompanying user interface that could successfully 
serve the needs of the library community and potentially many 
other domains as well.  

To understand the need for a new approach to search, we must 
consider the weaknesses of existing search technology. Existing 
search technology is content-based – it is based on matching 
keywords in a user query to keywords appearing in the full-text of 
a document (the content). Such an approach fails to retrieve the 
best results in many well-known cases. Examples include the 
inabilities to recognize word context or higher level concepts, 
recognize synonyms, and identify documents that have little or no 
text. Many of the most popular search results within our library 
have little or no text associated with them. Examples of such 
popular pages include journal indexes (database search interfaces) 
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and the scanned pages of Linus Pauling’s research notebooks1. 
However, most notable is the lack of ability of content-based 
search to differentiate quality of search results.  

Researchers have proposed several possibilities to overcome some 
of these weaknesses of content-based search. Example approaches 
include explicit link analysis [17], implicit link analysis [21], 
popularity-ranking [7], and page re-ranking with web query 
categorization [9]. Example systems include FAQ finder [5] and 
Meta search engines [14]. The most commercially successful of 
these approaches, the link analysis techniques (i.e., Google), does 
not appear to provide significant performance increases compared 
to traditional keyword-only search, when applied to our Library 
web site. We believe that this is because our library domain does 
not have enough cross-links to effectively alter the search result 
rankings.  

However, we can consider why link-based analysis works for 
highly-linked collections, and use that to motivate a new type of 
search that is not limited to highly-linked collections. The success 
of link-based analysis in global web search is based on the 
premise that links are implicit records of human relevance 
judgments. The intuition is that a web page author would not link 
to an external page, unless that page is both relevant and 
perceived to have some value. Thus, link-based analysis improves 
upon content-based analysis by including humans “in the loop” of 
identifying relevant and high-quality documents. How can we 
create a search engine that incorporates significant human 
analysis into the search results, without relying on hyperlinks in 
the content?  

In this paper, we propose a System for Electronic 
Recommendation Filtering (SERF), which is a library website 
search portal that incorporates explicit human evaluation of 
content on a large, de-centralized scale and tracks users’ 
interactions with search results in a sophisticated manner. We are 
attempting to establish a middle ground, taking advantage of the 
shared information needs among users as well as using traditional 
content analysis.  

The operation of the system is as follows.  First, the user issues a 
human-readable question or statement of information need (a 
query) in text. If previous users have issued similar queries, then 
SERF recommends documents, sites, or databases that SERF 
believes those previous users found relevant and useful. SERF 
determines that resources are relevant to a question by observing 
either a) an explicit user statement that the resource is valuable or 
b) some activity by the user that implies that a resource is useful. 
To find similar information needs, we use a keyword matching 
technique. 

We have deployed an experimental prototype of SERF on the 
OSU Libraries web site2 that is available to all users of the 
library. This paper presents some early results, based on analysis 
of the usage of SERF over a three month period. We examine 
how the users participated in the system and we focus on the 
following research question: can a user find the right information 
more efficiently and effectively when given automatically detected 
recommendations from past users in a library website? 

                                                                 
1 http://osulibrary.oregonstate.edu/specialcollections/rnb/ 
2 OSU Library, http://osulibrary.oregonstate.edu/ 

2. RELATED WORK 
Two areas of related research are of particular relevance: work on 
collaborative filtering systems and work on document search 
engines. 

2.1 Collaborative Filtering Systems 
Collaborative Filtering (CF) is the process whereby a community 
of users with overlapping interests work together to separate 
interesting information from non-interesting information. In CF, 
each member of the community shares their evaluation of each 
content item they experience. Then each user can tap into the 
collection of all past evaluations by all other members of the 
community, and use those evaluations to help select new, unseen 
information. Our SERF approach in essence is adapting CF for 
library resource searching.  

Early studies of CF have focused on recommending items to 
individuals in entertainment related domains, such as music [19], 
movies [11], jokes [8], and books (http://www.amazon.com/). 
More recently, CF has been applied to the problem of 
recommending scientific literature in the context of the 
ResearchIndex system [6, 15]. However, the recommenders built 
for ResearchIndex only support query by example: users specify 
examples of scientific articles, and the citations of those articles 
are used to locate other related articles.  

Perhaps most related to our SERF was a research system called 
AntWorld, which is designed to help users manage their web 
searching better and to share their findings with other people [4, 
12, 13, 16]. AntWorld was a web search support tool, where users 
describe their “quests” before browsing or searching the web. 
When a user enters a new quest, that quest is compared to 
previously entered quests. At any point during a quest, a user may 
choose to “judge” the currently viewed web page, in essence 
rating its relevance to the quest. To our knowledge, AntWorld has 
never been evaluated in an empirical user study. 

2.2 Document Search Engines 
Most studies of information retrieval in document search have 
been based on keyword-based full text search [2]. Most recently, 
with a rapidly growing number of web documents, many 
researchers and products have been exploring other possibilities 
that could help separate useful information from less useful or 
useless information. 

Examples of approaches that are appropriate for searching the 
global web include the PageRank algorithm of Google that takes 
advantage of the link structure of the web to produce a global 
importance ranking of every web page [16]. The DirectHit web 
search engine extracted useful information from users’ access logs 
[7]. Gravano et al. [9] examined geographical locality associated 
with a search query to re-rank search results. Meta search engines, 
which filter search results returned by several web search engines, 
are also another effort to refine searching [14]. 

For narrower domains, Xue et al. [22] automatically inferred link 
analysis between two documents if a user selected both 
documents from the same set of search results. FAQ Finder 
matches a user’s query with questions in the Frequently Asked 
Question files [5].  

However, none of these techniques incorporate human evaluations 
as explicitly as we do in SERF.  
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3. SERF  
The design and implementation of SERF was motivated by our 
desire to have a more effective web search for the library and our 
approach is strongly influenced by previous work in collaborative 
filtering.  

The central intuition behind the design of SERF is that many 
users of the library will have very similar or even identical 
information needs. For example, we may have 300 students who 
all need to find the same materials for the COM101 class. For a 
more general example, we have a population of researchers in the 
biological sciences who all would be interested in accessing 
research resources related to biology. If we have multiple people 
with the same or similar information need, why should all of them 
have to dig through the library web site to locate the appropriate 
information? Rather, we should learn from the experience of the 
first person to encounter the information need and use that 
learning to decrease the time and effort needed by the remaining 
users who have the same need.  

In traditional collaborative filtering systems, we assume that users 
have information needs that remain mostly consistent over time. 
We then match users with similar interests, and transfer 
recommendations between them. Essentially, traditional CF 
assumes that a user’s query is always the same. This is clearly not 
appropriate for a resource search system that we needed for our 
library.  

Our approach is to apply collaborative filtering in a novel way. 
Rather than matching users with similar interests, we match 
information contexts.  An information context includes not only a 
user’s profile of past interests, but also some representation of 
their immediate information need. In our approach, we use the 
user-specified text query as the indicator of their immediate need.  

Once users log in and submit text queries to the system (thus 
establishing their information context), their activity is tracked. 
They can rate resources as valuable to their information context, 
or SERF can infer from their activity that a resource is valuable. 
After receiving a search query, SERF takes the current user’s 
information context, locates past information contexts that are the 
most similar, and recommends those resources that were valuable 
to those past, similar information contexts. Associated with each 
recommendation is the original text question from the previous 
information context. The question is displayed alongside the 
recommendation. The user can then personally determine, by 
examining those questions, if the recommended past information 
contexts are truly related to their immediate information need.  

In the next four sub-sections, we examine different aspects of 
SERF in detail.  

3.1 The Initial Search Page  
The initial search interface is where the user enters the text query 
indicating their immediate information need. Initially, we gave no 
instructions to users regarding query formulation and used a 
traditional small text entry box. However, we quickly determined 
that most users entered short queries consisting of a few keywords 
out of context. When we displayed a previous user’s query as part 
of a recommendation, the current user generally was not able to 
determine if the past users’ information need had been similar.  

We addressed this issue by encouraging users to utilize complete 
natural language sentences to specify their information need, 
rather than just a few keywords, as one might use with a popular 
search engine.  We called these natural language queries 
questions  (question format queries).  

We investigated ways that we could use user interface elements to 
encourage the “proper” behavior [3, 21]. One report, by Belkin, et 
al. [3], indicated that users are more likely to issue more 
keywords when given a larger, multi-line query input box. We 
chose to create a query input box consisting of 3 rows of 74 
columns and prompted the user to enter a question (Figure 1).  
Furthermore, we place a randomly selected question from a 
manually selected set of questions of the appropriate format in the 
text box to illustrate an example query.  This question is also 
highlighted so that the user can type a new question and 
automatically erase the one existing.  Finally, we list out several 
examples of good search questions below the search box. 

Users can log in or utilize SERF anonymously. For users that 
have logged in, the search interface page also contains a list of 
links to previous questions asked by the user, resources that are 
frequently visited by the user, and explicit bookmarks that the 
user has created. In the future, we intend to allow students and 
faculty to authenticate with their university accounts, which will 
give us basic demographic information to use in matching their 
information contexts. 

 

 

3.2 Recommendations 
The search results page in SERF has two separate regions. The 
first region at the top contains recommendations based on 
previous information contexts and the region below that contains 
search results from a traditional search engine (Figure 2). Here we 
describe the first region; the second region is described in Section 
3.3.  

Recommendations consist of similar questions that have been 
asked before and associated documents rated high for that 
question. The similarity between the current question Qc, and a 
previously asked question Qp, is computed as follows: 

Figure 1.  The Initial Search Screen of SERF 
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where Qpj is the j-th previously asked question, wi,pj is the weight 
of keyword ki in Qpj, and wi,c is the weight of keyword ki in Qc. 
The wi,pj is computed as follows: 

ipipi idffW
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×= ,,  

where fi,pj is the normalized frequency and idfi is the inverse 
question frequency penalizes common words. The fi,pj and idfi are 
computed as follows: 
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where freqi,pj is the raw word frequency of ki in Qpj, max∀v freqv,j 
is the most frequent keyword appearing in previously asked 

questions Qpj , N is the total number of questions in our database, 
and ni is the number of questions in which keyword ki appears. 
This computation is identical to the computation used to compare 
queries to documents in some search engines [2].  

Before computing similarity between questions, we remove 
extremely common words (stop words) and we apply the Porter 
stemming algorithm to reduce morphologically similar words to a 
common stem [18].   

Our goal with SERF is to provide very high precision 
recommendations. Thus we only want to recommend documents 
from a previous information context if that context (thus the 
query) is substantially similar to the current context. To achieve 
this, we have a configurable similarity threshold – we only make 
a recommendation when the similarity of a previous question to 
the current question is greater than that threshold.  We currently 
consider a question to be similar if the similarity is greater than 
0.5.  

We display up to two of the most similar questions and up to three 
of their highest rated documents.  If more than two similar 
questions exist, users may elect to view additional similar 
questions by clicking a link; similarly, if more than three 

documents are rated highly for a question, users can also choose 

Figure 2. The recommendations and search results screen of the SERF. The top half of the screen shows 
recommendations based on previously asked similar questions. The bottom half shows results from a Google search 
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to view the other documents by clicking a link next to the 
recommended question. 

3.3 Document Retrieval 
The SERF system learns as it interacts with users. Early in the 
lifetime of the system, SERF will not have a large database of 
information contexts from which to recommend documents. Thus 
we can expect that early users will frequently not receive 
recommendations, even if their question is relatively common. 
Even after the system has been running for some time, we expect 
to see questions asked that are unrelated to any previously asked 
questions.  

To address this situation, we also present results from a full-text 
document search engine in the second (lower) region of the search 
results screen (Figure 2). We use the results from a local Google 
appliance that only indexes the library web site. We use the text 
string specifying the information need as the query to the search 
engine. 

In Section 3.1, we described how we encourage users to enter 
complete natural language sentences to express their information 
need. In the process, we are encouraging users to enter longer 
queries. However, because the Google search appliance defaults 
to using AND to logically combine search terms, search queries 
with many keywords are likely to return no results. Thus we have 
to adapt the query before sending it to the Google engine. We 
transform the query by taking the original query and appending 
each term using an explicit Boolean OR. For example “Where is 
the map room?” becomes “Where is the map room OR where OR 
is OR the OR map OR room.” With this approach we hope to 
maintain some of the adjacency context of the original query, yet 
ensure that results do not have to have all of the keyword terms.  
For example, this ensures that documents with the exact string 
“map room” appear above documents with the two words not 
adjacent, yet does not require the words to be adjacent. Of course 
in the previous example, the stop words “is” and “the” would be 
ignored by Google.   

Users can rate each document, whether recommended or returned 
by Google, as being useful or not useful directly on the results 
screen.  Although the user may not have viewed the document 
through SERF, this feature allows users who have existing 
knowledge of document contents to provide feedback without 
navigating to the document. Librarians requested this feature, 
because they could frequently tell immediately from the title 
and/or URL of a document (using their knowledge of the library 
resources) if the document was relevant to their question.  

These ratings are used by the system to indicate if a document 
contributed to answering a specific information need, defined by 
the query.   

3.4 Revising Queries 
On the search results page (Figure 2), there are two search boxes 
at the top of the page. In the first box, users have the option of 
revising their current question by entering new words or removing 
words.  Any new keywords that are added are also added to the 
information context. At the same time, if the user removes words 
when revising a query, those words are retained in the information 
context. The intuition is that if somebody else has the same 
information need later, they may use the same set of keywords, 

even if those keywords in turn are not useful for matching with 
document text.  

The second search box is used to specify a completely new 
question, thus creating a new information context. We 
hypothesize that without the two different boxes it would be very 
challenging to detect when a user was modifying the query, 
without changing their information need, and when they were 
asking something entirely different.  

3.5 Viewing Documents 
When a document is clicked from a search results list, that 
document is displayed within a frame controlled by SERF.  SERF 
displays informational and rating information in a separate frame 
above the document (Figure 3). The upper frame reminds the user 
about the entered question and provides links to rate, print or 
email the currently viewed document.  Navigation controls allow 
users to return directly to their search results or to the home 
search page to enter a new question.  Logged in users may also 
add the document to their SERF bookmarks. 

 

Users may rate the currently viewed page's helpfulness for their 
current information need by clicking either a “yes” or “no” 
button.  Additionally, logged in users may send a request for 
assistance to the library staff. This request consists of the user's 
current question, any revisions to the question, and the current 
page the user is viewing. 

In order to be able to collect ratings on all pages, we must route 
all links in the viewed document to go through SERF. This allows 
the rating frame to always be displayed, no matter what server is 
providing the original copy of the page. To do so, we find the 
HTML link tags and rewrite them to point to our system.  When a 
link is clicked, SERF fetches the requested page from its original 

Figure 3. The interface for viewing web pages within the 
SERF. The upper frame is always present while 
browsing, regardless of what site the user is visiting and 
allows users to rate current document. 
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source, rewrites the link tags, and displays the result within the 
rating frame.  SERF does not currently handle Java Script or VB 
Script rewriting, and this information is purged from the page 
being processed.  Additionally, since SERF utilizes frames to 
accept ratings, HTML tags that specify removing parent frames 
are also rewritten.   

Simply discarding JavaScript or VBScript by default greatly 
reduces the complexity of wrapping HTML pages and works for 
most library pages. However, some of the highest value services 
that the library provides are commercial journal indexes, which 
frequently require the usage of Java and JavaScript. We maintain 
a list of these services and SERF returns documents from those 
services unprocessed; however, any ratings for a document within 
such a retrieval system are applied instead to its home page.  By 
coincidence, this turns out to be desirable behavior. For the 
majority of the proprietary database interfaces, URLs are 
dynamically generated and session dependent. Attempting to 
return directly to those URLs can cause an error.  As a result, 
recommending those URLs to later users is not desirable. By not 
wrapping the proprietary databases, any rating for a URL within 
those databases will be treated as a URL for the root search page 
of that database.  

4. LOG DATA ANALYSIS 
In this study, we analyzed the log data to attempt to understand if 
the SERF approach has potential to improve the efficiency and 
effectiveness of search.  

This section reports the details of the system’s deployment 
(Section 4.1) and results (Section 4.2). 

4.1 Deployment Details 
For the results reported in this paper, we used real data from the 
SERF portal deployed as a link from the OSU Libraries web site 
from January 2004 to mid-April 2004 containing 1433 search 
transactions. Each search transaction represents a single 
information context and the associated user behavior (which was 
tracked). 

The data reported are from “opt-in” users. At the bottom of the 
main page of the OSU Libraries a link was placed titled “Try our 
new experimental search interface.” Users had to click this link  
to reach the SERF interface.  

Of the 1433 search transactions, we discarded 239 because they 
either represented usage by a member of our research group, or 
because the data in the transaction was corrupt or inconsistent. 
These filtering steps left us with 1194 search transactions total. 

Prior to launching the system we conducted a training session for 
OSU librarians. The purpose of this training session was to 
encourage the librarians to support this system. The librarians’ 
training data are not included in our analysis, but were used to 
generate recommendations for later users.  

4.2 Results 
Figure 4 summarizes the data collected during the period in 
question of our trial. The rest of this section explains our findings 
with respect to Figure 4. Each subsection represents an important 
research question that we investigated.  

4.2.1 How frequently are recommendations given?  
If the SERF system only gives recommendations infrequently, 
then it provides little value above a traditional search engine. To 
identify recommendation usage, we analyzed the percentage of 
transactions where recommendations were available on the search 
results page. We found that approximately 40% of the 
transactions had at least one recommendation while the remaining 
60% of the transactions had only Google results (Table 1). This is 
a surprisingly high number (40%), given that these data are from 
the first three months of operation and no information contexts 
were available at the beginning (with the exception of the data 
from the librarians’ training). This could suggest that many 
people are asking similar questions. However, the data shown in 
Table 1 does not indicate if the recommendations presented were 
actually useful or not.  The next sections examine if the 
recommendations were actually useful.  

Average visited documents: 2.196 

First click is on recommendation 
(141 – 71.6%) 

First click is on 
Google result 
(56 – 28 4%)

Average ratings: 14.727 Average ratings: 20.715 

Only Google Results (706 - 59.13%) Google + recommendations (488 - 40.87%) 

Average visited documents: 1.598 

Clicked  
(172 – 24.4%) 

No clicks 
(534 - 75.6%) 

Clicked 
(197 – 40.4%) 

No click 
(291 – 59.6%) 

Figure 4. Summary of the data collected 

576



Table 1. How often did users get recommendations? 

Figure 4 pattern 
Only Google 

results 
Google + 

recommendations 

Number of 
transactions 706 (59.13 %) 488 (40.87%) 

 
4.2.2 Do users make use of recommendations?  
For recommendations to be valuable, users must perceive them to 
have potential value. To understand better whether 
recommendations were perceived to be potentially useful or not, 
we looked at what percentage of users first clicked on a 
recommendation rather than a Google search result. Table 2 
shows that users were more likely to first click a document from 
the recommendations than a document from the Google search 
results.   

Table 2. How often did users click recommendations first 
when there are recommendations?  

Figure4 pattern 

First click is on 
Google result 

First click is on 
recommendation 

Number of 
transactions 56 (28. 4%) 141 (71.6%) 

 

If we assume that users are more likely to click the most 
perceived relevant documents after examination of the returned 
results, then the data in Table 2 provides some evidence that our 
recommendations were perceived by the users to provide more 
relevant information to the current information need than the 
Google search results. 

It is also possible that users selected a recommended document 
first because the document was recommended by the system 
regardless of its relevancy, or because the document was at the 
top of the results. However, based on the results of Table 2, we 
can conclude that users actually examined returned results and did 
not simply click the first results, in spite of them being 
recommended (at least 24.8% of first clicks). We also may 
assume that for some portion of the 71.6% who clicked on a 
recommendation, the users only did so after examination of 
returned results.  

To try and understand better what portion of the 71.6% might 
have selected a recommendation for the right reasons (because it 
appeared to be relevant), we looked at how often users actually 
chose to click on any of the search results or recommendations. 
Table 3 shows that users were more likely click at least one 
search result (Google result or recommendation) when there was a 
recommendation. 

 

 

 

Table 3. How often did users click a document?  

Only Google results Google + 
recommendations 

Clicked No clicks Clicked No clicks 

Number of 
transactions 

172 
(24.4%) 

534 
(75.6%) 

197 
(40.4%) 

291 
(59.6%) 

Table 3 shows that only in 24.4% of the search results presented 
without recommendations were one of the search results selected! 
In the remaining 75.6% cases, users left the system, reformulated 
their query, or issued a new query. In contrast, when a user was 
presented with page having some recommendations, there was a 
40.4% chance that the user would select one result 
(recommendation or Google result). 

One thing we can learn from this data is that users are not just 
clicking on recommendations because they are displayed at the 
top. If that was the case, then we should see the same frequency 
of clicks when only Google search results were displayed.  

Another thing that we see is that in many cases, users do not 
select any results. This gives us some evidence that users are 
actually reading (or at least scanning) the summary details given 
with each search result and recommendation. This is necessary to 
make the decision that none of the results are relevant. Thus we 
have more confidence that when users click on a recommendation 
result, they do so because it appears to have potential relevance to 
their need.   

4.2.3 Do recommendations increase searcher 
effectiveness or efficiency?  
In Section 4.2.2, we report our evidence that users perceive 
recommendations to be more relevant than Google search results, 
based on examination of summary information regarding the 
document (author, title, URL, text snippet, etc). However, how 
good are those recommended results, once the user has had a 
chance to read or visit the recommended resource? Or, in general, 
are recommendations actually helping users to find more relevant 
information, and to find it faster?    

First let us examine efficiency. Table 4 shows the number of 
visited documents when there are recommendations and when 
there are only Google results.  

Table 4. How many documents did users visit?  

Figure 4 pattern 
Only Google 

results 
Google + 

recommendations 

Average documents 
visited 2.197 1.598 

 

An analysis of variance (ANOVA, p < 0.05) on the data 
summarized in Table 4 indicates that the mean number of visited 
documents when there are recommendations is significantly 
smaller than the mean number of visited documents when there 
are only Google results.  

Here we assume that if a user views more documents, it is more 
likely that a user is not satisfied with the first document(s) visited 
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and had to view more. The data in Table 4 provide strong 
evidence that recommendations helped users to search more 
efficiently. 

In terms of effectiveness of the recommendations, we would like 
to know just how relevant were the results that SERF 
recommended. Table 5 shows the rating values of the first visited 
documents between the recommended documents and Google 
results for a query. 

Table 5. Rating values of the first visited document between 
recommended documents and Google results for a query       

(30: relevant, 0: not relevant) 

Figure 4 pattern 
Documents from 
recommendations 

Documents from 
Google results 

Average rating 20.72 (n = 40) 14.73 (n = 67) 

 

For historical reasons, a “Yes” rating for relevance is recorded as 
having a value of 30 and a “No” rating is recorded as 0. An 
analysis of variance (ANOVA, p < 0.05) of the data in Table 5 
indicates that the mean rating of the first visited document from 
the recommended documents is significantly higher than the mean 
rating of the first visited document from the Google results.  

From Table 5, we can see that if the first selected document from 
the search results comes from recommendations, on average, it is 
more likely to be rated as relevant. Thus we have evidence that, 
by adding recommendations, the users will be more likely to 
initially encounter a document that is more relevant than if they 
just had the Google search results. This strongly suggests that 
recommendations from SERF could increase the effectiveness of 
user searching.  

4.2.4 How frequently do users issue complete natural 
language sentences rather than just a few keywords? 
We described earlier that it was important that users enter natural 
language questions or statements of their information need. 
However, in discussions with other researchers, we have 
encountered many who doubt that we will see a substantial use of 
longer questions, given that entering a long statement of need 
takes more time and cognitive effort from the user.  
 

Table 6. Question format queries vs. keyword format queries 

Question format queries Keyword format queries 

67.68% 32.32% 

 
Table 6 shows that approximately 68% of the queries submitted 
were natural language queries, or questions (question format 
queries) and approximately 32% of queries submitted were just 
one or more simple keywords (keyword format queries). 
Although users have been trained by current search engines to 
only enter keyword queries (particularly search engines that 
combine keywords by default using the Boolean AND operator), 
this result shows that we effectively encouraged users to use 
complete natural language sentences.  

68% of users is surprisingly high. Analysis on data from the 
AskJeves! Web by Spink and Ozmultu [19] indicated that about 
50% of queries were full questions. The observed high rate in 
SERF could be attributed to the use of the previously described 
user interface cues in the SERF interface. Part of the high rate 
could also be attributed to the fact that the system was 
experimental and most users were new to the system. We expect 
the likelihood that consistent users of SERF will continue to issue 
full questions to drop, as they learn that SERF is still functional 
(from an immediate gratification perspective) even if they do not 
use a complete natural language sentence for a query. However, 
even if the rate drops to 50%, we believe there will be sufficient 
information contexts in the SERF database with natural language 
descriptions.  

4.2.5 How often do users rate documents?  
One of the common concerns with collaborative filtering systems 
is that they require explicit human participation in order to be 
successful. In particular, we must be able to collect from the user 
some indications of what resources are relevant and/or valuable to 
a particular information context. In previous domains that we 
have worked with (books, music, usenet news, movies), this 
concern has been proven unfounded; in each case there was a 
subset of the population that was willing and excited about 
providing ratings on an ongoing basis. However, in our current 
domain (web search for library resources), we expect the data to 
be exceptionally sparse for some topics – there will be many 
information needs that are only shared by a small number of 
people. If users with this information needs do not provide 
ratings, we are unable to capture what they learn through their 
searching and browsing. For more common information needs, 
there are more users involved, and as we increase the number of 
users, the likelihood that we will see ratings increases.  
Table 7 shows how often users rate documents. The data only 
includes transactions where the user selected at least one result. 
Ratings are intended to be evaluations of documents; if users do 
not view a document, we do not expect them to evaluate it.  
 

Table 7. Percentage of transactions where users provided 
some form of feedback (a rating) as to the relevance of a 

search result. 

 
First click was a 
recommendatio

n 

First click was a 
Google result 

Percentage of 
transactions where a 

rating occurred 
28.4% 29.4% 

 
The rating percentages shown in Table 7 are almost 30% of the 
time users provided us with at least one rating for a document, 
good or bad.  

4.2.6 What commonly observed activities can be used 
to infer that a user found a resource valuable? 
In spite of the exceptionally high rating rate reported in the 
previous subsection, we are still concerned about the potential 
sparsity of the ratings in our domain. Thus we are trying to 
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identify patterns of activity that is commonly observed from 
which we can infer that user found a resource valuable. In 
particular, some preliminary controlled studies suggested that the 
“last viewed document” might be a good indicator of a document 
that satisfied an information need [10].  
The last viewed document is the web page that was last requested 
by a user before either initiating a new search (i.e. a new 
information context) or leaving the system. The intuition is that 
when a user finds sufficient information to meet their need, they 
are likely to leave or move on to a different topic. Of course, it 
may be misleading in many cases – for example, users might 
leave the system because they got frustrated since they could not 
find they wanted. However, if SERF observes that people with 
similar information contexts are “ending” on the same document, 
then there is strong evidence that the document is valuable and 
should be recommended.  
Table 8 shows the relationship between the “last viewed 
document” and the “non-last viewed documents”, and the 
resulting rating on the data.  
 

Table 8. Rating values between ‘last viewed documents’ and 
‘not last viewed documents’ (30: relevant, 0: not relevant) 

 Last viewed 
documents 

Not last viewed 
documents 

Average rating 18.91 5.45 

 

An analysis of variance (ANOVA, p < 0.001) indicates that the 
mean rating of the last viewed documents is significantly higher 
than the mean rating of the non-last viewed documents. Again, for 
historical reasons, a rating of “yes” was recorded as 30 and a 
rating of “no” was recorded as 0.  

The data provide strong evidence that the “last-viewed document” 
is a good indicator of a highly relevant document. However, 
current SERF doesn’t do this yet. In future versions of SERF, we 
will be investigating how to incorporate this information as a 
proxy for explicit ratings.  

Other opportunities for inferring ratings come from “action” links 
that are available whenever the user is viewing a document. These 
action links include “print,” “email,” and “bookmark.”  If the user 
clicks one of these links, we can also use that as strong evidence 
that the document is valuable.  

5. CONCLUSION  
This paper reports the data analysis of our initial prototype. We 
focused on the two key issues: would people participate and 
would recommendations live up to their promise of improved 
efficiency and effectiveness in searching?  

The SERF system as we have designed it requires a reasonable 
amount of participation from at least a small fraction of the user 
population. In particular, we were concerned that a) users would 
rate documents, and b) users would provide meaningful and 
understandable statements of information need for their queries.  

In terms of rating, we were pleasantly surprised. In almost 30% of 
transactions where at least one document was viewed, we got at 

least one rating. Apparently, many users are participating in the 
rating of documents. Future research may examine exactly what 
factors compel users to provide ratings. For example, we chose to 
use a binary rating scheme (Yes/No) because we believe we 
would be more likely to get ratings with such a simple scheme. 
More complex rating scales might cause more cognitive load, 
resulting in less ratings provided. However, at some point, having 
more expressive ratings might outweigh the loss of some raters.  

Analysis of the data showed that almost 70% of the users issued 
queries in natural language using at least one complete sentence. 
This is overwhelmingly positive. Complete sentences are 
important so we can explain the recommendation by displaying 
the question to which the recommended document holds the 
answer. The current user may not be able to determine the context 
of previous queries if only a few keywords are available. Further 
research is needed to investigate whether or not the longer 
question format queries actually improve search performance for 
the user issuing the query although we strongly believe that with 
SERF, users can increase the effectiveness of later users who 
receive recommendations. A study by Anick [1] indicates that 
more keywords of a search query can increase search 
performance. Belkin et al [3] have examined the relation between 
query length and search effectiveness, and found that query length 
is correlated with user satisfaction with the search. Given that we 
use the query to search against past queries, and that those past 
queries have very few keywords compared to a traditional 
document, we expect that more words in the query will 
substantially improve the quality of the search results.  

Analysis of our data also provides evidence that recommendations 
from prior users with similar queries could increase the efficiency 
and potentially effectiveness of the OSU Libraries website search. 
In addition to decreasing the number of documents that users 
viewed, users were more likely to select a recommendation on the 
search result page. Moreover, documents recommended by SERF 
were rated higher than search results from Google.  

One important caveat regarding this study is that the users of the 
study were self-selected; users had to choose to click the link for 
the “experimental” search which led them to the SERF interface. 
As a result, we expect that the participation of users is somewhat 
higher than what we would find in a true random population of 
library users. Nonetheless the results reported in this paper, both 
absolute and relative, are substantial enough that we believe we 
will see positive results when we sample a non-self-selecting 
population. 

The data from this study is very promising, but is only the 
beginning.  There is still substantial research and development to 
be done. One area that we are particularly concerned about is 
robustness of our search in the face of erroneous and malicious 
ratings. Malicious ratings are designed to mislead the 
recommendation algorithm and generate incorrect 
recommendations for other users.  Currently, we do little 
automatically to detect or handle malicious or erroneous users. To 
make a robust system, further research is needed to judge users’ 
ratings in terms of whether the rating is trustworthy or not. 
Furthermore, we are continuing to evolve SERF to meet the 
specific needs of the library environment. For example, our data 
shows that approximately 30% of all questions relate to library 
services that can be answered with a very short answer – 
questions such as “What are the library hours?” We are 
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investigating ways to provide these answers directly with fewer 
clicks. 
The SERF system has been designed specifically for the library 
environment, but we believe that much of our approach could be 
applied in many other environments. In particular, we believe that 
the SERF approach could be applied successfully to domains 
where extremely similar information needs reoccur frequently 
with different users of the domain. Because SERF incorporates 
human judgment into the search process, SERF results should 
become more and more accurate as time passes and users utilize 
the system, entering queries and ratings.  
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