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1. INTRODUCTION 

1.1. Project Background and Motivation 

Passive safety is a key component in many new reactor designs. One of the most prominent 

forms of passive safety is using natural convection to drive coolant flow inside reactors 

[35,36]. Despite the prominence of natural circulation in reactors, very little attention has 

been paid to the effects of this phenomenon under iso-flux conditions. Until this point, natural 

circulation driven pipe flow has been modelled and treated as similar or identical to pressure 

driven pipe flow for all situations. While this treatment may be valid in some scenarios, the 

fundamental equations governing friction factor and heat transfer coefficients suggest that 

differences in temperature and velocity profiles of natural circulation driven flow should have 

an impact under certain conditions. 

Flow velocity profiles are directly proportional to friction factor and heat transfer as shown in 

equations 1 and 2: 

         𝑓 =
2𝜏𝑤

𝜌𝑢2
=
𝜇
𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙

1

2
𝜌𝑢2

        (1) 

  ℎ =
Δ𝑇

𝑄"
        (2) 

Where 
𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙 is defined as the slope of the axial velocity profile at the wall. This means that 

if the slope of velocity at the wall changes, the friction losses will also change. This can be 

seen by the difference in classical correlations for laminar and turbulent friction losses. 

Natural circulation profiles are distinctly different from pressure driven laminar and turbulent 
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profiles. Rough examples of all three profiles can be seen in figure 1. The most important 

portion of this figure is the slope of each line at the far right side (the wall). Currently, the 

majority of design work in the nuclear industry is done using correlations based off of laminar 

or turbulent flow conditions such as the Blasius solution, the Dittus Boelter correlation, or the 

Gnielinski correlation.  

It is important to note that for natural circulation driven flow the peak velocity occurs near 

the wall while the peak occurs at the centerline for pressure driven flow. This wall peak occurs 

Figure 1: Representative flow profiles of varying regimes. 
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due to the local change in density of the heated fluid near the wall. This change in density 

causes buoyant forces to accelerate the less dense fluid leading to a wall peak. 

Figure 2: Simple natural circulation loop 
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A simple natural circulation loop (pictured in figure 2) consists of two vertical columns known 

as the hot and cold legs and two horizontal portions connecting the two legs. Heat is added 

to the loop at the bottom of the hot leg and rejected at the top of the cold leg. The traditional 

belief is that for a natural circulation driven loop to operate, it must be a certain height. This 

height then creates a large enough pressure difference between the hot and cold legs to drive 

flow through the loop. The pressure differential between hot and cold legs can be found using 

the difference in density between the two legs. 

Due to the large variances in height required for this study, numerical methods are the most 

feasible method of performing this study accurately. To develop a physical experiment for this 

study, one would need to develop a precise method of measuring wall temperature along the 

heated portion of the wall. A detachable chimney of greatly varying height would also have 

to be included. Lastly an accurate, non-intrusive method of measuring near wall fluid velocity 

would be necessary. Measuring both heat and velocity at/near the wall without disrupting 

the flow are difficult and expensive tasks. As such, using a computational model to simulate 

these changes allows for a first feasibility study to be performed with much less time and cost. 

1.2. Thesis Objectives 

Both the forced and natural convection effects help to drive flow in a natural circulation loop. 

However, it is unknown under what conditions each drive dominates flow characteristics. This 

is especially important as when forced convection dominates, the flow should closely 
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resemble pressure driven flow; whereas when natural convection dominates, the flow should 

have wall peaks and much different friction factors/heat transfer coefficients. The primary 

objective of this research is to determine under what flow conditions classical correlations 

and equations accurately describe heat transfer and friction losses in vertical, natural 

circulation driven pipe flow using computational fluid dynamics software. A secondary goal is 

to develop a potential model to accurately describe these phenomena in regions where 

classical methods are inaccurate. These objectives are accomplished by developing 

temperature and velocity profiles. Heat transfer and friction factor are directly related to 

temperature and velocity gradients at the wall. Therefore, an accurate temperature and 

velocity profile are necessary to calculate the quantities of interest. These profiles will be 

developed using fluent. The determination of regions of applicability and potential 

development of more accurate models will result in a more accurate understanding of the 

dominance of loop or local drive and its effect on friction losses and heat transfer. 

1.3. Assumptions and Limitations 

Computational modeling of real-world phenomena requires assumptions to be made to 

develop the most accurate model possible. A brief description of major assumptions used in 

developing the computational model used are listed below: 

• Natural circulation loops can be modeled as a single vertical pipe with an imposed 

pressure differential. 
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• Axisymmetric modeling can accurately capture relevant phenomena. 

• Thermo-physical fluid properties such as the thermal expansion coefficient are 

assumed to be constant. 

• The Boussinesq approximation can be applied. 

The potentially most impactful assumption of this list is assuming constant properties other 

than density. This assumption keeps viscosity constant even though changing viscosity 

directly impacts friction factor. This assumption was made to ensure only the effects of 

changing buoyancy were captured as the effects of changing viscosity over a large 

temperature variance may wash out the buoyant effects. This allows for larger temperature 

variances to make the buoyant effects more pronounced/easily visible. However, this 

assumption decreases the physical accuracy of the model, especially for friction factor as 

friction factor is inherently proportional to viscosity. When comparing to physical scenarios, 

temperature differentials are also much lower, leading viscosity changes to be much more 

negligible. For the purposes of this study, the decreased accuracy in friction factor was 

determined to be less important than the increased buoyancy effects. 

 These assumptions create limitations for the validity of the computational model. A brief 

description of limitations is listed below: 

• Minor and major friction losses are not accounted for outside of the simulation so 

effects of core geometry and other flow losses cannot be quantified. 
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• No physical test facility of this test was developed so assumptions made in fluent 

could affect the validity of this data. 

• Due to the large quantity of data produced by a single simulation, quantities of 

interest are only evaluated at certain points and locations throughout the simulation. 

• Fluent uses Reynolds averaged Navier-Stokes equations which limits the accuracy of 

the solution. 

• The Boussinesq approximation is only applicable for small changes in temperature. 

Therefore, for results to be accurate, temperature differential must be minimized. 

1.4. Outline 

Chapter 1 presents a background information and brief overview of major topics as well as 

primary goals and objectives for this thesis. 

Chapter 2 presents a review of relevant literature to more accurately understand concepts 

key to the validity of this thesis. 

Chapter 3 provides the specifics of the computational model used in this thesis. This includes 

model geometry, mesh specifics, governing equations, initial and boundary conditions, and 

methodology for selecting cases. 

Chapter 4 presents a grid independence study to assess the validity of the mesh and specify 

the uncertainty of the computational model. 
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Chapter 5 presents and discusses the heat transfer and friction factor results of the fluent 

simulation. 

Chapter 6 discusses conclusions drawn from the results of this thesis as well as potential 

future work for improvement on this project. 

2. LITERATURE REVIEW 

2.1. Friction in Pipes 

This section provides a brief history of the friction factor as well as its relation to shear stress 

at the wall. The history begins with the presentation of the Weisbach equation and continues 

on to the differentiation between laminar and turbulent flow. The history concludes with the 

development of the Rouse and Moody diagrams followed by a brief discussion of the 

correlation of the friction factor to shear stress at the wall. 

 2.1.1 The Weisbach Equation 

Determining friction losses in pipe flow is an important step in any fluid system. In an effort 

to accurately characterize these losses, Julius Weisbach proposed equation 3 in 1845 [1]. 

ℎ𝑙 =
𝑓𝐿

𝐷

𝑉2

2𝑔
        (3) 
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Where 𝐷 = 𝑃𝑖𝑝𝑒 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟, 𝐿 = 𝑃𝑖𝑝𝑒 𝐿𝑒𝑛𝑔𝑡ℎ, 𝑓 = 𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟, 𝑔 = 𝐺𝑟𝑎𝑣𝑖𝑡𝑦, 𝑉 =

𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦, 𝑎𝑛𝑑 ℎ𝑙 = ℎ𝑒𝑎𝑑 (𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛) 𝑙𝑜𝑠𝑠𝑒𝑠. It is important to note that Weisbach defined 

friction factor as 

𝑓 = 𝛼 +
β

√𝑉
       (4) 

Where 𝛼 𝑎𝑛𝑑 𝛽 are coefficients based on pipe diameter and wall material. This equation was 

quickly accepted as the standard globally, excluding France that used the Prony equation 

(equation 5). 

     ℎ𝑙 =
𝐿

𝐷
(𝑎𝑉 + 𝑏𝑉2)      (5) 

One key difference between the Prony and Weisbach equations is the Prony equation does 

not contain any dependence on wall roughness while Weisbach does (wall material). 

However, prior to the prevalence of computers and the slide rule, the Prony equation 

required six (or four if standard lower order terms are neglected) mathematical operations 

compared to the eight required for the Weisbach equation [2]. Despite friction factor being 

introduced in 1845, the modern definition of the term took over 100 years to be fully defined. 

2.1.2 Laminar and Turbulent Effects 

While Weisbach was developing his equation, Jean Poiseuille and Gotthilf Hagen 

independently determined that losses due to friction for low velocity flow in tubes could be 

determined using equations of the form [3,4] 
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    ℎ𝑙 =
64

𝜌
∗ (𝑎𝑇 + 𝑏𝑇2) ∗

𝐿

𝐷2
𝑉

2𝑔
      (6) 

1

𝜌
(𝑎𝑇 + 𝑏𝑇2) can be replaced with 𝜈 presenting the equation in modern terms as 

     ℎ𝑙 = 64𝜈
𝐿

𝐷2
𝑉

2𝑔
       (7) 

It is important to note that this relationship was determined solely experimentally as an 

analytical derivation of laminar flow would not be completed for another 20 years [5]. 

A few years before the analytical derivation of laminar flow was completed, Henry Darcy 

published an updated form of the Prony equation with added coefficients that included the 

effects of pipe roughness (although it was not known at that time that roughness was the 

parameter of interest) [6]. This relation to pipe roughness is why “f” is commonly referred to 

as the Darcy friction factor. Darcy noted that in low-flow in small pipes the velocity should 

increase proportionally with the gradient. In a future publication Darcy explicitly showed that 

his proposed form of the Prony equation reduced to Poiseuille’s equation for low-flow in small 

pipes [7].  

Roughly two decades later J.T. Fanning published tables of friction factor values for varying 

pipe materials, sizes and flow rates for use in the Weisbach equation [8]. These tables were 

obtained from a variety of American, English, French, and German sources and allowed 

engineers and designers to easily use the Weisbach equation by reducing the number of math 

operations required to solve to the same as the Prony. It is important to note that Fanning 
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used the hydraulic radius instead of pipe diameter leading to a factor of ¼ when comparing 

the Fanning and Darcy friction factors. 

The next advancement occurred when Osbourne Reynolds published the transition point for 

laminar to turbulent flow in 1883 [9]. This was the first presentation of the Reynolds number, 

     𝑅𝑒 =
𝑉𝐷

𝜈
      (8) 

By combining the Reynolds number with Poiseuille’s equation (equation 7)) the currently used 

relation for laminar pipe flow (equation 9) can easily be obtained. 

𝑓 =
64

𝑅𝑒
       (9) 

This equation was widely used by the early 1900s but no specific source could be found for 

the first derivation. 

Following Darcy’s adaption of the Prony equation, no more advancements in the 

quantification of the turbulent friction factor were made until Blasius applied a similarity 

solution in 1913 [10]. Combining this approach with experimental data for smooth pipes led 

to the development of the Blasius formula shown in equation 10. 

     𝑓 =
0.3614

𝑅𝐸1/4
      (10) 

This was then improved on by Prandtl and Von Karman to the currently used form 

    
1

√𝑓
= 2 log(𝑅𝑒√𝑓) − 0.08    (11) 
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Next Prandtl, Von Karman, Blasius, and Nikuradse developed friction factor correlations for 

the fully turbulent region. Equation 12 developed by Von Karman in 1930 and confirmed by 

Nikuradse in 1933 was the result of this work [11,12]. 

1

√𝑓
= 1.14 − 2 log (

𝜖

𝐷
)     (12) 

The last region of turbulent flow to be characterized was the transition region. This region 

was finally characterized for commercial use by White in 1939 with equation 13 [7]. 

        
1

√𝑓
= 1.14 − 2 log (

𝜖

𝐷
+

9.35

𝑅𝑒√𝑓
)    (13) 

2.1.3 The Rouse and Moody Diagrams 

Now that the friction factor had been accurately defined for essentially all pipe sizes, 

roughnesses, and flow rates by equations 9, 11, 12, and 13, the equations had to be converted 

into a useful form. This was first accomplished by Hunter Rouse in the early 1940s with the 

Rouse Diagram (figure 3).  This diagram combined all four equations into a set of curves as 

well as defined a set transition point from transitional to turbulent flow [7]. During a 
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presentation of the diagram, Lewis Moody thought of a more conventional method of 

displaying the chart and developed the now widely used Moody Diagram shown in figure 4. 

Figure 4: Moody Diagram for calculating friction factor in pipe flow [7] 

Figure 3: Rouse Diagram- Developed by Hunter Rouse for determination of friction factor [7] 
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2.1.4 Friction factor and Shear Stress 

While the relationship between friction factor and shear stress at the wall may not be initially 

apparent when observing the Darcy-Weisbach equation, the relation between the two 

quantities becomes readily apparent with some algebra. The Darcy friction factor can be 

defined as [13] 

 𝑓 =
Δ𝑃∗2(

𝐷

𝐿
)

𝜌𝑣2
     (14) 

Comparing this with the definition for wall shear stress [14] 

 𝜏𝑤 =
Δ𝑃

𝐿
∗
𝐷

4
     (15) 

It is apparent that both quantities are dependent upon Δ𝑃. Rearranging the equations and 

substituting then yields 

 𝑓 =
8τw

𝜌𝑣2
     (16) 

Equation 16 clearly defines the relationship between friction factor and shear stress at the 

wall. Note that the Fanning friction factor is more commonly used in application and, as 

previously discussed, is one fourth the Darcy friction factor as shown in equation 17. 

       𝑓 =
2τw

𝜌𝑣2
=
2(𝜇

𝑑𝑈

𝑑𝑦
|𝑤𝑎𝑙𝑙)

𝜌𝑣2
    (17) 
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2.2. Heat Transfer Coefficients  

This section discusses a variety of heat transfer correlations for one-phase forced 

laminar/turbulent internal flow and their origins/derivations. The discussion begins with an 

overview of non-dimensional numbers of interest followed by a brief discussion of the 

Reynolds and Colburn analogies. The discussion continues with laminar Nusselt numbers and 

turbulent correlations. This section concludes with factors that affect heat transfer other than 

flow regime. 

2.2.1 Non-Dimensional Numbers of Interest 

When discussing heat transfer, it is important to discuss non-dimensional numbers of interest 

and their meanings. This is important as all correlations discussed in the upcoming sections 

depend on a variety of non-dimensional numbers. All numbers will be presented as a ratio of 

two phenomena and a corresponding equation. A primary use/application is also included for 

each number.  

2.2.1.1 Reynolds Number 

𝑅𝑒 =
𝑉𝐷

𝜈
 

In the previous sections, the Reynolds number was introduced as the defining number for 

transition from laminar to turbulent flow. This transition occurs between Re=2000 and 
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Re=4000 [7]. Another description of the Reynold’s number is the ratio of inertial and viscous 

forces.  

2.2.1.2 Prandtl Number 

𝑃𝑟 =
𝜈

𝛼
=
𝑐𝑝𝜇

𝑘
 

Where 𝛼 = 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑖𝑡𝑦, 𝑐𝑝 = 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡, 𝜇 = 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦, 𝑎𝑛𝑑 𝑘 =

𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦. The Prandtl number is the ratio of viscous and thermal diffusion 

rates. This means the Prandtl number can be used to compare the growth rate of the 

momentum and thermal boundary layers. Small Prandtl numbers (PR<<1) correspond to the 

thermal boundary layer dominating and large Prandtl numbers (PR>>1) correspond to 

domination by the momentum boundary layer. 

2.2.1.3 Grashof Number 

𝐺𝑟 =
𝑔𝛽Δ𝑇𝐿3

𝜈2
 𝑜𝑟 

𝑔𝛽Δ𝑇𝐷3

𝜈2
  

Where 𝑔 = 𝑔𝑟𝑎𝑣𝑖𝑡𝑦 𝑐𝑜𝑛𝑠𝑡. , 𝛽 = 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡, & Δ𝑇 = 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 

𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑛𝑑 𝑓𝑟𝑒𝑒 𝑠𝑡𝑟𝑒𝑎𝑚. The Grashof number is the ratio of 

buoyant and viscous forces [13]. The Grashof number is used similarly to the Reynolds number 

in that it distinguishes the transition from laminar to turbulent flow in natural convection. In 

vertical pipes, this transition occurs when 2.54 ∗ 108 ≤ 𝐺𝑟 ≤ 1.07 ∗ 109 [15]. 
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2.2.1.4 Nusselt Number 

𝑁𝑢 =
ℎ𝐿

𝑘
 

Where ℎ = 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑎𝑛𝑑 𝑘 = 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 . The 

Nusselt number is arguably the most important non-dimensional number for heat 

transfer as it is the ratio of convective and conductive heat transfer. The Nusselt number 

is generally used to determine the convective heat transfer coefficient (HTC). This is 

accomplished using one of the many developed correlations to solve for the Nusselt 

number and then use the definition of the Nusselt number to solve for the convective HTC. 

A variety of these correlations will be discussed in sections 2.2.3,2.2.4, and 2.3. 

2.2.1.5 Rayleigh Number 

𝑅𝑎 =
𝑔𝛽Δ𝑇𝐿3

𝜈𝛼
= 𝐺𝑟 ∗ 𝑃𝑟 

The Rayleigh number is used to compare the rate of thermal transport by diffusion with the 

rate of thermal transport by convection [15]. Therefore, there is a critical number for each 

fluid at which fluid will begin to move without any forced convective forces [13]. Below this 

critical number, heat is transferred only via conduction/diffusion whereas above this critical 

number, heat is transferred by both conduction and natural convection [16]. 
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2.2.1.6 Richardson Number 

𝑅𝑖 =
𝑔𝛽Δ𝑇𝐿

𝑉2
=
𝐺𝑟

𝑅𝑒2
 

The Richardson number compares the importance of natural and forced convection. This 

causes the Richardson number to be used to determine when effects of natural or forced 

convection can be neglected. The general rule used for determination of which effects must 

be considered is [17]: 

𝑊ℎ𝑒𝑛 𝑅𝑖 < 0.3 𝑛𝑒𝑔𝑙𝑒𝑐𝑡 𝑓𝑜𝑟𝑐𝑒𝑑 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 

𝑊ℎ𝑒𝑛 0.3 < 𝑅𝑖 < 16 𝐶𝑜𝑛𝑠𝑖𝑑𝑒𝑟 𝑏𝑜𝑡ℎ 𝑓𝑜𝑟𝑐𝑒𝑑 𝑎𝑛𝑑 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 

𝑊ℎ𝑒𝑛 𝑅 > 16 𝑛𝑒𝑔𝑙𝑒𝑐𝑡 𝑓𝑟𝑒𝑒 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 

2.2.2 Reynolds and Colburn Analogies 

 

When observing diffusion equations for momentum and heat, the two equations appear 

remarkably similar. Reynolds was the first to notice this and developed an analogy between 

turbulent momentum and heat transfer known as the Reynolds analogy [18]. The Reynolds 

analogy relies on the assumption that heat flux and momentum flux are analogous. This 

assumption is validated as both quantities depend largely on turbulent eddies in the system 

[18]. By making this assumption Reynolds was able to develop the final form of his analogy 

presented in equation 18. 
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𝑓

2
=

ℎ

𝑐𝑝𝐺
=

Κ′

Vav
     (18) 

For laminar flow, this analogy can be reduced and manipulated to take the form [19]: 

          𝑅𝑒
𝑓

2
= 𝑁𝑢 = 𝑆ℎ     (19) 

It is important to note that these equations are only valid when the Prandtl number is close 

to one and no form drag is present [19]. Also note that equations 18 and 19 are presented in 

the form 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 = 𝐻𝑒𝑎𝑡 = 𝑀𝑎𝑠𝑠 and that “Sh” is the Sherwood number, an important 

nondimensional number in mass transfer. For the purposes of this thesis only momentum and 

heat need be considered so the mass term will not be discussed. 

Many improvements and adaptations of the Reynolds analogy have been developed and the 

most successful of these is the Chilton-Colburn analogy presented in equation 20. 

           𝑅𝑒
𝑓

2
= 𝑁𝑢 ∗ 𝑃𝑟−

1

3     (20) 

 This analogy accurately includes the effects of varying Prandtl number. The range of 

applicability of this analogy is disputed in literature but conservatively is 0.7<Pr<60 [18,19]. 

When Pr=1 the Chilton-Colburn analogy reduces directly to the Reynolds analogy. These two 

analogies allow for quick calculation of heat transfer coefficients or friction factors if the other 

quantity is known.  
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2.2.3 Laminar Nusselt Numbers 

Nusselt numbers are commonly used to determine convective heat transfer coefficients for 

pipe flow [20]. The reasoning for this can be seen when looking at the definition of the Nusselt 

number, 𝑁𝑢 =
ℎ𝐿

𝑘
. For any given setup, “k” and “l” are solely dependent upon material 

properties and setup. However, “h” is much more difficult to define. As such, the most 

accurate method of determining “h” is to apply an analytical solution or derived correlation 

for the Nusselt number.  

For laminar pipe flow, an analytical solution can be obtained depending on geometry and 

heating profile [21]. The full derivation for these Nusselt numbers is a long, involved process 

that will not be completed in this thesis. However, the most applicable laminar Nusselt 

numbers are included here for reference. For circular pipes with constant heat flux or 

constant temperature, the laminar Nusselt numbers are 4.36 and 3.66 respectively [22]. 

2.2.4 Turbulent Correlations 

An analytical solution for the Nusselt number in turbulent flow has not yet been determined. 

Instead, engineers rely on a variety of empirically derived correlations to accurately 

determine the Nusselt number in turbulent flow. The most prominently used of these 

correlations are the Dittus-Boelter, Sieder-Tate, and Gnielinski correlations [20]. 
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2.2.4.1 Dittus-Boelter Equation 

𝑁𝑢𝐷 = 0.023𝑅𝑒𝐷

4
5𝑃𝑟𝑛  

𝑛 = 0.3 𝑓𝑜𝑟 𝑐𝑜𝑜𝑙𝑖𝑛𝑔 𝑎𝑛𝑑 𝑛 = 0.4 𝑓𝑜𝑟 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 

The most commonly used turbulent correlation is the Dittus-Boelter equation, proposed by 

Dittus and Boelter in 1930 [23]. This is mostly due to the simplicity of the correlation. The 

Dittus-Boelter equation is applicable for flow in smooth tubes with 0.6 < 𝑃𝑟 < 160 & 𝑅𝑒𝐷 >

10,000 fully developed flow. This correlation loses accuracy when large differences between 

the bulk and wall fluid temperatures exist. This loss of accuracy occurs due to the changing 

fluid properties not being accounted for. 

2.2.4.2 Sieder-Tate Correlation 

𝑁𝑢𝐷 = 0.023𝑅𝑒𝐷

4
5𝑃𝑟

1
3 (
𝜇

𝜇𝑠
)
0.14

 

The Sieder-Tate correlation is nearly identical to the Dittus-Boelter equation except it includes 

a correction factor that takes into account the change in viscosity due to temperature 

variations in the fluid [20]. The inclusion of this correction factor makes Seider-Tate much 

more accurate for flows with large temperature changes and much higher Prandtl numbers 

(PR<16700) [24]. While this change is seemingly minor, it drastically increases computational 

time over Dittus-Boelter. This increase occurs because Sieder-Tate must be solved iteratively 

as the viscosity correction factor changes with changing Nusselt number. This increase in 
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complexity leads to Sieder-Tate being generally used only when Dittus-Boelter becomes 

inaccurate [20]. 

2.2.4.3 Gnielinski Correlation 

𝑁𝑢𝐷 =
(
𝑓
8
) (𝑅𝑒𝐷 − 1000)𝑃𝑟

1 + 12.7 (
𝑓
8)
0.5

(𝑃𝑟
2
3 − 1)

 

While the Dittus-Boelter and Sieder-Tate correlations are generally accurate enough, they can 

lead to errors as high as 25% in some cases [16]. The Gnielinski correlation was developed in 

1975 to correct these errors and improve the range of applicability [25]. This correlation is 

applicable for 0.5 < 𝑃𝑟 < 2000 & 3000 < 𝑅𝑒 < 500,000. The most important part of this 

increase in applicability is the lowering of the Reynolds number into the transition region as 

no other widely used correlation is applicable in this region. Despite the improved accuracy, 

the Gnielinski correlation is not widely used outside of transitional flow due to the complexity 

of the equation [16]. 

2.2.5 Other Affecting Factors 

While heat transfer is most commonly affected by boundary conditions (i.e. pipe shape, heat 

conditions, etc.) material properties, and flow regime, there are other factors that contribute 

[20]. The most relevant of these factors are pipe roughness and entry length. All of the 

correlations and analytically derived Nusselt numbers assume smooth tubes. However, pipe 

roughness can drastically alter heat transfer characteristics. This occurs due to the roughness 
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of the pipe creating extra friction/turbulence at the wall [16]. In extreme cases (i.e. very high 

Re and roughness) the pipe roughness can extend into the viscous sublayer. The other major 

factor is the entry length. Before flow is fully developed, heat transfer is increased due to the 

reduction in boundary layer size [26]. This reduction in boundary layer size creates increased 

shear stress at the wall leading to higher friction and heat transfer values [26]. This effect is 

generally neglected as the entry length is generally orders of magnitude smaller than the 

entirety of the flow. However, in certain scenarios (such as heat sinks arrays or shorter piping 

systems) the entry length can have a significant impact on total heat transfer. 

2.3. Natural Convection 

This section discusses phenomena important to natural convection including the transition 

criteria and chimney effect. A variety of relevant Nusselt number correlations are also 

presented. Lastly, dependence on diameter, length, and Prandtl number are discussed. It is 

important to note that no constant heat flux internal natural circulation heat transfer 

correlation could be found by the author.  

2.3.1 Natural Convection Phenomena 

Similar to forced convection, natural convection transitions from laminar to turbulent flow. In 

2010, Gyong-Uk Kang  and Bum-Jin Chung performed a study to determine transition criteria 

in vertical pipes with high Prandtl numbers (2000 < Pr < 3500) [27]. High Prandtl numbers 

were used to allow the Grashof and Rayleigh numbers to be distinguishable. This was done as 
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previous literature disagreed on whether the transition to turbulent occurred at 109 = 𝑅𝑎𝐻 

[20] or 109 = 𝐺𝑟𝐻 [28]. Kang and Chung used an analogous mass transfer system to reduce 

experimental uncertainties associated with difficulties in heat transfer systems. 

Measurements were taken for Grashof numbers between 𝐺𝑟𝐻 = 5.2 ∗ 10
6𝑎𝑛𝑑 3 ∗ 1010 to 

ensure laminar, transitional and turbulent flow were all captured. This experiment showed 

that transition to turbulent flow in vertical pipes occurs at roughly 𝐺𝑟𝐻 = 10
9 with departure 

from the laminar region occurring at approximately 2.5 ∗ 108 = 𝐺𝑟𝐻 [27]. 

Another phenomenon of interest in natural convection is the chimney effect allows a higher 

flow rate to be induced through an open-ended adiabatic surface. This was first shown by 

Haaland and Sparrow and later improved on by various other researchers [29,30]. This 

technique is commonly employed in natural convection driven flows to improve heat transfer 

[30]. This enhancement depends primarily on the expansion ratio from channel to chimney 

with minimal dependence on the respective lengths of channel and chimney. These 

dependencies are complex and geometry dependent leading to optimal configurations for 

minimum maximum wall temperature and maximum heat transfer requiring different ratios 

of channel and chimney length and aspect ratios [30]. 

2.3.3 Natural Convection Correlations 

A variety of heat transfer correlations/equations have been developed for cases involving 

natural convection. The most widely used of these are the Ostrach equation, the KATO 
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correlation and the Churchill correlation.  The Ostrach equation is the only analytically derived 

method of determining heat transfer coefficients in natural circulation [31]. Similar to the 

Blasius solution, the Ostrach equation applies a similarity solution to convert Navier-Stokes 

into a system of ODEs yielding the following correlation [32]: 

𝑁𝑢𝑥 = 𝑓3(Pr) ∗ 𝐺𝑟𝑥
0.25     (21) 

Where 

    𝑓3(Pr) =
0.53√𝑃𝑟

(0.61+1.22√𝑃𝑟+1.24𝑃𝑟)
0.25   (22) 

This correlation is valid for any Prandtl number and laminar flow (𝐺𝑟 < 109). 

The most widely used empirically derived correlation for natural convection is the Churchill-

Chu correlation for vertical isothermal surfaces.  

𝑁𝑢𝐿 =

(

 
 
0.825 +

0.387𝑅𝑎𝑥

1
6 

(1+(
0.492

𝑃𝑟
)

9
16)

8
27

)

 
 

2

   (23) 

This correlation was proposed in 1975 and is valid for all flow regimes and Prandtl numbers 

[32]. While this equation was developed for external flow on vertical surfaces, it is widely used 

for vertical pipes [27]. The proposed reason for this is that prior to the boundary layers 

merging in internal flow, it can be accurately characterized as external flow. This occurs 

anytime 𝛿(𝑥) < 𝐷/2  where 𝛿(𝑥)  is the boundary layer thickness. Simplified versions of 
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Churchill-Chu were developed by Le Fevre (24) and Fouad (25) and can be used under more 

restrained circumstances [33,34]. 

𝑁𝑢𝐿 = 0.67𝑅𝑎𝐻
1/4

    (24) 

For 𝑃𝑟 > 0.6 𝑎𝑛𝑑 104 < 𝑅𝑎 < 109 

𝑁𝑢𝐿 = 0.31𝑅𝑎𝐻
0.28    (25) 

For 𝑃𝑟 > 0.6 𝑎𝑛𝑑 109 < 𝑅𝑎 < 1013 

Kang and Chung then tested these correlations using analogous mass transfer and modified 

them to [27] 

𝑁𝑢𝐿 = 0.65𝑅𝑎𝐻
1/4

    (26) 

For 𝑃𝑟 > 0.6 𝑎𝑛𝑑 104 < 𝑅𝑎 < 109 

         𝑁𝑢𝐿 = 0.11𝑅𝑎𝐻
0.28𝑃𝑟0.13    (27) 

For  𝑃𝑟 > 0.6 𝑎𝑛𝑑 109 < 𝑅𝑎 < 1013 

These equations matched experimental data for a range of high Prandtl number flows with 

error of less than 15%. 

Many other correlations exist for varying geometries but the most applicable for the purposes 

of this thesis is developed for vertical ducts/chimneys [31] 
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    𝑁𝑢𝑅 = [(
𝑅𝑎̅̅ ̅̅

𝐶
)
𝑚

+ (0.8𝑅𝑎̅̅̅̅
1

4)
𝑚

]

1

𝑚

    (28) 

Where 

       𝑅𝑎̅̅̅̅ =
𝑔𝛽(𝑇−𝑇∞)𝑅

4

𝜈𝛼𝐿
< 105    (29) 

And for a circular duct. C= 16 and m=1. Substituting these values into equation 28 yields 

𝑁𝑢𝑅 = (
𝑅𝑎̅̅ ̅̅

16
) + (0.8𝑅𝑎̅̅̅̅

1

4)    (30) 

It should be noted that no source or method of derivation is mentioned for the origin of this 

correlation presented by Martinez. 

2.3.4 Effects of Length, Diameter, and Prandtl Number 

Many of the correlations presented in the previous section were derived using data from 

studies using low Prandtl number fluids with a limited range of lengths and geometries [35].  

As such Ohk and Chung [36] and Kang and Yook [35] performed computational simulations 

validated with test sections to evaluate the effects of diameter, length, and Prandtl number. 

Ohk and Chung varied all three parameters computationally and compared the results with 

equations 27 and 28. Their simulation used unspecified pressure inlets and outlets with an 

isothermal wall. The results of these simulations confirmed the previously held belief that 

vertical pipe flow can be treated as external flow over a flat plate for heat transfer purposes 

when the boundary layers do not connect. This occurs at high Prandtl numbers and/or large 
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diameters. However, with lower Prandtl numbers and diameters, the Nusselt number was far 

lower than that predicted for flow over a flat plate. Ohk and Chung proposed a new 

correlation to accurately predict heat transfer in vertical pipes (equation 31). 

            𝑁𝑢𝐿 = 0.39𝐺𝑟𝐻
0.52𝑃𝑟0.7 (

𝐻

𝐷
)
−1.5

    (31) 

This correlation is proposed to be valid when, 3.3 ∗ 108 < 𝐺𝑟𝐿 < 4.2 ∗ 10
11, 0.7 < 𝑃𝑟 <

20, 𝑎𝑛𝑑 20 <
𝐿

𝐷
< 300. 

In 2019, Kang and Yook published a similar study using an analogous mass transfer system 

and computational simulations to more accurately determine the effects of diameter and 

length with high Prandtl number [35].Similar to Ohk and Chung, pressure was used for both 

the inlets and outlets (specified at 0 Pa) and an isothermal wall was used for the final 

boundary condition. This study again verified that until the boundary layers interact, internal 

natural convection can be accurately described using external flat plate correlations. For pipes 

with very small diameters (d < 0.009m) heat transfer was impaired by up to 30% when 

compared to flat plate geometry. For slightly larger pipes (0.009m < d < 0.015m) heat transfer 

was over predicted by up to 15%. In pipes larger than 0.017m, external flow correlations were 

accurate within 3%. 

These simulations also showed that previously suggested equations for boundary layer 

thickness (equation 32) were inaccurate and drastically under-predicted boundary layer 

thickness.  
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    𝛿 = 𝐻𝑅𝑎𝐻
−1/4

𝑃𝑟
1

2, 𝛿𝑇 = 𝛿𝑃𝑟
−1/2   (32) 

An alternative equation for boundary layer thickness was not presented. Interaction of 

boundary layers based upon entry length equations also showed an underprediction of entry 

length.  

3. TOOLS AND METHODS 

This section describes the tools and methods used in this study. All simulations were run using 

FLUENT 19.2. The general geometry and meshing is discussed first followed by relevant 

physical equations. Initial and boundary conditions are detailed next. The section concludes 

with descriptions of all simulated cases. 

3.1 Tools 

As discussed in the project motivation, only a computational model was used in this study. 

FLUENT v19.2 was the model of choice. FLUENT is a computational fluid dynamics software. 

FLUENT allows for easy tracking of all previously discussed quantities of interest 

(temperature, velocity, flow profiles, etc.) without any “disturbances” to the flow. FLUENT 

also tracks the effects of turbulence and conservation of energy. 
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3.2 Methods 

This section details the computational setup/preprocessing methods for this study. This 

includes, simulated geometry, meshing, physical models, and initial and boundary conditions. 

It also includes a description of each case and the solver settings used for each simulation. 

3.2.1. Geometry and Meshing  

Only the heated portion of a simple natural circulation loop was modelled. The remainder of 

the loop was replaced using differential pressure boundary conditions to simulate the head 

produced from the loop drive. A more detailed description of this boundary condition can be 

found in section 3.3. The simulated geometry consists of a vertical pipe with radius 2.5 [cm]. 

The pipe consists of a 1 [m] heated portion at the inlet followed by an adiabatic section of 

varying length. Applying the 2-D axisymmetric assumption allows the geometry to be 

simplified to a rectangle with height equal to the radius and length equal to the height of the 

vertical pipe. Figure 5 shows the end of the heated geometry with imposed mesh. The bias of 

the mesh can be seen as the picture becomes black near the top and bottom borders. 

A hard-biased quadrilateral mesh was used in all simulations. The mesh is biased towards the 

wall and centerline with a bias factor of 4. The number of vertical divisions was set to ensure 

a first cell height of approximately 1 for use with the 𝑘 − 𝜔 model. Equally spaced cells were 

used horizontally with 500 divisions in the heated section. This number was determined based 
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off a GCI study discussed in section 4. The adiabatic had the same vertical spacing as the 

heated section but a less refined horizontal grid. This was done to decrease simulation time 

as all values of interest were taken in the heated section. 

3.2.2. Physics Models 

A 2-D axisymmetric model was applied for this problem to reduce computational 

requirements. This model simplifies flow from a three coordinate (x, y, z) system to a 2 

coordinate (r, z) system by assuming flow is symmetric about the axis (figure 6). This is a 

reasonable assumption as the pipe is symmetric about its central axis and is symmetrically 

heated, therefore flow through the pipe should be axisymmetric. In a similar case, the 2-D 

Figure 5: End of heated geometry with grid shown 
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axisymmetric assumption was compared with a 3-d simulation and shown to reduce 

computational time by roughly 80% with a change in accuracy of approximately 1% [37]. 

 

Figure 6: Model of axisymmetric modelling 

The Navier Stokes equations are used to track transport of mass momentum and energy 

throughout the domain. These equations are simplified/modified due to the axisymmetric 

assumption as well as the chosen turbulence model and other approximations/assumptions. 

Simplified versions of all equations without the effects of turbulence are listed below. 

Continuity: 

    
1

𝑟

𝜕(𝑟𝑣𝑟)

𝜕𝑟
+
𝜕(𝑣𝑧)

𝜕𝑧
= 0    (33) 

r-momentum: 



33 

 

 

 𝜌 (𝑣𝑟
𝜕𝑣𝑟

𝜕𝑟
+ 𝑣𝑧

𝜕𝑣𝑧

𝜕𝑧
) = −

𝜕𝜌

𝜕𝑟
+ 𝜇 (

𝜕2𝑣𝑟

𝜕𝑟2
+
1

𝑟

𝜕𝑣𝑟

𝜕𝑟
−
𝑣𝑟

𝑟2
+
𝜕2𝑣𝑟

𝜕𝑧2
)  (34) 

Z-momentum: 

       𝜌 (𝑣𝑟
𝜕𝑣𝑧

𝜕𝑟
+ 𝑣𝑧

𝜕𝑣𝑧

𝜕𝑧
) = −

𝜕𝜌

𝜕𝑧
+ 𝜇 (

𝜕2𝑣𝑧

𝜕𝑟2
+
1

𝑟

𝜕𝑣𝑧

𝜕𝑟
+
𝜕2𝑣𝑧

𝜕𝑧2
) − 𝜌𝑔𝑧𝛽Δ𝑇  (35) 

Energy: 

    𝜌𝑐𝑝 (
𝑣𝑟𝜕𝑇

𝜕𝑟
+
𝑣𝑧𝜕𝑇

𝜕𝑧
) = 𝑘 (

1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑇

𝜕𝑟
) +

𝜕2𝑇

𝜕𝑧2
)    (36) 

It is important to note that the effects of natural convection are incorporated into the z-

momentum equation by the addition of the 𝜌𝑔𝑧𝛽Δ𝑇 term. This approximation, known as the 

Boussinesq approximation, assumes that only the density of the fluid changes with changing 

temperature and that this change in density only needs to be accounted for when multiplied 

by gravity [38]. 

The k-𝜔 SST model is used for all simulations in this study. This model was chosen due to its 

explicit treatment of flow near the wall and accuracy in the free stream. The k-𝜔 SST model 

is identical to the k-𝜔 model except that the k-𝜔 SST model combines the k-𝜖 and k-𝜔 models 

with a blending function [39]. This blending function causes the k-𝜔 model to dominate near 

the wall and the k-𝜖 model to dominate in the free stream while blending the two results in-

between. There are other minor differences between the k-𝜔 and k-𝜔 SST models that are 

not discussed as they are outside the scope of this thesis. 
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In this turbulence model the main quantities of interest are k, the turbulent kinetic energy, 

and 𝜔, the specific dissipation rate. A physical interpretation of the turbulent kinetic energy 

is the energy in the flow that is contained within the eddies. The specific dissipation rate is 

the rate that k (turbulent kinetic energy) is turned into thermal internal energy or the mean 

frequency of turbulence. Specific dissipation can also be defined as turbulent dissipation over 

turbulent kinetic energy (
𝜖

𝑘
). 

3.2.3. Initial and Boundary Conditions 

Initial conditions for all simulations are detailed in Table 1 below. Water is used as the fluid 

for all simulations. For all 10 [kW] simulations, water properties were used based on water at 

atmospheric pressure at 300K. To ensure boiling temperatures are not reached, simulations 

with higher heat flux use water properties of water at 300K at 150 [bar] (approximate PWR 

pressure).  

Table 1: Initial conditions for all simulations 

Fluid Water 

Temperature 300K 

Axial Velocity 0.2 [m/s] 

Radial Velocity 0 

Turbulent Kinetic Energy 1e-05 [m^2/s^2] 

Specific Dissipation Rate 1 [1/s] 

Gauge Pressure 0 [Pa] 
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Boundary conditions for all simulations are detailed in Table 2. The bottom boundary is an 

axis boundary condition and acts as the axis of revolution or centerline for the pipe. The left 

and right boundaries are a pressure inlet and outlet respectively. Backflow conditions for 

turbulent kinetic energy and specific dissipation rate are identical to initial conditions. Inlet 

pressure is varied with pipe height based on the process described in section 3.4. Outlet 

pressure is set at a constant value of 0 [Pa]. The upper boundary is a no-slip wall with constant 

heat flux varied by case ranging from 10 to 500 [kW/m^2]. All other initial and boundary 

conditions are set as fluent defaults. 

Table 2: Boundary conditions for all simulations 

Boundary Location Boundary Type 

Bottom Boundary Axis 

Left Boundary Pressure Inlet (pressure varies by case) 

Right Boundary Pressure Outlet (0 Pa) 

Top Boundary Wall with Constant Heat Flux (flux varies by case)or adiabatic 

3.2.4. Case Descriptions 

Cases for this thesis involve varying the wall heat flux and inlet pressure. Inlet pressure varies 

with height of the simulated section. Determining the case pressure requires a 5-step iterative 

process detailed below: 

1. Run a simulation with an initial guess for inlet pressure. 

2. Determine the average temperature of the fluid in the simulated section (hot leg) of 

pipe. 
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3. Use this average temperature to calculate the difference in density between the hot 

and cold leg of the pipe. 

4. Convert the density difference into a pressure difference. 

5. Repeat process with calculated pressure difference as initial guess until pressure 

change is on the order of 10−1 Pa. 

Heat flux is increased beginning at 10 [kW/m^2] and ending at 500 [kW/m^2]. It is important 

to recall that fluid properties must be varied for higher heat flux to avoid temperatures 

consistent with saturation and boiling. Table 3 details height and wall heat flux for all 

simulated cases. 

Table 3: Matrix of simulations performed 

Heat Flux [kW/m^2] 
 
 
Height [m] 

 
 

10 

 
 

100 

 
 

250 

 
 

500 
 

1 X X X X 

2 X X X X 

5 X X X X 

10 X X X X 

3.2.5. Solver Settings 

This section details all relaxation factors and iterative methods used.  Table 4 details the 

numerical schemes used for simulations. It is important to note that convergence was only 

achieved for all cases using the FLUENT coupled solver for pressure-velocity coupling. Other 

widely used methods such as SIMPLE, SIMPLEC, and PISO had difficulties converging with fine 
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grid sizes or low-pressure gradients. Table 5 details the relaxation factors used in all 

simulations. Convergence was only obtained by raising the momentum relaxation factor and 

slightly lowering the relaxation of turbulent factors. 

Table 4: Solution methods for all simulations 

Quantity of interest Method 

Pressure-Velocity Coupling Coupled 

Gradient Least-squares 

Pressure Linear 

Momentum Second Order Upwind 

Turbulent kinetic energy QUICK 

Specific Dissipation QUICK 

Energy QUICK 

 

Table 5: Relaxation factors for all simulations 

Quantity of interest Relaxation Factor 

Pressure 0.3 

Momentum 0.8 

Density 1 

Body Forces 1 

Turbulent Kinetic Energy 0.75 

Specific Dissipation Rate 0.75 

Turbulent Viscosity 1 

Energy 0.75 

4. FLUENT VERIFICATION 

Verification for this thesis is approached from three directions. The first of these is monitoring 

of residuals. Iterations for all simulations were continued until residuals were below 1 E-3 for 
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mass, 1 E-5 for turbulence and velocity parameters, and 1 E-6 for Energy. After ensuring 

residuals are sufficiently small, quantities of interest are monitored. For the purposes of this 

study these quantities are velocity and temperature. These quantities are the most important 

as the directly correlate to HTC and friction factor. The final step in verification is performing 

a grid convergence index (GCI) study in accordance with ASME V&V 20.2009. 

The goal of performing a GCI is to ensure that numerical results are independent of the 

physical accuracy [40]. Because all simulations were steady state, only a spatial grid 

convergence index was performed. To ensure spatial independence, a minimum of three 

different grids with an average cell size ratio of at least 1.3 must be analyzed. This cell size 

ensures sufficient differences in the grid for spatial independence. The cell ratio for this GCI 

study was 1.5874. Quantities of interest from each of the three grids are then analyzed and 

used to determine the GCI and uncertainty. For this thesis the computational heat transfer 

coefficient was chosen as the quantity of interest as determining its accuracy/validity is the 

primary goal.  
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These values lead to an apparent order of 6.25 for the solution methods. The extrapolated 

relative error is 0.0011% leading to an adjusted GCI of .0147. This GCI can be used to calculate 

an interval of 95% confidence of ±0.0128%. Figure 7 shows the calculated HTC values for 

each of the three grids analyzed along with an exponential trendline to demonstrate the 

convergence of the grid. 

Figure 7: Computed HTCs with uncertainty for varying grid sizes 
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5. FLUENT RESULTS AND ANALYSIS 

This section contains all results for this thesis. This includes relevant temperature and velocity 

profiles, comparison of heat transfer coefficients, and comparison of friction factors. Heat 

transfer coefficients are compared with values obtained from the Gnielinski correlation based 

on heat flux and height. Friction factors are compared with both laminar and turbulent friction 

factor correlations. Cases are described as QXX.YY where XX is the constant heat flux in KW 

and YY is the simulated height in meters, e.g. Q500.5 signifies a constant heat flux of 500 KW 

and a height of 5m. 

5.1. Temperature and Velocity Profiles 

As discussed previously, heat transfer and friction factor can be directly determined from 

temperature and velocity profiles. As such, velocity and temperature profiles were saved for 

every simulation (Appendix A). Temperature and velocity profiles at various locations 

throughout the heated section are shown in figures 8a-d.  For all simulations without a 

chimney, profiles were taken at 0.25, 0.5, 0.75 and 1m from the pipe entry to show the 

development of the thermal and momentum boundary layers. It is important to note that 

neither boundary layer reaches a fully developed state by the exit of the heated section (20 

diameters from entrance). This is important as most correlations neglect entry length effects 

in pipes longer than 5-10 diameters [31]. For simulations with a chimney, temperature and 
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velocity profiles were taken at 0.75, 1, 1.1m and chimney outlet. These profiles demonstrate 

the rate the flow reverts to shapes expected of forced flow conditions. Both temperature and 

velocity profiles reach shapes consistent with forced flow by the outlet of the 5m section.  

Figure 8a-d: Representative temperature and velocity profiles. 8a and 8b show geometry 
without a chimney while 8c and 8d show profiles with a chimney. 
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The “wall peak” expected from natural convection was only clearly visible in the 500.1 case 

and slightly visible in the 500.2 case (figure 9a&b). The existence of the wall peak is important 

as it validates that the computational model can capture the wall peak. The wall peak most 

likely does not appear in other simulations as it is washed out by the turbulence in the flow. 

Contour plots of temperature and velocity for bounding cases are pictured in figures 10-12. 

These contours demonstrate the rate at which boundary layers develop throughout the 

heated section. It is interesting to note that as the heat flux increases, the velocity profile 

develops much more quickly while the temperature profile develops more slowly. This 

relation is most likely due to the increase in driving head/turbulence. The temperature 

contours also display the drastic slowing of temperature profile development with increased 

heat flux.  

Figure 9a&b: Velocity profiles for cases Q500.1 and Q500.2 
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Figure 11: Q10.10 heated section temperature and velocity contours 

Figure 102: Q500.1 temperature and velocity contours 

Figure 10: Q10.1 temperature and velocity contours 
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5.2. Heat Transfer Coefficients  

Averaged Heat transfer coefficients were calculated for all cases and compared to laminar, 

turbulent, and a variety of natural convection Nusselt number correlations (Ohk Chung, flat 

plate, chimney, etc.). It is important to note that all Nusselt number correlations found were 

developed for constant temperature, not constant heat flux. Local HTCs were calculated 

throughout the grid using equation 37. 

            𝐻𝑇𝐶𝐿𝑜𝑐𝑎𝑙 =
𝑄

𝑑𝑇
=

𝑄

𝑇𝑤𝑎𝑙𝑙−𝑇𝑐𝑒𝑛𝑡𝑒𝑟𝑙𝑖𝑛𝑒
    [37] 

Table 6: Comparison of average HTCs and the Gnielinski correlation 

 

Case Gnielinski HTC [
𝑊

𝑚2𝐾
] Computational HTC[

𝑊

𝑚2𝐾
] Percent difference [%] 

10.1 1245.8 1215.4 2.50 

10.2 1511.1 1349.9 11.95 

10.5 1755.3 1921.1 -8.63 

10.10 1882.1 2331.3 -19.27 

100.1 2468.6 2067.1 19.42 

100.2 3041.6 2013.3 51.07 

100.5 3545.8 2400.5 47.71 

100.10 3796.8 2589.7 46.61 

250.1 2842.6 2429.5 17.00 

250.2 3547.8 2411.6 47.11 

250.5 4161.7 2889.4 44.04 

250.10 4455.6 3123.5 42.65 

500.1 3242.6 2836.2 14.33 

500.2 4108.7 2864.8 43.42 

500.5 4832.4 3454.5 39.89 

500.10 5173.9 3746.3 38.11 
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Where Q is the constant heat flux and 𝑇𝑥 is the temperature at the wall or centerline. All local 

HTCs were then averaged to determine the average HTC. The average HTC was then 

compared with a variety of existing correlations. The Gnielinski correlation was used for 

turbulent flow and was the only correlation in the same order of magnitude as HTCs 

calculated from simulation results. Table 6 compares the averaged HTC and the Gnielinski 

HTC. 

The calculated Gnielinski correlation was used with the previously calculated dT values to 

determine what the local heat flux would be using equation 38. 

             𝑄𝐺𝑛𝑖𝑒𝑙𝑖𝑛𝑠𝑘𝑖 = 𝑑𝑇 ∗ 𝐻𝑇𝐶𝐺𝑛𝑖𝑒𝑙𝑖𝑛𝑠𝑘𝑖    [38] 

Figures 13&14 compare the calculated Gnielinski heat flux and simulated heat flux along the 

heated section of the pipe. All cases follow a similar trend along the length of the heated 

section of pipe. The heat flux increases steeply as flow enters the pipe and peaks around 2 

diameters. This peak occurs when heat diffusion through the liquid overcomes heat diffusion 

into the liquid. The HTC then drops slightly and begins a slow rise until the end of the heated 

section. This drop occurs as advective terms begin to overcome diffusive terms. When a 

chimney is present, the HTC drops slightly before the end of the heated section due to the 

reduction in wall temperature in the chimney.  

For all cases except the Q10.YY cases, the increase in height follows an extremely similar 

pattern. For the initial case (case without a chimney) the HTC is slightly over-predicted (~15%) 
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by the Gnielinski correlation. The HTC for all additional cases (those with a chimney) is then 

drastically overpredicted (40+%) by the Gnielinski correlation. As the chimney height 

increases, the overprediction decreases slightly. For the Q10.YY cases the initial case is nearly 

identical (<3% difference) to the Gnielinski HTC. A smaller increase in overprediction occurs 

with the addition of the chimney than in the higher heat flux cases. As the chimney height 

increases, the Gnielinski correlation underpredicts the HTC. 

Figure 12: Heat flux along pipe for q=10,000 [W/m^2] 
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Figure 13: Heat flux along pipe for q=500,000 [W/m^2 

Figures 15&16 compare the averaged HTC and the Gnielinski HTC by height and heat flux. The 

straight line on each of these graphs represents a perfect approximation by the correlation. 

It is interesting to note that the “slope” of cases with a chimney and identical heat flux remain 

virtually constant except for the Q10.YY cases. The cases without a chimney further show the 

lowest heat flux cases as outliers as the slope of the L=1m changes after the first data point. 

The reason for these differences is unclear but could occur due to the minimal temperature  
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Figure 14: Comparison of Calculated and Simulated HTC with specified heat flux 

Figure 15: Comparison of Calculated and Simulated HTC with specified length 
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differential between the wall and fluid centerline. This minimal difference could cause the 

natural circulation effects to be more easily washed out by the pressure differential. The 

difference may also indicate that the relation between the Gnielinski correlation and natural 

circulation HTC is non-linear. 

All previous charts were generated using the centerline temperature as the bulk temperature 

as is common for external flow. For internal flow, the average temperature is generally used 

due to the complexity of measuring internal centerline temperature without disrupting the 

flow [23,24]. As such figures 15 and 16 were recreated using average temperature in place of 

centerline temperature. Figures 17&18 show these results. Many trends between the two 

graphs remained similar. However, cases without a chimney were increasingly overpredicted 

as heat flux increased. As heat flux increased, the “jump” caused by the addition of a chimney 

also lessened. Both of these differences most likely occur due to the increase in turbulence 

from the higher heat fluxes. This increase pulls heat away from the wall raising the average 

temperature faster as heat flux increases. This is exceptionally well demonstrated by the Q500 

cases as they show no significant change in slope regardless of chimney height. 

To quantify the maximum discrepancy of results due to viscosity being held constant, the case 

with the highest temperature differential (Q500.1) was run with changing viscosity. The 

viscosity change was modelled as a linear function between 300 and 500K and predicted an 

HTC of approximately 10% lower than the Q500.1 case without changing viscosity. 
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Figure 17: Comparison of Calculated and Simulated HTC using Tav with specified flux 

Figure 16:Comparison of Calculated and Simulated HTC using Tav with specified flux 
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5.3 Friction Factor 

The friction factor for each case was calculated using equation 16. The velocity 0.0001 m from 

the wall was used to approximate the 
𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙 term in equation 16. Figure 19 compares these 

calculated friction factors with laminar and turbulent friction factors calculated using 𝑅𝑒𝐷 

numbers calculated using mean fluid velocity. The upper lines represent friction factors 

calculated using classical turbulent correlations and the lower lines represent those calculated 

using laminar correlations. Calculated friction factors are represented by data points located 

Figure 18: Comparison of calculated friction factor with laminar and turbulent correlations vs 

height. 
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between the lines. The color can be used to compare the calculated value of a particular case 

with the laminar and turbulent values. 

All calculated values fall between the laminar and turbulent values. This is expected as the 

natural circulation profile has a steeper slope at the wall than a laminar profile but a less steep 

slope than turbulent profiles. Similar to the heat transfer calculations, the friction factors 

follow a similar pattern for all cases except the Q10.YY cases. The Q10.YY cases have an 

increase in friction factor with the inclusion while all other heat fluxes drop by 50+% with the 

inclusion of the chimney. However, this does follow the pattern of existing correlations as 

both the laminar and turbulent friction factors increase from Q10.1 to Q10.2. All calculated 

friction factors for chimney cases are 60-70% lower than turbulent values while cases without 

a chimney (excluding Q10.1) are 40-50% lower. 

The effects of holding viscosity constant on calculated friction factor were quantified similar 

to the HTC. For the maximum case, the friction factor calculated with varying viscosity was 

approximately 15% lower than the Q500.1 case with constant viscosity. 

6. CONCLUSIONS AND FUTURE WORK 

New nuclear power plant designs (such as NuScale’s SMR) rely on natural circulation to 

circulate coolant. The codes used in the design of these reactors rely on laminar and turbulent 

heat transfer correlations and friction factors. However, in most cases, these correlations 

cannot accurately predict friction factor or HTC when iso-flux natural circulation is the driving 
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force. This error most likely occurs due to the difference in flow profile caused by the 

increased buoyancy of the heated fluid. Deviations in HTCs from existing turbulent 

correlations decreased with increasing heat flux and chimney height while deviations from 

friction factor remained relatively constant.  The removal of an adiabatic chimney caused a 

significant reduction in error for HTCs but had no impact on friction factor. The minimally 

heated cases appeared to be outliers and did not follow trends present throughout all other 

cases. This is most likely due to heating of fluid near the wall being insufficient to generate a 

large buoyancy difference. Future physical and computational experiments must be carried 

out to develop an accurate correlation for prediction of iso-flux natural circulation heat 

transfer coefficients and friction factors. 
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APPENDIX A: TEMPERATURE AND VELOCITY PROFILES 
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Figure 19 a-p: Temperature and Velocity profiles. Ordered in increasing simulation height. 
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APPENDIX B: HYDRODYNAMIC FORCE BALANCE 

A 2-D hydrodynamic force balance was applied at the wall to analytically show the importance 

of the Rayleigh number. The control volume (CV) selected has one boundary at the wall and 

a constant radius (Figure 21). Only vertical motion is considered for this balance. 

Begin with conservation of momentum on a control volume at steady state: 

∑𝐹𝐶𝑉 =∑𝑚̇𝑉𝑖𝑛 −∑𝑚̇𝑉𝑜𝑢𝑡 =∑𝐹𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 +∑𝐹𝐵𝑜𝑑𝑦 +∑𝐹𝑉𝑖𝑠𝑐𝑜𝑢𝑠 +∑𝐹𝑂𝑡ℎ𝑒𝑟 

Next apply continuity: 

∑𝑚̇𝑖𝑛 −∑𝑚̇𝑜𝑢𝑡 =∑𝜌𝐴𝑉𝑖𝑛 −∑𝜌𝐴𝑉𝑜𝑢𝑡 = 0 

Figure 20: Representative CV 
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Assuming all flow enters form the bottom of the CV and leaves through the top, A becomes 

constant.  

∑𝜌𝑉𝑖𝑛 −∑𝜌𝑉𝑜𝑢𝑡 = 0 

Nest assume density does not change over the length of the CV. This assumption loses 

accuracy as the height of the CV is extended or the temperature differential is drastic. 

However, with a sufficiently small CV, the density does not have time to change and can 

therefore be considered constant. This yields: 

∑𝑉𝑖𝑛 − ∑𝑉𝑜𝑢𝑡 = 0 ➔ ∑𝑉𝑖𝑛 = ∑𝑉𝑜𝑢𝑡 

Combining this with conservation of momentum we find 

∑𝑚̇𝑉𝑖𝑛 −∑𝑚̇𝑉𝑜𝑢𝑡 = 0 =∑𝐹𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 +∑𝐹𝐵𝑜𝑑𝑦 +∑𝐹𝑉𝑖𝑠𝑐𝑜𝑢𝑠 +∑𝐹𝑂𝑡ℎ𝑒𝑟 

We may now begin solving for each of the individual force terms on the right-hand side of the 

equation. The first term takes all pressure forces on the CV into account. There is no pressure 

in the vertical direction from the wall or the right side of the control volume. This term can 

therefore be written as: 

∑𝐹𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 = 𝐹𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑏𝑜𝑡 − 𝐹𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑡𝑜𝑝 = 𝑃𝑏𝑜𝑡𝐴𝑏𝑜𝑡 − 𝑃𝑡𝑜𝑝𝐴𝑡𝑜𝑝 

Recall that area is constant yielding 

𝐹𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑏𝑜𝑡 − 𝐹𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑡𝑜𝑝 = 𝑃𝑏𝑜𝑡 − 𝑃𝑡𝑜𝑝 = Δ𝑃 
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We may now define the body forces as force from gravity, generally written as 

∑𝐹𝐵𝑜𝑑𝑦 = 𝜌𝑔 

The gravity term must now be modified to include the effects of changing density. While these 

effects were previously ignored, they are considered here per the Boussinesq approximation. 

The gravity force with buoyant effects is now defined as: 

∑𝐹𝐵𝑜𝑑𝑦 = (𝜌0 + Δ𝜌)𝑔 − 𝜌0𝑔 = Δ𝜌𝑔𝑉 

Further defining the Δ𝜌 term yields 

Δ𝜌 =  𝛽𝜌0Δ𝑇 

∑𝐹𝐵𝑜𝑑𝑦 = 𝛽𝜌0Δ𝑇𝑔𝑉 

 

Viscous forces are then defined as 

∑𝐹𝑉𝑖𝑠𝑐𝑜𝑢𝑠 = −𝜇
𝑑𝑢

𝑑𝑦
𝐴 

Where h is the height of the CV. Breaking this into the viscous forces at each wall this term 

becomes 

∑𝐹𝑉𝑖𝑠𝑐𝑜𝑢𝑠 = −(𝜇
𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙 + 𝜇

𝑑𝑢

𝑑𝑦
|𝑓𝑙𝑢𝑖𝑑)𝐴 
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There are no other forces of interest so the final term can be set to zero. Subbing all these 

back into the original equation yields 

0 = Δ𝑃 + 𝛽𝜌0Δ𝑇𝑔𝑉 − (𝜇
𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙 + 𝜇

𝑑𝑢

𝑑𝑦
|𝑓𝑙𝑢𝑖𝑑)𝐴 

Rearrange 

Δ𝑃 ∗ 𝐴 = 𝛽𝜌0Δ𝑇𝑔𝑉 − (𝜇
𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙 + 𝜇

𝑑𝑢

𝑑𝑦
|𝑓𝑙𝑢𝑖𝑑)𝐴 

Assume all dimensions of cube are identical 

Δ𝑃ℎ2 = 𝛽𝜌0Δ𝑇𝑔ℎ
3  − (𝜇

𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙 + 𝜇

𝑑𝑢

𝑑𝑦
|𝑓𝑙𝑢𝑖𝑑) ℎ

2 

Assume that the height of the CV is sufficiently small so that Δ𝑃 ≈ 0 

𝛽𝜌0Δ𝑇𝑔ℎ
3 = (𝜇

𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙 + 𝜇

𝑑𝑢

𝑑𝑦
|𝑓𝑙𝑢𝑖𝑑) ℎ

2 

Assume 
𝑑𝑢

𝑑𝑦
|𝑓𝑙𝑢𝑖𝑑 =

𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙 

𝛽𝜌0Δ𝑇𝑔ℎ
3 = (𝜇

𝑑𝑢

𝑑𝑦
|𝑤𝑎𝑙𝑙) ℎ

2 

Thermal diffusion occurs proportional to 
𝜅

𝑟2
. Including these effects and rearranging yields 

𝑔𝜌𝛽Δ𝑇 ∗ ℎ4

𝜇𝜅
= 𝑟 
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Scaling the distance from the wall as an arbitrary factor (f) of h yields 

𝑔𝜌𝛽Δ𝑇 ∗ ℎ3

𝜇𝜅
= 𝑓 

The left-hand side of this equation is the Rayleigh number, showing the relation between the 

Rayleigh number and the forces acting on the fluid in natural circulation scenarios. Note that 

the larger the driving head, the smaller the CV must be to be able to neglect the pressure 

term. 


