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Chapter 1

Introduction

1.1 History of the Cloudy Bag Model

Nucleons are made of quarks, and the interactions between quarks (therefore the nucleons) constitute the strong interaction. The theory for the strong interaction between quarks is Quantum Chromodynamics, or QCD[1, 2]. Although this theory is so complicated that no one has yet found an exact solution, there are a number of phenomenological models which incorporate the features expected from QCD. One of them is the bag model developed by the MIT group, the MIT bag model[3, 4, 5, 6]. In the MIT bag model, quarks are confined to an extended region of space-time. A constant energy density is associated with the volume of the bag and the balance between this density and field pressure dynamically determines the bag configuration.
The MIT bag model has been remarkably successful in explaining the static properties of the low-lying hadrons\cite{5,7}. There is however one major difficulty in this model, namely the lack of *chiral symmetry*. This symmetry is an important property of QCD itself. Further, experiments have shown that besides isospin, the chiral SU(2)×SU(2) is the best symmetry in the strong interaction\cite{8}. A classic example of a chiral symmetric theory is the σ-model\cite{9} in which the massless nucleon couples to an isospin scalar field $\sigma$ and an isospin vector field $\pi$. The potential of the $\sigma$ and $\pi$ fields provides a mechanism for *spontaneous symmetry breaking*. According to the Goldstone’s theorem\cite{10,11}, this eventually gives a finite mass to the nucleon and leaves a massless boson field.

The difficulty of lack of chiral symmetry was recognized by the MIT group soon after the original MIT model was developed. In 1975, Chodos and Thorn\cite{12} made a simple generalization of the σ-model to the original MIT bag model. The phenomenological fields $\sigma$ and $\pi$ in the σ-model are coupled to the quarks on the surface of the bag to conserve the chirality.

A number of extensions to the original MIT bag model have been developed to restore chiral symmetry by introducing the pion field as a Goldstone boson\cite{13,14,15,16,17}. Among them, the *little brown bag*, proposed by the Stony Brook group\cite{13,14} was a combination of nonlinear σ-model and the original MIT bag model. With the idea of a two phase picture of physical hadrons, Brown and Rho proposed that the interior of the static MIT bag contains asymptotically free, massless quarks, while the exterior contains pions—the Goldstone bosons of SU(2)×SU(2). The typical value of the bag radius is about 0.3 fm, a small number due to the tremendous pressure of
pion field outside the bag.

Jaffe continued Brown and collaborators' work in a different direction[15]. He worked with a classical pion field and took the view that the MIT bag should not be drastically altered by the coupling to the pion field. In fact, in the perturbation expansion procedure used by Jaffe, the first term is exactly the MIT bag model.

In the early 1980s the \textit{Cloudy Bag Model} (CBM) [18, 19, 20, 21, 22, 23, 24] was proposed by the TRIUMF group. As with Jaffe's bag model, the CBM also uses a perturbative approach. However, it has two distinguishing features which differ from Jaffe's model: (a) using a quantized pion field and (b) letting the pion penetrate into the interior of the bag. Although it is contrary to the two phase picture of hadrons to have a pion field inside the bag, there are reasons to justify it and it is consistent within the approximation level of the model[16, 17, 23, 24]. First, the probability of creating $\bar{q}q$ objects with the quantum number of the pion is non-zero for a finite distance between quarks. Therefore the pion field will have finite probability to get into the interior of the bag. Also, since the surface of the bag (nucleon) must be dynamic due to its emitting and absorbing the pion field, the time-averaged pion field will penetrate into the bag to some extent. Finally, due to the static nature of the bag model, we are restricted to study low energy interactions, and therefore, a long wavelength approximation of pion field is acceptable and in this limit the pion field penetrates all space.

The CBM Lagrangian is a highly non-linear model. Any real calculation has to be carried out in a perturbation expansion fashion. The zeroth order term of such a perturbation expansion is just the MIT bag model. The CBM
was very successful in a number of calculations, such as predicting the axial current coupling constant $g_A$, the $P_{33}$ resonance, and the nucleonic charge radii and magnetic moments[25, 26]. Nevertheless, with the original surface coupling CBM Lagrangian, there is no obvious prediction for low energy pion-baryon scattering. A volume pseudovector coupling CBM was introduced later by applying a unitary transformation to the surface coupling quark field[27]. Weinberg's effective Lagrangian for the pion-nucleon system[28, 29] is found within the volume coupling CBM, and in fact the pion-nucleon scattering was studied in detail for volume coupling CBM[30, 31, 32, 33, 34]. The volume coupling CBM was also extended from SU(2) to SU(3) for studying the kaon-nucleon and $S$-wave antikaon-nucleon scattering[35, 36].

1.2 History of the $\bar{K}N$ Interactions

In this thesis, we study the $\bar{K}N$ system in the region of center of mass energy from 1250 to 1550 MeV.

$$K^-p \rightarrow \begin{cases} K^-p \\ \bar{K}^0n \\ \pi^+\Sigma^- \\ \pi^0\Sigma^0 \\ \pi^-\Sigma^+ \\ \pi^0\Lambda \end{cases}$$ (1.1)

Within this energy range, the $\bar{K}N$ system couples to the two body channels $\pi\Lambda$, $\pi\Sigma$, and three body channels $\pi\pi\Sigma$. At sub-threshold energy, this system couples to the resonances $\Lambda(1405)$ ($S$-wave) and $\Sigma(1385)$ ($P$-wave). Above
the threshold, the system couples to the $\Lambda(1520)$ ($D$-wave) at COM energy 1520 MeV.

Several kinds of experimental data exist for the $\bar{K}N$ system. The scattering cross sections from 70 to 513 MeV/c of $K^-$ incident momentum, mainly from hydrogen bubble chamber experiments, consist the largest portion of the data[37, 38, 39, 40, 41, 42, 43, 44, 45, 46]. At zero momentum, the $K^-p$ branching ratios are also measured and reported by different groups[47, 48, 49, 50]. Below the threshold, there are also data derived from $\pi\Sigma$ mass spectra of the $\Lambda(1405)$ production processes[51, 52] and data derived from $\pi\Lambda$ mass spectra of the $\Sigma(1385)$ production processes[53]. There are also experimental data on the X-ray of 2p-1s transition of $K^-p$ atomic state.

Although there are large numbers of experimental data on the $\bar{K}N$ interactions, there is not yet a theory which can describe all these data in a consistent way. Unexplained experimental results include the nature of $\Lambda(1405)$, the shift and width of $1S$ state of kaonic hydrogen, the branching ratios of $K^-p$ at rest. This helps make this system more difficult and also more interesting.

1.3 The Layout of Thesis

In this thesis, we first extend the Cloudy Bag Model from $S$-wave only to $P$- and $D$-wave. This is our theoretical foundation for studying the $\bar{K}N$ system. We derive the potential from the CBM and use it as the driving term in a coupled channel Lippmann-Schwinger Equation. Then we introduce the
numerical methods used for solving the coupled channel Lippmann-Schwinger Equation. Next we deduce the parameters of the model from fitting the model to experimental data with the method of minimizing $\chi^2$. We also introduce some of the applications of the extended CBM for the $\bar{K}N$ system. Finally, we discuss the conclusions from this study and some future directions to study.
Chapter 2

The Cloudy Bag Model

2.1 The Basic Cloudy Bag Model Lagrangian

In the early 1980's, there was a great deal of interest in extensions of the MIT bag model to incorporate Partial Conservation of Axial-vector Current (PCAC). One of the models extending the MIT bag model is the Cloudy Bag Model developed by the TRIUMF group[20, 21, 19, 25, 23, 22, 24, 54].

As we mentioned in the introduction, most physicists believe that Quantum Chromo-Dynamics (QCD) is the best candidate for a theory for the interactions between quarks and gluons. But because of the high degree of difficulty, no one has found a solution of QCD yet. (The numerical solution of lattice QCD may not be too far from reality due to the rapid development of massive parallel computers.)

The QCD theory is an SU(3) gauge theory of quarks and gluons based on the symmetry of an internal quantum number called "color". The non-Abelian nature of SU(3) leads to some of the most important features of QCD. First, at high-momentum transfer or short distances, the interactions
between quarks become weaker and weaker until the point when quarks be-
come free from each other—“asymptotic freedom”. Second, it appears that
at large distances the interactions grow stronger and stronger and it takes
infinitely large energy to separate single quark from hadrons. This leads to
the confinement of quarks into color-singlet states. Although there is no the-
oretical proof of quark confinement based on QCD yet, the fact that people
have yet to see a free quark experimentally supports this assumption.

There are several models which try to incorporate these important fea-
tures of QCD to study the strong interaction. The bag model developed by
the group at MIT is one of them[3, 4, 5]. In the MIT bag model, the “quark
confinement” is achieved by only allowing the quarks to stay inside a small
space-like cavity—the bag, not outside of the cavity. The bag acts like an
infinitely high potential wall. Inside the bag, quarks move freely like in free
space, therefore the “asymptotic freedom”. In a mathematical manner, the
MIT bag model can be described by the Lagrangian density[12, 15]

$$\mathcal{L}_{MIT} = \left( \frac{i}{2} \bar{q} \gamma^i \gamma_5 q - B \right) \theta_v - \frac{1}{2} \bar{q} q \delta_s$$

(2.1)

where $\bar{q}$ is the quark field, $B$ is a universal constant called the “bag pressure”,
v is the volume of the bag, $\theta_v$ is a step-function of the bag defined as

$$\theta_v(x) = \begin{cases} 
1 & \text{where } x \text{ inside bag} \\
0 & \text{where } x \text{ outside bag}
\end{cases}$$

(2.2)

and $\delta_s$ is the surface delta function defined by

$$\partial^\mu \theta_v = n^\mu \delta_s$$

(2.3)
$n^\mu$ being the outward 4-normal to the bag surface. For a static spherical bag, these functions are reduced to the regular step-function and the Dirac $\delta$-function

$$\theta_\nu(x) \rightarrow \theta(R - r)$$

$$\delta_\nu(x) \rightarrow \delta(R - r)$$

(2.4)

(2.5)

The equations of motion for the MIT bag model are obtained by demanding the action $S$

$$S = \int d^4x \mathcal{L}_{MIT}(x)$$

is stationary under arbitrary changes in the field configurations

$$q \rightarrow q + \delta q$$

$$\bar{q} \rightarrow \bar{q} + \delta \bar{q}$$

$$\theta_\nu \rightarrow \theta_\nu + \epsilon \delta_\nu$$

$$\delta_\nu \rightarrow \delta_\nu - \epsilon n \cdot \partial \delta_\nu$$

(2.7)

(2.8)

(2.9)

(2.10)

The results are the Dirac Equation inside the bag

$$i \not{\partial}q(x) = 0 \quad r < R,$$

(2.11)

the linear boundary condition

$$i \not{n}q(x) = q(x) \quad r = R,$$

(2.12)

and the condition for the bag pressure

$$B = -\frac{1}{2} n \cdot \partial [q(x)q(x)]_{r=R}.$$  

(2.13)
Now, let us study the symmetry of the MIT bag model under the "chiral transformation". In an infinitesimal chiral transformation, the quark fields transform as

\[ q \rightarrow q - i(\bar{\epsilon} \cdot \vec{\tau}/2)\gamma_5 q \]  
\[ \bar{q} \rightarrow \bar{q} - i\bar{q} \gamma_5 (\bar{\epsilon} \cdot \vec{\tau}/2) \]  

where \( \vec{\tau} \) is the Pauli matrices for the isospin \( SU(2) \), and \( \bar{\epsilon} \) is an infinitesimal parameter. The MIT Lagrangian density transforms as

\[ \mathcal{L} \rightarrow \mathcal{L} + \frac{i}{2} \bar{q} \vec{\tau} \cdot \bar{\epsilon} \gamma_5 q \delta_s \]  

and it does not vanish. The source of this non-vanishing term is the surface term \( \frac{1}{2} \bar{q} q \delta_s \). It is "chiral-odd" because it changes the chirality of the quark hitting the bag surface, therefore, violating the chiral symmetry. Because of the lack of invariance of the Lagrangian density under the chiral transformation, the current \( \vec{A}^\mu \) associated with the transformation is not conserved. It has the form

\[ \vec{A}^\mu = \bar{q} \gamma^\mu \gamma_5 \frac{\vec{\tau}}{2} q \theta_v \]  

and a non-vanishing divergence

\[ \partial_\mu \vec{A}^\mu = i\bar{q} \gamma_5 \frac{\vec{\tau}}{2} q \delta_s \]  

The lack of chiral symmetry presents an essential problem for the MIT bag model, since the experiments have shown that chiral symmetry is a good symmetry of strong interactions. For example, Pagels has concluded that, "\( SU(2) \times SU(2) \) is a good hadron symmetry to within 7\%". This makes chiral
SU(2) × SU(2) the most accurate hadron symmetry after isotopic invariance"[8]. In an ideal chiral symmetric world, the quarks are massless and the pions, as the Goldstone bosons, are massless, and we would have the conserved axial current $\partial_\mu \bar{A}^\mu = 0$. But in the real world, the pions have a small mass (compare to other hadrons), and the axial current is only partially conserved (PCAC)[55],

$$\partial_\mu \bar{A}^\mu = -f_\pi m_\pi^2 \bar{\phi}$$ (2.19)

where $f_\pi$ is the pion decay constant and $\bar{\phi}$ is the pion field.

There are many models to restore the chiral symmetry in the MIT bag model[12, 56, 13, 15]. One remarkable way to solve this problem is the Cloudy Bag Model[20, 21, 25, 27, 19] by the TRIUMF group. In the original CBM, the pion fields are introduced into the picture. The pions interact with quarks on the surface of the bag to compensate the chirality change of quarks hitting the surface. The CBM Lagrangian density has the form

$$L_{CBM} = \left(\frac{i}{2} \bar{q} \gamma^\mu q - B\right) \partial_\nu \phi - \frac{1}{2} \bar{q} e^{i\phi} \frac{\delta}{\delta q} + \frac{1}{2} \left(D_\mu \phi\right)^2$$ (2.20)

Here $\bar{\phi}$ is the three-vector field of pions, $\phi$ is the magnitude of the pion field, and $\hat{\phi}$ is the unit vector giving its direction in isospin space

$$\phi = \left(\bar{\phi} \cdot \hat{\phi}\right)^{1/2}$$ (2.21)

$$\hat{\phi} = \frac{\bar{\phi}}{\phi}$$ (2.22)

The $D_\mu \bar{\phi}$ in (2.20) is the "covariant derivative"

$$D_\mu \bar{\phi} = \left(\partial_\mu \phi\right) \hat{\phi} + f \sin(\phi/f) \partial_\mu \hat{\phi}$$ (2.23)
Unlike prior hybrid bag models, the CBM allows the pions to penetrate into the interior of the bag. This may sound unrealistic but it does have its justification. In the MIT bag model and the CBM, a bag is a static spherical cavity with a sharp boundary. Since the bag is meant to simulate the confinement generated by quark gluon interaction, it is impossible to believe that the bag remains static and unperturbed by the interaction of quarks and pions on the boundary. The very concept of the interior and exterior of the bag, therefore, is by no means clear cut. Letting pions penetrate into the bag does not make the CBM inferior to other bag models which excludes pions from the interior of the bag, but if anything, more realistic.

Now let us consider the chiral transformation

\[
q \rightarrow q - i \vec{\epsilon} \cdot \vec{r}/2 \gamma_s q
\]

\[
\tilde{\phi} \rightarrow \tilde{\phi} + \vec{\epsilon} f + f(\vec{\epsilon} \times \vec{\phi}) \times \vec{\dot{\phi}} [1 - (\phi/f) \cot(\phi/f)]
\]

The CBM Lagrangian density (2.20) is invariant under this chiral transformation

\[
\delta \mathcal{L} = \frac{\partial \mathcal{L}}{\partial q} \delta q + \frac{\partial \mathcal{L}}{\partial (\partial_\mu q)} \delta (\partial_\mu q) + \frac{\partial \mathcal{L}}{\partial q} \delta \tilde{\phi} + \frac{\partial \mathcal{L}}{\partial (\partial_\mu \tilde{\phi})} \delta (\partial_\mu \tilde{\phi})
\]

\[
= 0
\]

Further there is conserved axial current associated with this chiral transformation

\[
\partial_\mu \tilde{A}^\mu = 0
\]
where the axial current has the form

\[ \vec{A}^\mu = \vec{q}\gamma^\mu \gamma_5 \frac{i}{2} q \theta_\nu + \left[ f \phi \partial^\mu \phi + \frac{f_\pi^2}{2} (\partial^\mu \partial^\nu) \sin(2\phi/\nu) \right] \]  

(2.28)

Now if we go back to the real world in which the chiral symmetry is broken and the pion has a finite mass \( m_\pi \), the CBM Lagrangian will have a mass term for the pions

\[ \mathcal{L}_b = -\frac{1}{2} m_\pi^2 \phi^2 \]  

(2.29)

The subscript 'b' is added because this term 'breaks' the chiral symmetry. Once the chiral symmetry is broken, the axial current is no longer conserved, and it has a non-vanishing divergence

\[ \partial_\mu A^\mu = -f m_\pi^2 \phi \]  

(2.30)

This is the same as the PCAC condition Eq. (2.19).

### 2.2 Volume-Coupling Cloudy Bag Model

A direct consequence of PCAC in the energy pion-nucleon scattering is the Weinberg-Tomozawa relation[28, 29] originally developed in the late 1960's. According to the Weinberg-Tomozawa relation, the \( S \)-wave scattering length of a pion on any target (other than another pion) of isospin \( T_t \), is exactly

\[ a_T = -L \left( 1 + \frac{m_\pi}{m_t} \right)^{-1} \left[ T(T + 1) - T_t(T_t + 1) - 2 \right] \]  

(2.31)

Here \( T \) is the total isospin, \( L = 0.11 m_\pi^{-1} \) is a convenient length[28], the term in parenthesis is the center of mass correction, and the term in the square brackets is \( 2\vec{T}_t \cdot \vec{T}_\pi \). We can see that the scattering length is purely
isovector coupling in the soft-pion limit. The values of scattering lengths predicted by this relation compare very well with experimental values[28]. If the CBM is a valid candidate for meson-baryon interaction, one would expect the CBM to repeat the successes of the Weinberg-Tomozawa relation. But unfortunately, the original CBM has no obvious prediction for low-energy pion-nucleon scattering[27]. However, we can perform an unitary transformation on the original CBM Lagrangian density so the Weinberg-Tomozawa relation appears explicitly[27].

Consider the following unitary transformation on the Lagrangian density

\[ q \rightarrow q_w = Sq \quad (2.32) \]

\[ \bar{q} \rightarrow \bar{q}_w = \bar{q}S \quad (2.33) \]

with

\[ S = \exp \left[ i \vec{\tau} \cdot \vec{\phi} (\gamma_5 / 2f) \right] \quad (2.34) \]

With this transformation, the CBM Lagrangian density (2.20) becomes

\[ \mathcal{L} = \left( \frac{i}{2} \bar{q}_w \vec{\partial} q_w - B \right) \theta_v - \frac{1}{2} \bar{q}_w q_w \delta_s + \frac{1}{2} \left( D_\mu \vec{\phi} \right)^2 
+ \frac{i}{2} \left[ \bar{q}_w \gamma^\mu S(\partial_\mu S^\dagger)q_w + \bar{q}_w S^\dagger(\partial_\mu S)\gamma^\mu q_w \right] \theta_v \quad (2.35) \]

After expanding the operators \( S \) and \( S^\dagger \) as

\[ S, S^\dagger = \sum_{n=0}^{\infty} \left[ \pm i \vec{\tau} \cdot \vec{\phi} \gamma_5 / 2f \right]^n / n! \]

\[ = \cos(\phi/2f) \pm i(\vec{\tau} \cdot \vec{\phi} \gamma_5) \sin(\phi/2f) \quad (2.36) \]

we can find

\[ S(\partial_\mu S^\dagger) = -i\partial_\mu(\phi/f)(\vec{\phi} \cdot \vec{\tau}/2)\gamma_5 - i(\partial_\mu \vec{\phi} \cdot \vec{\tau}/2)\gamma_5 \sin(\phi/f) \]

\[ -i(\cos(\phi/f) - 1)(\vec{\phi} \times \partial_\mu \vec{\phi}) \cdot \vec{\tau}/2 \quad (2.37) \]
Recalling the definition of the covariant derivative of the pion field (2.23), we find

\[ S(\partial_\mu S^\dagger) = -i\gamma_5 (D_\mu \tilde{\phi}/f) \cdot \tau/2 - i(\cos(\phi/f) - 1)(\dot{\phi} \times \partial_\mu \dot{\phi}) \cdot \tau/2 \]  

(2.39)

and

\[ S(\partial_\mu S^\dagger) = i\gamma_5 (D_\mu \tilde{\phi}/f) \cdot \tau/2 - i(\cos(\phi/f) - 1)(\dot{\phi} \times \partial_\mu \dot{\phi}) \cdot \tau/2 \]  

(2.40)

Now, if we define the "covariant derivative" of the quark field as

\[ D_\mu q_\mu = \partial_\mu q_\mu - i \left[ \frac{\cos(\phi/f) - 1}{2} \right] \tau \cdot (\dot{\phi} \times \partial_\mu \dot{\phi}) q_\mu \]  

(2.41)

After some algebraic manipulations, the transformed Lagrangian density finally becomes

\[ \mathcal{L} = \left( \frac{i}{2} \bar{q}_\mu \gamma^\mu \bar{q}_\mu - B \right) \theta_v - \frac{1}{2} \bar{q}_w q_w \delta_\varepsilon + \frac{1}{2} (D_\mu \bar{\phi})^2 + \frac{1}{2f} \bar{q}_w \gamma^\mu \gamma_5 \tau q_w \cdot (D_\mu \bar{\phi}) \theta_v \]  

(2.42)

Note in (2.42) the interaction term with a step function \( \theta_v \). We see that the original CBM Lagrangian (2.20) density which had surface coupling, has now been transformed into a volume-coupling Lagrangian density.

To determine S-wave pion scattering from a bag, we expand the Lagrangian density (2.42) to the lowest order in the pion field. The covariant derivative of the quark fields leads to an interaction term quadratic in the pion field:

\[ \mathcal{L}_s = -\frac{1}{2f^2} [\bar{q}_w \gamma^0 \tau/2q_w] \cdot (\dot{\phi} \times \partial_0 \dot{\phi}) \theta_v \]  

(2.43)
Notice in (2.43), the term in square brackets is the isospin density for the hadronic bag target, and the \( (\bar{\phi} \times \partial_0 \phi) \) term is the pion isospin density which is independent of \( x \) at the zero momentum. Therefore the \( S \)-wave pion-baryon interaction at threshold has the form

\[
H_s = - \int d^3 x \mathcal{L}_s = \frac{1}{2f^2} \vec{t} \cdot \vec{t}_n \tag{2.44}
\]

which is completely equivalent to the W-T relation Eq. (2.31).

### 2.3 The \( S \)-Wave \( \bar{K}N \) Interaction in the CBM

The Cloudy Bag Model has had some success in describing the low energy pion-nucleon interactions[20, 21, 25, 27]. Accordingly it is natural to think about applying this model to the kaon-nucleon and antikaon-nucleon interactions. One of the differences between kaon-nucleon and pion-nucleon system is the strangeness of the kaon. Consequently we need to include the strange quark in to the Cloudy Bag Model. The old SU(2)\( \times \)SU(2) symmetry is no longer enough now, and so we use the SU(3)\( \times \)SU(3) symmetry group for the kaon-nucleon and antikaon-nucleon interactions. Replacing the SU(2) Pauli matrices \( \vec{\tau} \) in the volume coupling CBM Lagrangian (2.42) by the SU(3) Gell-Mann matrices \( \vec{\lambda} \), we obtain the SU(3)\( \times \)SU(3) CBM Lagrangian for both the antikaon-nucleon and the kaon-nucleon interactions[54, 35, 36]

\[
\mathcal{L} = \left( \frac{i}{2} \bar{q} \vec{\not{D}} q - B \right) \theta_v - \frac{1}{2} \bar{q}q \delta_v + \frac{1}{2}(D_\mu \phi)^2 + \frac{1}{2f} \bar{q} \gamma_\mu \gamma_5 \lambda q \cdot (D_\mu \bar{\phi}) \theta_v \tag{2.45}
\]

In using (2.45) it is important to keep in mind that the quark fields \( q \) are in the SU(3) space instead of the SU(2) \( u \) and \( d \) quarks, that the meson fields \( \bar{\phi} \) are
the SU(3) octet instead of the SU(2) pions, that $B$ is the phenomenological "bag pressure", and that $f$ is the meson decay constant. The volume $\theta$ function $\theta_v$ is 1 inside the bag volume and 0 outside, while $\delta_s$ is a surface $\delta$-function. For a static, spherical bag, as used throughout this thesis, $\theta_v$ and $\delta_s$ reduce to the regular step function $\theta(R-r)$ and Dirac $\delta$-function $\delta(R-r)$. The covariant derivatives of meson fields (2.23) and quark fields (2.41) are also generalized from SU(2) to SU(3)

$$D_\mu \phi = (\partial_\mu \phi) \hat{\phi} + f \sin(\phi/f) \partial_\mu \phi$$
$$D_\mu q = \partial_\mu q - \frac{i}{2}(\cos(\phi/f) - 1) \vec{\lambda} \cdot (\hat{\phi} \times \partial_\mu \hat{\phi}) q$$

Here $\phi = |\vec{\phi}|$, $\hat{\phi} = \vec{\phi}/\phi$, and the SU(3) cross product is defined as

$$(\vec{A} \times \vec{B})_c = \sum_{a,b} f_{abc} A_a B_b$$

with $f_{abc}$ the SU(3) structure constants.

If we take a limit of the meson field $\vec{\phi} = 0$, i.e. remove the explicit meson fields, the Lagrangian density (2.45) reduces to the original MIT bag model Lagrangian density (2.1). Since we know that the MIT bag model was quite successful in the static properties of baryons, we assume that we can perturbatively expand the field configuration around the MIT bag model, or equivalently, around $\vec{\phi} = 0$.

For small $\phi$, keeping only terms up to order of $\phi^2$, the covariant derivatives reduce to

$$D_\mu \vec{\phi} \approx \partial_\mu \vec{\phi}$$

and

$$D_\mu q \approx \partial_\mu q + \frac{i}{4f^2} \vec{\lambda} \cdot (\vec{\phi} \times \partial_\mu \vec{\phi}) q$$
Substituting the covariant derivatives into Eq. (2.45), we get a linearized, volume coupling, SU(3) x SU(3) CBM Lagrangian density[35, 36]

\[
\mathcal{L}_{CBM} = \left( i \frac{\hat{D}}{2} \frac{\hat{q}}{q} - B \right) \theta_v - \frac{1}{2} \hat{q} q \delta_v + \frac{1}{2} (\partial_\mu \phi)^2 \\
+ \frac{\theta_v}{2f} \frac{\gamma^\mu \gamma_5 \lambda q}{2} \cdot (\partial_\mu \phi) - \frac{\theta_v}{(2f)^2} \frac{\lambda q}{2} \cdot (\phi \times \partial_\mu \phi) q
\] (2.51)

Notice that the Lagrangian density (2.51) can be broken up into pieces:

\[
\mathcal{L}_{CBM} = \mathcal{L}_{MIT} + \mathcal{L}_{KG} + \mathcal{L}_s + \mathcal{L}_c
\] (2.52)

Here \( \mathcal{L}_{MIT} \) is the free MIT bag Lagrangian given in Eq. (2.1), \( \mathcal{L}_{KG} \) is the Klein-Gordon Lagrangian density for the free meson field,

\[
\mathcal{L}_{KG} = \frac{1}{2} (\partial_\mu \phi)^2
\] (2.53)

and the s-channel and contact interaction Lagrangian densities are

\[
\mathcal{L}_s = \frac{\theta_v}{2f} \frac{\gamma^\mu \gamma_5 \lambda q}{2} \cdot (\partial_\mu \phi)
\] (2.54)

\[
\mathcal{L}_c = -\frac{\theta_v}{(2f)^2} \frac{\lambda q}{2} \cdot (\phi \times \partial_\mu \phi) q
\] (2.55)

As usual, the energy-momentum tensor \( T^\mu_\nu \) is defined as[55]

\[
T^\mu_\nu = \frac{\partial \mathcal{L}}{\partial (\partial_\nu q)} \partial^\mu q + \partial^\nu q \frac{\partial \mathcal{L}}{\partial (\partial_\mu q)} + \frac{\partial \mathcal{L}}{\partial (\partial_\nu \phi)} \partial^\mu \phi - g^\mu_\nu \mathcal{L}
\] (2.56)

and the Hamiltonian is obtained in the canonical way[20, 35, 36]

\[
\hat{H} = \int d^3 x T^{00}(x) = \hat{H}_{MIT} + \hat{H}_{KG} + \hat{H}_s + \hat{H}_c + \hat{H}_{nd}
\] (2.57)

here \( \hat{H}_{MIT} \) describes the free MIT bag, \( \hat{H}_{KG} \) the free mesons, and \( \hat{H}_{nd} \) is a "normal-dependent" term due to the derivative coupling interaction

\[
\hat{H}_{nd} = -\frac{\theta_v}{2} \left( \frac{1}{4f^2} \bar{q}(\lambda \times \phi) \gamma^0 q - \frac{1}{2f} \bar{q} \gamma^0 \gamma_5 \lambda q \right)^2
\] (2.58)
Figure 1. The Feynman diagram representation of the basic CBM interaction at the quark-meson level. The solid lines are quarks and the dashed lines are mesons.

Since the “normal-dependent” term is canceled in the $S$-matrix, we will not consider it further\(^1\). The two interaction Hamiltonian terms are

$$
\hat{H}_s = -\int d^3x \frac{\theta_u}{2f} \bar{q} \gamma^\mu \gamma_5 \bar{\lambda} q \partial_\mu \bar{\phi}
$$

(2.59)

and

$$
\hat{H}_c = \int d^3x \frac{\theta_u}{4f^2} \bar{q} \gamma^\mu \gamma_5 \cdot (\bar{\phi} \times \partial_\mu \bar{\phi}) q
$$

(2.60)

The s-channel and the contact interactions $\hat{H}_s$ and $\hat{H}_c$ are represented by the Feynman diagrams shown in Fig. 1.

For calculational purposes, it is convenient to project the CBM Hamiltonian onto the space of colorless baryon states\(^2\), \(^2\):

$$
H = \sum_{B_0, B'_0} B_0^\dagger (B_0 | \hat{H} | B'_0) B'_0 = H_{MIT} + H_{KG} + H_s + H_c
$$

(2.61)

where $B_0^\dagger$ and $B'_0$ are the creation and annihilation operators for three quark bags of type $B_0$ and $B'_0$, and $|B_0\rangle$ and $|B'_0\rangle$ are bare baryonic states.

\(^1\)The interested reader can refer to page 242 of “Particles and Fields” by David Lurie, Interscience Publishers, New York, 1968.
The Fourier transformation of meson fields is written in terms of the meson annihilation and creation operators $a_i$ and $a_i^\dagger$,

$$\phi_i(x) = \int \frac{d^3k}{\sqrt{(2\pi)^32\omega_k}}[a_i(k)e^{ik\cdot x} + a_i^\dagger(k)e^{-ik\cdot x}]$$  \hspace{1cm} (2.62)

The normal commutation relations are obeyed by $a_i$ and $a_i^\dagger$

$$[a_i(k), a_j^\dagger(k')] = \delta_{ij} \delta^3(k - k')$$ \hspace{1cm} (2.63)

$$[a_i(k), a_j(k')] = [a_i^\dagger(k), a_j^\dagger(k')] = 0$$ \hspace{1cm} (2.64)

With the help of Eq. (2.62), we now project the free Hamiltonian onto baryon-meson states

$$H_0 = H_{MIT} + H_{KG} = \sum_{B_0} m_{B_0} B_0^i B_0^j + \sum_i \int d^3 k \omega_k a_i^\dagger(k) a_i(k)$$  \hspace{1cm} (2.65)

where $m_{B_0}$ is the MIT bare bag mass. In the next sections we project the interaction Hamiltonian onto the specific baryon and meson states.

### 2.3.1 The S-Wave $H_s$ Interaction: $BM\Lambda_{1/2}$ Vertex

The $s$-channel interaction term $\hat{H}_s$ (2.59) has been studied in Ref. [35] for $S$-wave interactions and we now review that work. For convenience, we write the interaction term here as

$$\hat{H}_s = - \int d^3 x \frac{\theta^\mu}{2f} \bar{q} \gamma^\mu \gamma_5 \bar{\lambda} q \partial_\mu \phi$$  \hspace{1cm} (2.66)

From its structure, we see that $\hat{H}_s$ involves a quark transition from the initial state to the final state or absorbing or emitting a meson. From the baryon level, the corresponding interaction represents a baryon transition from its...
Figure 2. The Feynman diagram representation of a baryon absorbing a meson and transition from initial state $B$ to final state $B'$ via CBM interaction $H_s$.

initial state to its final state via the interaction with a single meson. Its Feynman diagram representation is shown in Fig. 2.

To project $\hat{H}_s$ onto the baryon space, we first integrate the right hand side of Eq. (2.66) by parts,

$$
\hat{H}_s = - \int d^3x \left\{ \partial_\mu \left[ \frac{\theta_\nu}{2f} \bar{q} \gamma^\mu \gamma_5 \bar{\lambda} q \cdot \phi \right] - \left( \frac{\partial_\mu \theta_\nu}{2f} \right) \bar{q} \gamma^\mu \gamma_5 \bar{\lambda} q \cdot \phi \right. \\
- \left. \frac{\theta_\nu}{2f} \partial_\mu \left[ \bar{q} \gamma^\mu \gamma_5 \bar{\lambda} q \cdot \phi \right] \right\} 
$$

Using the Dirac equation for the MIT bag (2.11), we see that the last term vanishes. Applying the linear boundary condition (2.12), and the relation (2.3), the second term of $\hat{H}_s$ is transformed to

$$
- \left( \frac{\partial_\mu \theta_\nu}{2f} \right) \bar{q} \gamma^\mu \gamma_5 \bar{\lambda} q \cdot \phi = - \frac{i}{2f} \delta_{\mu\nu} \bar{q} \gamma_5 \bar{\lambda} q \cdot \phi 
$$

Notice that the space derivative part in the first term can be converted to a surface integration over a infinitely large surface, and so it too vanishes (the quark field is located inside the bag). We now eliminate the space derivative
part of \( \hat{H}_s \) by rewriting it as

\[
\hat{H}_s = \int d^3x \left[ \frac{i}{2f} \bar{q} \gamma_5 \vec{\lambda} \cdot \vec{q} \tilde{\phi} \delta_s - \frac{\theta_v}{2f} \partial_5 (\bar{q} \gamma^0 \gamma_5 \vec{\lambda} \cdot \vec{q} \phi) \right]
\]  

(2.69)

Before we continue any further, it is necessary to analyze the system in which we are interested. Our interest is in the \( \bar{K}N \) system, including the \( \Sigma\pi, \Lambda\pi \) channels to which it can couple.

\[
\bar{K}N \rightarrow \begin{cases} 
\bar{K}N \\
\pi \Sigma \\
\pi \Lambda 
\end{cases}
\]  

(2.70)

In this system, the total strangeness equals \(-1\) and the total angular momentum equals \(1/2\) (we are looking at \(S\)-wave only at this point). For the energy range near \( \bar{K}N \) threshold, the only possible intermediate state is \( \Lambda_{1/2}^* \), and so we will calculate the vertex for the \( BM \rightarrow \Lambda_{1/2}^* \) transition.

The bare state \( \Lambda_{1/2}^* \) is considered as a bag containing three quarks, two in a \( 1s \) state and the third in a \( 1p_{1/2} \) state. The three quarks have flavor \( u, d, \) and \( s \), and form a \( SU(3) \) singlet. The transition \( BM \rightarrow \Lambda_{1/2}^* \) can be viewed as one quark absorbing a meson and being excited from the \( 1s \) state to \( 1p_{1/2} \) state.

For a MIT bag of radius \( R \), the \( s \) quark wave function is[7]

\[
q_{1s}^M(r,t) = \frac{N_s}{\sqrt{4\pi}} \begin{pmatrix} j_0(\omega_sr) \\ i j_1(\omega_sr)(\vec{\sigma} \cdot \vec{r}) \end{pmatrix} \theta(R-r)\chi^M_1 e^{-i\omega_st} 
\]  

(2.71)

and \( 1p_{1/2} \) wave function is[7]

\[
q_{1p_{1/2}}^M(r,t) = \frac{N_{p_{1/2}}}{\sqrt{4\pi}} \begin{pmatrix} -j_1(\omega_{p_{1/2}}r)(\vec{\sigma} \cdot \vec{r}) \\ i j_0(\omega_{p_{1/2}}r) \end{pmatrix} \theta(R-r)\chi^M_1 e^{-i\omega_{p_{1/2}}t} 
\]  

(2.72)
Here $\chi$ is the spin-flavor wave function of the quark, $j_0$ and $j_1$ are the spherical Bessel functions, $\omega_0 \approx 2.04/R$, and $\omega_{p1} \approx 3.81/R$ are the quark energy level of $1s$ and $1p_{1/2}$ state, and $N_\ast$ and $N_{p1}$ are the normalization constants of respective quark wave functions.

We project the Hamiltonian $\hat{H}_s$ onto the baryon space:

$$H_s = \sum_{B_0} [B_0^\dagger (B_0 | \hat{H}_s | \Lambda^{\ast}_{1/2}) \Lambda^{\ast}_{1/2} + \Lambda^{\ast\dagger}_{1/2} \langle \Lambda^{\ast}_{1/2} | \hat{H}_s | B_0 \rangle B_0]$$ (2.73)

In (2.73) we keep only the terms related to the process in which we are interested, $B M \leftrightarrow \Lambda^{\ast}_{1/2}$. After substituting the Fourier transformation of the meson fields (2.62), we can write the Hamiltonian for $B M \leftrightarrow \Lambda^{\ast}_{1/2}$ as

$$H^{(s)}_s = \sum_i \int d^3k \left[ V^{(s)}_{0i}(k)a_i(k) + V^{(s\dagger)}_{0i}(k)a^\dagger_i(k) \right]$$ (2.74)

where the superscript $(s)$ labels the interaction as $S$-wave. The vertex function is given by

$$V^{(s)}_{0i}(k) = \Lambda^{\ast\dagger}_{1/2} \nu_{\Lambda^{\ast}_{1/2}}(k) B_0$$ (2.75)

Applying the quark wave functions, we can evaluate the function $\nu_{\Lambda^{\ast}_{1/2}}(k)$ as [35]

$$\nu_{\Lambda^{\ast}_{1/2}}(k) = \langle \Lambda^{\ast}_{1/2} | H_s | \alpha \rangle$$

$$= \frac{1}{2f} \left[ \langle \Lambda^{\ast}_{1/2} | \lambda_i | B \rangle \right]^sf \frac{u_{\Lambda^{\ast}_{1/2}}(k)}{\sqrt{\left(2\pi\right)^3 2\omega_k}}$$ (2.76)

where $\alpha$ represents the channel $BM$, $i$ labels the type of meson (including its charge state), $\langle \Lambda^{\ast}_{1/2} | \lambda_i | B \rangle$ represents the matrix element in spin-flavor space, and finally, the form factor function $u$ is:

$$u_{\Lambda^{\ast}_{1/2}}(k)$$
2.3.2 The S-Wave $H_c$ Interaction: $BM B'M'$ Vertex

The contact interaction $H_c$ (2.60) has also been studied in Ref. [35] for the $S$-wave $\bar{K}N$ interactions. We review this interaction term now. We start with the interaction Hamiltonian:

$$\hat{H}_c = \int d^3 x \frac{\theta_v}{4 f^2} \bar{q} \gamma^\mu \vec{\lambda} \cdot (\vec{\phi} \times \partial_\mu \vec{\phi}) q$$

(2.79)

The structure of this Hamiltonian $\hat{H}_c$ shows a quark making a transition from its initial state to the final state by absorbing a meson and then emitting another one. At the baryon level, we are studying the process $BM \rightarrow B'M'$.
Figure 3. The Feynman diagram representation of a baryon absorbing a meson and emitting another one while transition from initial state $B$ to final state $B'$ via the CBM interaction $H_c$.

This corresponds to a baryon transition from one state to the other by absorbing a meson and emitting another, as shown in Fig. 3. Because the baryons in the initial and the final states belong to the octet, the quarks in these baryons are all in $1s$ state. Thus the quarks in the process must have the $1s$ state as their initial and final state.

For $S$-wave $BM \rightarrow B'M'$ scattering, the spatial derivative part of the interaction $\hat{H}_c$ vanishes, and only the time derivative part contributes. Substituting the Fourier expansion of meson fields (2.62), we obtain the interaction Hamiltonian $\hat{H}_c$ for the transition $BM \rightarrow B'M'$:

$$H_c = \sum_{i,j} \int d^3k \, V_{ij}(k', k) a_i^\dagger(k') a_j(k)$$  \hspace{1cm} (2.80)

Here the vertex function is given by

$$V_{ij}(k', k) = \sum_{B_0, B_0'} B_0^i v_{\delta^\dagger}(k', k) B_0$$  \hspace{1cm} (2.81)
With the $1s$ quark wavefunction (2.71), we have\[35\]
\[v^\circ_{\beta\alpha}(k', k) = \frac{1}{2f^2} \frac{i}{2} \frac{\langle B'| - \frac{i}{2} f_{ji} \lambda_j |B\rangle}{\sqrt{(2\pi)^3 \omega'(k')} \sqrt{(2\pi)^3 \omega(k)}} u^\circ_{\beta\alpha}(k', k)\] (2.82)
and so the form factor is
\[u^\circ_{\beta\alpha}(k', k) = N_i^2 \omega(k) + \omega'(k') \int_0^R dr r^2 \left[ j_0^2(\omega sr) + j_1^2(\omega sr) \right] j_0(kr)j_0(k'r)\] (2.83)

The spin-flavor matrix elements in Eq (2.82) are reduced by the Wigner-Eckart theorem:
\[*f\langle B| - \frac{i}{2} f_{ji} \lambda_j |B\rangle* f = \sum_I \lambda^f_{\beta\alpha}(I_B^*i, I_{M'}, I_{M}, I_0) \langle I_B^*i, I_{M'}, I_{M}, I_0 \rangle (I_B^*i, I_{M'}, I_{M}, I_0)\] (2.84)
The coupling constants $\lambda^f_{\beta\alpha}$ are then calculated with the help of the explicit form of the SU(6) wavefunction of the baryon octet\[57\]. The values of these coupling constants are listed in the Table 2[35]

### 2.4 The $P$- and $D$-Wave $\bar{K}N$ Interactions in the CBM

Part of the original work in this thesis is the extension of the CBM $\bar{K}N$ interaction from $S$-wave\[35\] to $P$- and $D$-wave. Although the $P$- and $D$-wave CBM has been studied for the $KN$ interactions, and there is some similarities between $KN$ and $\bar{K}N$ contact interaction terms $H_c$, there are more differences than similarities. First of all, the physics of these two system are very different. The $KN$ interaction is relatively weak at the threshold energy, while the $\bar{K}N$ interaction is much stronger. In fact the existence of resonances in the threshold energy range, leads to new set of diagrams (processes) possible for antikaons.
Table 2. The coupling constants $\lambda_{\beta\alpha}^{I,I}$ for different incoming and outgoing channels $\alpha$ and $\beta$.

### 2.4.1 The $P$-Wave $H_s$ Interaction: $BM \Sigma_{3/2}^*$ Vertex

For the energy range we are interested in, the only possible intermediate particle for the $P$-wave $\bar{K}N H_s$ interaction is the neutral $\Lambda_{3/2}^*$. The $\Sigma_{3/2}^*$ is an excited state of the $\Sigma$ hyperon. This excited sigma has spin $\frac{3}{2}$, positive parity, and mass 1385 MeV. Only the neutral member $\Sigma_{3/2}^{*0}$ of the triplet couples to the $\bar{K}N$ system. The bare state of the $\Sigma_{3/2}^*$ is assumed to be a member of the $10$ of SU(3). The quark constituent of the bare neutral state is uds, with the quarks staying in the $1s$ state. The transition $BM \rightarrow \Sigma_{3/2}^*$ can be viewed as one quark changing its state (including the flavor, spin) to another after absorbing a meson.

Similar to what we have seen previously in the case of $BM \leftrightarrow \Lambda_{1/2}^* H_s$ interaction, with the help of the Fourier transformation (2.62) of the meson
fields, we can project $\hat{H}_s$ (2.69) to the baryon space:

$$H_s^{(p)} = \sum_i \int d^3k \left[ V_{0i}^{(p)}(k)a_i(k) + V_{0i}^{(p)*}(k)a_i^+(k) \right]$$  \hspace{1cm} (2.85)

where the vertex function is

$$V_{0i}^{(p)}(k) = \Sigma_{3/2}^{0*} v_{\Sigma_{3/2}^*}(k)B_0 = \Sigma_{3/2}^{0*} (\Sigma_{3/2}^* | H_s | \alpha) B_0$$  \hspace{1cm} (2.86)

The superscript $(p)$ in the above equation indicates the $P$-wave interaction.

The vertex function $v_{\Sigma_{3/2}^*}(k)$ in (2.86) can be written explicitly as

$$v_{\Sigma_{3/2}^*}(k) = \frac{1}{2f} \int \frac{d^3x}{\sqrt{(2\pi)^3}} e^{i\mathbf{k} \cdot \mathbf{r}} \langle \Sigma_{3/2}^* | \bar{q} \gamma_5 q | \Sigma_{3/2}^* \rangle = \int \frac{d^3x}{\sqrt{(2\pi)^3}} e^{i\mathbf{k} \cdot \mathbf{r}} j_0(\omega_s r) j_1(\omega_s r) \delta^s_{\lambda i} \lambda_i \gamma_5 \gamma_5 \gamma_5 | B \rangle$$  \hspace{1cm} (2.87)

Here we have substituted the 1s quark wave function since the quark initial and final are both 1s. Notice in (2.87) that $\bar{q}_1 \gamma_5 q_1 = 0$, so the second term vanishes for the $BM \rightarrow \Sigma_{3/2}^*$ process. After using the 1s quark wave function (2.71), we obtain

$$v_{\Sigma_{3/2}^*}(k) = \frac{1}{2f} \int \frac{d^3x}{\sqrt{(2\pi)^3}} e^{i\mathbf{k} \cdot \mathbf{r}} j_0(\omega_s r) j_1(\omega_s r) \delta^s_{\lambda i} \lambda_i \gamma_5 \gamma_5 \gamma_5 | B \rangle$$  \hspace{1cm} (2.88)

To simplify the vertex function, we start with the partial wave expansion of the plane wave

$$e^{i\mathbf{k} \cdot \mathbf{r}} = 4\pi \sum_{LM} i^L j_L(\mathbf{k} r) Y_{LM}^*(\hat{r}) Y_{LM}(\hat{r})$$  \hspace{1cm} (2.89)

and the relation

$$\sigma \cdot \hat{r} = \sqrt{\frac{4\pi}{3}} \sum_q Y_{1q}^*(\hat{r}) \sigma_q$$  \hspace{1cm} (2.90)
where $\sigma_q$ are defined as

$$\sigma_{\pm 1} = \mp \frac{1}{\sqrt{2}} (\sigma_x \pm \sigma_y)$$  \hspace{1cm} (2.91)$$

$$\sigma_0 = \sigma_z$$  \hspace{1cm} (2.92)$$

Substitution yields:

$$v_{\Sigma_{3/2}}(k) = \frac{1}{2f} \frac{N^2}{4\pi} \int d^3x \frac{-2}{(2\pi)^3 2\omega_k} \sum_{LM} i^L j_L(kr) Y_{LM}^*(\hat{k}) Y_{LM}(\hat{r})$$

$$\times j_0(\omega_s r) j_1(\omega_s r) \sum_q \sqrt{\frac{4\pi}{3}} Y_{1q}^*(\hat{r}) \cdot \langle \Sigma_{3/2} \mid \lambda_i \sigma_q \mid B \rangle^{st}$$  \hspace{1cm} (2.93)$$

Using the fact that the surface $\delta$-function $\delta_s$ is just $\delta(R - r)$, and integrating over the solid angle, we find the vertex function:

$$v_{\Sigma_{3/2}}(k) = \frac{1}{2f} \frac{-2iN^2 R^2}{\sqrt{(2\pi)^3 2\omega_k}} \sum_q Y_{1q}^*(\hat{k}) j_0(\omega_s R) j_1(\omega_s R) j_1(kR) \cdot \langle \Sigma_{3/2} \mid \lambda_i \sigma_q \mid B \rangle^{st}$$  \hspace{1cm} (2.94)$$

At this point, it is appropriate to add in the spin indices we have previously ignored. Let the $\Sigma_{3/2}$ has spin $\mu$, and baryon $B$ has spin $\nu$, then the Wigner-Eckart theorem tells us

$$\cdot \langle \Sigma_{3/2} \mid \lambda_i \sigma_q \mid B(\nu) \rangle^{st} = \lambda^\Sigma_{\alpha}(\frac{1}{2} \mu; 1q|\frac{1}{2} 1; \frac{3}{2} \mu) \langle IB_i B; I_M i_M | IB i_M; 10 \rangle$$  \hspace{1cm} (2.95)$$

Substituting this back into the expression for $v_{\Sigma_{3/2}}(k)$, we get the final expression for the vertex function

$$v_{\Sigma_{3/2}}(k; \mu, \nu) = \frac{\lambda^\Sigma_{\alpha}(-2iN^2 R^2)}{2f} \sqrt{\frac{4\pi}{3}} \langle \frac{1}{2} \nu; 1q|\frac{1}{2} 1; \frac{3}{2} \mu) \langle IB_i B; I_M i_M | IB i_M; 10 \rangle$$

$$\times Y_{1(\mu - \nu)}(\hat{k}) j_0(\omega_s R) j_1(\omega_s R) j_1(kR)$$  \hspace{1cm} (2.96)$$
Table 3. The coupling constants $\lambda_\alpha^\Sigma$ for different channels $\alpha$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\bar{K}N$</th>
<th>$\pi\Sigma$</th>
<th>$\pi\Lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_\alpha^\Sigma$</td>
<td>$\pm\sqrt{\frac{8}{3}}$</td>
<td>$-\sqrt{\frac{8}{3}}$</td>
<td>2</td>
</tr>
</tbody>
</table>

The coupling constants $\lambda_\alpha^\Sigma$ in (2.96) are calculated using the explicit SU(6) spin-flavor wave function of the baryons. In practice, they are calculated using a Mathematica™ symbolic manipulation program package we have developed specifically for this purpose and verified with tedious hand calculation for several cases. The values of these coupling constants are listed in Table 3.

2.4.2 The D-Wave $H_*$ Interaction: $BM\Lambda_3^{*3/2}$ Vertex

The $\Lambda_3^{*3/2}(1520)$ is an excite state of the $\Lambda$ hyperon with $-1$ strangeness, 0 charge and negative parity. With spin 3/2, the $\Lambda_3^{*3/2}$ couples to the $\bar{K}N$ system in the D-wave interaction. It is a special $H_*$ interaction of the CBM Hamiltonian and is added in to others. The bare state of $\Lambda_3^{*3/2}$ is composed of $u$, $d$, and $s$ quarks and is assumed to be a SU(3) singlet with total spin 3/2. The space wave function configuration of the quarks is $1s^21p_{3/2}$. Correspondingly the transition $BM \leftrightarrow \Lambda_3^{*3/2}$ can be viewed as one quark in $B$ absorbing a meson and changing its state from $1s$ to the $1p_{3/2}$ one of the $\Lambda_3^{*3/2}$ (or vise versa). Flavor may also change during the transition.
As in the S and P wave case, we project the Hamiltonian $\hat{H}_s$

$$H_s^{(d)} = \sum_i \int d^3k \left[ V_0^{(d)}(k)a_i(k) + V_0^{(d)\dagger}(k)a_i^\dagger(k) \right]$$

with the vertex function

$$V_0^{(d)}(k) = \Lambda_{3/2}^{*\dagger} \nu_{\Lambda_{3/2}^*}(k)B_0 = \Lambda_{3/2}^{*\dagger} \langle \Lambda_{3/2}^* | H_s | \alpha \rangle B_0$$

The superscript $(d)$ indicates the interaction is in D-wave.

The vertex function $\nu_{\Lambda_{3/2}^*}(k)$ can be written explicitly as

$$\nu_{\Lambda_{3/2}^*}(k) = \frac{i}{2f} \int \frac{d^3x}{\sqrt{(2\pi)^3 2\omega_k}} e^{i k \cdot r}$$

$$\times \langle \Lambda_{3/2}^* | \delta_s q_{1p_3/2} \gamma_5 \lambda_i q_{1s} + (\omega_s + \omega_k - \omega_{p_3}) q_{1p_3/2} \gamma_0 \gamma_5 \lambda_i q_{1s} | B \rangle^{(d)}$$

where we have used the $1s$ and $1p_{3/2}$ quark wave function as the initial and final wave function. The $1p_{3/2}$ quark wave function is given in Ref [7], and we rewrite it here for convenience,

$$q_{1p_{3/2}}(r, t) = N_{p_3} \left( \begin{array}{c} j_1(\omega_{p_3}r) \\ i j_2(\omega_{p_3}r)(\sigma \cdot \hat{r}) \end{array} \right) \theta(R - r) e^{-i\omega_{p_3}t} \mathcal{Y}_{1\frac{3}{2}}^{M}(\theta, \phi)$$

where $\mathcal{Y}$ is the spin-angle function, $N_{p_3}$ is the normalization constant and $\omega_{p_3} \approx 3.20/R$ is the energy level of the $1p_{3/2}$ state.

The spin-angle function in (2.100) can be expanded in terms of spherical harmonics and 2-component spinors

$$\mathcal{Y}_{1\frac{3}{2}}^{M}(\theta, \phi) = \sum_m \langle 1m; \frac{1}{2} M - m |1\frac{1}{2}; \frac{3}{2} M \rangle Y_{1m} \chi^{M-m}$$

Accordingly, since $\Lambda_{1/2}^*$ and $\Lambda_{3/2}^*$ share the same SU(3) flavor function, we expand the $\Lambda_{3/2}^*$ spin-flavor wave function as

$$\langle \Lambda_{3/2}^* |^{sf} = \sum_m \langle 1m; \frac{1}{2} M - m |1\frac{1}{2}; \frac{3}{2} M \rangle Y_{1m} | \Lambda_{1/2}^* |^{sf}$$
We now further calculate the vertex function of $BM \rightarrow \Lambda^{*}_{3/2}$ with the spin-flavor wave function of $\Lambda^{*}_{3/2}$:

\[
v_{\Lambda^{*}_{3/2}}(k; \mu, \nu) = \langle \Lambda^{*}_{3/2}(\mu) | V^{(d)}_0 | B(\nu) \rangle
\]

\[
= -\frac{1}{2f} \frac{1}{\sqrt{3}} \frac{4\pi N_s N_{p3}}{\sqrt{(2\pi)^3 2\omega_k}} \sum_{\lambda q} \sum_{LM} i^{L+1} (-1)^{q} (1m; \frac{1}{2}, \mu - m|1\frac{1}{2}; \frac{3}{2}, \mu) Y_{LM}^*(\hat{k})
\]

\[
\times \langle \Lambda^{*}_{3/2}(\mu - m) | \lambda q | B(\nu) \rangle \langle \Lambda^{*}_{3/2}(\mu - m) | \lambda q | B(\nu) \rangle \int d^{3}x Y_{1-q}(\hat{r}) Y_{1m}(\hat{r}) Y_{LM}(\hat{r}) j_{L}(kr)
\]

\[
\times \{ \delta_{s} [j_{1}(\omega_{s} r) j_{1}(\omega_{p3} r) + j_{0}(\omega_{s} r) j_{2}(\omega_{p3} r)]
\]

\[
+ \theta_{s} (\omega_{s} + \omega_{k} - \omega_{p3}) [j_{1}(\omega_{s} r) j_{1}(\omega_{p3} r) - j_{0}(\omega_{s} r) j_{2}(\omega_{p3} r)] \}
\] (2.103)

Completing the integral, and using the relations

\[
j_{0}(\omega_{s} R) = j_{1}(\omega_{s} R)
\]

\[
j_{2}(\omega_{p3} R) = j_{1}(\omega_{p3} R)
\] (2.104)

we find

\[
v_{\Lambda^{*}_{3/2}}(k; \mu, \nu)
\]

\[
= \frac{1}{2f} \sqrt{\frac{4\pi}{3}} \frac{1}{\sqrt{(2\pi)^3 2\omega_k}} \sum_{\lambda q} \sum_{LM} (-1)^{m+1} i^{L} \sqrt{2L + 1} Y_{LM}^*(\hat{k}) u^{(L)}_{\Lambda^{*}_{3/2}}(k)
\]

\[
\times \langle \Lambda^{*}_{3/2}(\mu - m) | \lambda q | B(\nu) \rangle \langle \Lambda^{*}_{3/2}(\mu - m) | \lambda q | B(\nu) \rangle \langle L0; 10 | L1; 10 \rangle
\]

\[
\times \langle 1m; \frac{1}{2}, \mu - m | 1\frac{1}{2}; \frac{3}{2}, \mu \rangle \langle LM; 1 - m | L1; 1q \rangle
\] (2.106)

The form factor function $u(k)$ is defined as

\[
u^{(L)}_{\Lambda^{*}_{3/2}}(k) = -N_s N_{p3} 2R^2 j_{0}(\omega_{s} R) j_{1}(\omega_{p3} R) j_{L}(kr)
\]

\[
- N_s N_{p3} (\omega_{s} + \omega_{k} - \omega_{p3})
\]

\[
\times \int^{R}_{0} dr r^2 j_{L}(kr)[j_{1}(\omega_{s} r) j_{1}(\omega_{p3} r) - j_{0}(\omega_{s} r) j_{2}(\omega_{p3} r)]
\] (2.107)
We now apply the Wigner-Eckart theorem to both isospin and spin, in which case we write

\[ \langle I_B^i_B; I_M^i_M | I_B^i_B; I_M^i_M; 00 \rangle \]

\[ \frac{\lambda_\alpha}{2} \langle I_B^i_B; I_M^i_M | I_B^i_B; I_M^i_M; 00 \rangle \sqrt{\frac{4\pi}{(2\pi)^3 2\omega_k}} \]

\[ \times \sum_{LM} i^L \sqrt{2L + 1} Y_{LM}^*(k) \langle L0; 10|L1; 10 \rangle u_{\Lambda^*_{1/2}}^\alpha(k) \]

\[ \times \sum_{mq} (-1)^m \langle 1m; \frac{1}{2} \mu - m | 1\frac{1}{2}; \frac{3}{2} \mu \rangle \langle L1; 1 - m \rangle \]

\[ \times \langle \frac{1}{2} \nu; 1q|\frac{1}{2} \frac{1}{2}; \frac{1}{2} \mu - m \rangle \]

(2.108)

where \( \lambda_\alpha \) is calculated using explicit SU(6) quark spin-flavor wave functions. We explicitly calculated the \( \lambda \)'s with the Mathematica package and verified several elements by hand calculation. The coupling constants \( \lambda_\alpha \) are the same as in the \( BM \leftrightarrow \Lambda^*_{1/2} \) case, so we adopted the same notation for them:

\[ \nu_{\Lambda^*_{1/2}}^\alpha(k; \mu, \nu) \]

After some lengthy algebraic manipulation with the Clebsch-Gordan coefficients and 6j symbols, we obtained

\[ \sum_{mq} (-1)^m \langle 1m; \frac{1}{2} \mu - m | 1\frac{1}{2}; \frac{3}{2} \mu \rangle \langle L1; 1 - m \rangle \]

\[ \times \langle \frac{1}{2} \nu; 1q|\frac{1}{2} \frac{1}{2}; \frac{1}{2} \mu - m \rangle \]

\[ \times \delta_{\mu(-\nu)}(\frac{1}{2} \nu; L1; \frac{1}{2} \frac{3}{2} \mu) \]

(2.110)

where the object with big braces is a 6j symbol. Notice that

\[ \langle \frac{1}{2} \nu; L1; \frac{1}{2} \frac{3}{2} \mu \rangle \langle L0; 10|L1; 10 \rangle = 0 \quad \text{for} \ L \neq 2 \]

(2.111)
and that

$$\left\{ \begin{array}{ccc} \frac{1}{2} & 1 & \frac{1}{2} \\ 1 & \frac{3}{2} & 2 \end{array} \right\} = \frac{1}{2\sqrt{3}} \quad (2.112)$$

After these manipulations we finally obtain a clean expression for the vertex function:

$$v_{\lambda_{s/2}^{(2)}a}(k; \mu, \nu) = \frac{\lambda_{a}}{2f} \langle I_B I_B; I_M I_M | I_B I_M ; 00 \rangle \langle \frac{1}{2}; 2\mu - \nu | \frac{1}{2}; \frac{3}{2} \mu \rangle \times \sqrt{4\pi} Y_{2(\mu - \nu)}(\hat{k}) \frac{u^{(2)}_{\lambda_{s/2}^{(2)}a}(k)}{\sqrt{(2\pi)^3 2\omega_k}} \quad (2.113)$$

Here $u^{(2)}_{\lambda_{s/2}^{(2)}a}(k)$ is defined in Eq. (2.107) and the coupling constant $\lambda_{a}$ is listed in Table 1.

### 2.4.3 The P- and D-Wave $H_c$ Interaction: $BMB'M'$ Vertex

While the particles involved in the $P$ and $D$-wave process $BM \rightarrow B'M'$ are no different from the ones in $S$-wave, the vertex function now gets much more complicated due to spin and angular momenta. For example, we showed in Subsection 2.3.2, that the spatial derivative part of the $\hat{H}_c$ vanishes in $S$-wave, yet this is no longer true in the $P$- and $D$-wave. To make the formulas more clear, we separate the time part and the spatial parts. Using the same technique we used in the $S$-wave case, we can project the Hamiltonian onto the baryon space:

$$H_c = H_{ct} + H_{cs} = \sum_{ij} \int d^3k [V^c_{ij} + V^c_{ij}] a_i(k') a_j(k) \quad (2.114)$$
where \( v^t_{\beta\alpha}(k', k) \) and \( v^s_{\beta\alpha}(k', k) \) stand for the vertex functions corresponding to the *time* and *spatial* derivative parts of the \( H_c \) interaction.

We start from the simpler one, the time derivative part \( v^t_{\beta\alpha}(k', k) \) and write it out explicitly

\[
v^t_{\beta\alpha}(k', k) = \frac{1}{4f^2} \frac{-i}{\sqrt{(2\pi)^32\omega_k\sqrt{(2\pi)^32\omega_{k'}}}}
\times \langle B' \mid \int d^3x \theta_\nu \bar{q}_{\bar{1}k} f_{\nu ij} \lambda_j(\omega_k + \omega_{k'}) \gamma^0 e^{i(k-k') \cdot x} q_{1\nu} \rangle \langle B \rangle \ 
\tag{2.117}
\]

Notice that the initial and final quarks are in are 1s state. Using the 1s state quark wavefunction (2.71) and the partial-wave expansion of plane wave (2.89), we have

\[
v^t_{\beta\alpha}(k', k)
= \frac{1}{4f^2} \frac{-i(\omega_k + \omega_{k'})}{\sqrt{(2\pi)^32\omega_k\sqrt{(2\pi)^32\omega_{k'}}}}
\times \langle B' \mid f_{\nu ij} \lambda_j | B \rangle \langle B' | j_{\nu}^2(\omega_s r) + j_{\nu}^2(\omega_{s'} r) \rangle \langle B | Y_{lm}(\tilde{k'}) Y_{lm'}(\tilde{k}) \rangle \langle B' | Y_{lm'}(\tilde{k'}) \rangle \langle B | Y_{lm}(\tilde{k}) \rangle \ 
\tag{2.118}
\]

Integrating over the solid angle produces

\[
v^t_{\beta\alpha}(k', k)
= \frac{1}{2f^2} \frac{\omega_k + \omega_{k'}}{2\pi^2\sqrt{2\omega_k\omega_{k'}}}
\times \langle B' | j_{\nu}^2(\omega_s r) + j_{\nu}^2(\omega_{s'} r) \rangle \langle B | j_{\nu}(k r) j_{\nu}(k' r) \rangle \langle B' | Y_{lm}(\tilde{k'}) \rangle \langle B | Y_{lm}(\tilde{k}) \rangle \ 
\tag{2.119}
\]
We have already seen the spin-flavor matrix elements in Subsection 2.3.2. They can be expressed as

\[ \langle \varepsilon_f | B' | \varepsilon_i \rangle = \sum_I \lambda^{iI}_{\varepsilon_\alpha}(B_i B; I B_i I M ; I 0) \langle I B_i I M ; I 0 \rangle \langle I B_i I B_i I M ; I 0 \rangle \] (2.120)

with the values of \( \lambda^{iI}_{\varepsilon_\alpha} \) listed in Table 2. Finally we put the spin indices back in, which merely add another \( \delta_{\mu'} \mu \) on the expression of \( v^{\varepsilon_\alpha}(k', k) \)

\[ v^{\varepsilon_\alpha}(k', k) = \delta_{\mu'} \mu \sum_I \lambda^{iI}_{\varepsilon_\alpha} \sum_{l_m} Y_{l_m}(k) Y_{l_m}(k') \times \langle I B_i B; I M i M | I B_i I M ; I 0 \rangle \langle I B_i I B; I M i M | I B_i I M ; I 0 \rangle \times N^2 \int_0^R d\tau \tau^2 [j_0^2(\omega_\tau) + j_1^2(\omega_\tau)] j_1(k\tau) j_1(k'\tau) \] (2.121)

The angular momentum makes the derivation of \( v^{\varepsilon_\alpha}(k', k) \) a little more complicated. We first write

\[ v^{\varepsilon_\alpha}(k', k) = \frac{-1}{4f^2 \sqrt{(2\pi)^3 2\omega_k \sqrt{(2\pi)^3 2\omega_k'}}} \times \langle \varepsilon_f | B' | \varepsilon_i \rangle \int d^3 x \, \theta_\omega \bar{q}_{i_\varepsilon} f_{i_\varepsilon j} \lambda_j(k' + k) \cdot \gamma e^{i(k-k') \cdot x} q_{i_\varepsilon} | B \rangle \] (2.122)

where \( q_{i_\varepsilon} \) and \( \bar{q}_{i_\varepsilon} \) are the initial and final quark wave functions involved in the process. Substituting in the explicit form of \( q_{i_\varepsilon} \) (2.71), and using the identity

\[ [\sigma \cdot A, \sigma \cdot B] = 2i \sigma \cdot (A \times B) \] (2.123)

we reduce \( v^{\varepsilon_\alpha}(k', k) \) to

\[ v^{\varepsilon_\alpha}(k', k) = \frac{1}{2f^2 \sqrt{(2\pi)^3 2\omega_k \sqrt{(2\pi)^3 2\omega_k'}}} \]
Notice that \( r \times k \) and \( r \times k' \) are just the angular momentum operators acting on \( e^{ik \cdot r} \) and \( e^{ik' \cdot r} \). So, by applying the partial wave expansion (2.89), we obtain

\[
\nu_{\beta \alpha}^{c_\lambda}(k', k) = \frac{1}{2f^2} \frac{8\pi i N_s^2}{\sqrt{(2\pi)^3 2\omega_k \sqrt{(2\pi)^3 2\omega_{k'}}}} \times \sum_{l m m'} Y_{l m}^* (\hat{k}) Y_{l m} (\hat{k}') \int_0^R dr j_0(\omega_s r) j_1(\omega s r) j_1(kr) j_1(k'r) \times \langle B'| f_{i i j} \lambda_j \sigma \rangle \int d\Omega_r Y_{l m}^* (\hat{r}) L Y_{l m} (\hat{r}) |B\rangle^{*f} \tag{2.125}
\]

We put the spin indices in and call the last part of Eq. (2.125) \( A \):

\[
A = \langle B'| f_{i i j} \lambda_j \sigma \rangle \int d\Omega_r Y_{l m}^* L Y_{l m} \times \sum_q (-1)^q \int d\Omega_r Y_{l m}^* L_q Y_{l m} \langle B'| f_{i i j} \lambda_j \sigma_{-q} \rangle |B\rangle^{*f} \tag{2.126}
\]

where \( \sigma_{-q} \) is defined in Eq. (2.91) and Eq. (2.92). The operator \( L_q \) is defined as

\[
L_{\pm 1} = \mp \frac{1}{\sqrt{2}} (L_x \pm L_y) \tag{2.127}
\]

\[
L_0 = L_z \tag{2.128}
\]

By using the Wigner-Eckart theorem and pages of manipulations of the Clebsch-Gordan coefficients, \( 3j \) symbols and \( 6j \) symbols, we bring \( A \) into the form

\[
A = \langle B'| f_{i i j} \lambda_j \sigma \rangle \sum_J (-1)^{J+J'} \sqrt{l(l+1)(2l+1)} \left\{ \begin{array}{ccc} \frac{1}{2} & \frac{1}{2} & 1 \\ l & l & J \end{array} \right\} \times (\frac{1}{2} |\mu; \ell m| \frac{1}{2} |Jm' + \mu'; \ell m'| \frac{1}{2} |Jm' + \mu' \rangle \tag{2.129}
\]
The coupling constants $\lambda_{\beta\alpha}^{\ast,I}$ for different incoming and outgoing channels $\alpha$ and $\beta$.

Table 4. The coupling constants $\lambda_{\beta\alpha}^{\ast,I}$ for different incoming and outgoing channels $\alpha$ and $\beta$.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_{\beta\alpha}^{\ast,I}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I = 0$</td>
</tr>
<tr>
<td>$\bar{K}N$</td>
<td>$\pi\Sigma$</td>
</tr>
<tr>
<td>$\bar{K}N$</td>
<td>$-\frac{3}{2}$</td>
</tr>
<tr>
<td>$\pi\Sigma$</td>
<td>$\frac{1}{2\sqrt{6}}$</td>
</tr>
<tr>
<td>$\pi\Lambda$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

In (2.129) $f^{\ast f}(B'||f_{ij}^s \lambda_j \sigma||B')^f$ is obtained by applying the Wigner-Eckart theorem in the spin space:

$$f^{\ast f}(B'(\mu')|f_{ij}^s \lambda_j \sigma q|B\mu)^{sf} = (-1)^{\frac{1}{2} - \mu'} \left( \begin{array}{cc} \frac{1}{2} & 1 \\ -\mu' & -q & \mu \end{array} \right) f^{\ast f}(B'||f_{ij}^s \lambda_j \sigma||B')^f$$

(2.130)

The object with the big parentheses is the 3j symbol. Detailed calculations with SU(6) quark spin-flavor wave function reveals the relation

$$f^{\ast f}(B'||f_{ij}^s \lambda_j \sigma||B')^{sf} = \sum_{I} \lambda_{\beta\alpha}^{sf}(I_B i_B ; I_M i_M ; I_B ; I_M ; 0) (I_B' i_B' ; I_M' i_M' ; I_B' ; I_M' ; 0)$$

(2.131)

The values for the coupling constants $\lambda_{\beta\alpha}^{sf}$ are calculated by the Mathematica package and double checked by careful hand calculations. They are listed in Table 4.
By substituting all these relations back into $v_{\beta\alpha}^e(k',\mu',\mu)$, we obtain

$$v_{\beta\alpha}^e(k',\mu',\mu) = \frac{1}{2f^2 2\pi^2 \sqrt{2\omega_k 2\omega_{k'}}} \times \sum_I \lambda_{\beta\alpha}^L(I_B i_B; I_M i_M | I_B i_M; I0) \langle I_B i_B'; I_M i_M' | I_B i_M'; I0 \rangle \times \sum_{JM} \sum_{l_m l_m'} \langle \frac{1}{2} \mu; l_m | \frac{1}{2} l; JM \rangle \langle \frac{1}{2} \mu'; l_m' | \frac{1}{2} l; JM \rangle Y^*_l m (\hat{k}) Y^*_l m' (\hat{k}') \times (-2) \sqrt{6l(l+1)(2l+1)(-1)^{J+1+\frac{1}{2}}} \left\{ \begin{array}{ccc} \frac{1}{2} & \frac{1}{2} & 1 \\ l & l & J \end{array} \right\} \times \int_0^R dr r^2 \left[ 2N^2 \frac{1}{r} j_0(\omega_r r) j_1(\omega_r r) \right] j_l(kr) j_l(k'r) \hspace{1cm} (2.132)$$

The equations (2.121) and (2.132) have the same form as the equations (2.8) and (2.9) in Ref. [36], but as shown in the Table 2 and the Table 4, the coupling constants (or the spin-flavor matrix elements) are now different[58]. They have to be recalculated, in this case, by the Mathematica package.
Chapter 3

Explicit Equations

3.1 The Coupled $\bar{K}N$ System

The antikaon-nucleon interaction at low energy is not a simple one. Even at zero kinetic energy ($\bar{K}N$ threshold = 1432 MeV), $K^-p$ couples to the open- or nearly open-strangeness $-1$ channels:

\[
K^-p \rightarrow \begin{cases} 
K^-p \\
\bar{K}^0n & -5 \text{ MeV} \\
\pi^+\Sigma^- & +95 \text{ MeV} \\
\pi^0\Sigma^0 & +104 \text{ MeV} \\
\pi^-\Sigma^+ & +103 \text{ MeV} \\
\pi^0\Lambda & +181 \text{ MeV} 
\end{cases} \tag{3.1}
\]

There are also numbers of resonances in this energy range which makes things more complicated. These include $\Lambda^*(1405)$, $\Sigma^{*0}(1385)$, and $\Lambda^*(1520)$. In the rest of this chapter, we will apply the Cloudy Bag Model to this complicated system and solve the resulting equations numerically.
We assume isospin symmetry and thus use the 2 isospin channels $\pi \Sigma(I = 0)$ and $\pi \Sigma(I = 1)$ instead of 3 charge channels $\pi^\pm \Sigma^\mp$ and $\pi^0 \Sigma^0$. As long as there is no isospin breaking, we can express the 3 charge channels in terms of isospin channels. The $\pi \Sigma(I = 2)$ channel is not included since it does not couple to the $\bar{K}N$ system. The relation between charge channels and isospin channels are

$$|K^-p\rangle = \frac{1}{\sqrt{2}}|0,0\rangle + \frac{1}{\sqrt{2}}|1,0\rangle$$

(3.2)

$$|\bar{K}^0n\rangle = -\frac{1}{\sqrt{2}}|0,0\rangle + \frac{1}{\sqrt{2}}|1,0\rangle$$

(3.3)

$$|\pi^+\Sigma^-\rangle = \frac{1}{\sqrt{6}}|2,0\rangle' - \frac{1}{\sqrt{2}}|1,0\rangle'' + \frac{1}{\sqrt{3}}|0,0\rangle'$$

(3.4)

$$|\pi^0\Sigma^0\rangle = \frac{\sqrt{2}}{\sqrt{3}}|2,0\rangle' - \frac{1}{\sqrt{3}}|0,0\rangle'$$

(3.5)

$$|\pi^-\Sigma^+\rangle = \frac{1}{\sqrt{6}}|2,0\rangle' + \frac{1}{\sqrt{2}}|1,0\rangle'' + \frac{1}{\sqrt{3}}|0,0\rangle'$$

(3.6)

$$|\pi^0\Lambda\rangle = |1,0\rangle''$$

(3.7)

When do use charge channel, we include the mass difference between $K^-p$ and $\bar{K}^0n$. So in this thesis, when we need to consider the mass difference of $K^-p$ and $\bar{K}^0n$, we use explicit charge channel for them, otherwise we use isospin channel for them. We call the former “charge basis” and the later “isospin basis” even though the $\pi \Sigma$ channels are always in isospin basis throughout this thesis.

We list the channel assignment in Table 5.
<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge Basis</td>
<td>$K^-p$</td>
<td>$\bar{K}^0n$</td>
<td>$\Sigma\pi\ (I = 0)$</td>
<td>$\Sigma\pi\ (I = 1)$</td>
<td>$\Lambda\pi^0$</td>
</tr>
<tr>
<td>Isospin Basis</td>
<td>$\bar{K}N(I = 0)$</td>
<td>$\bar{K}N(I = 1)$</td>
<td>$\Sigma\pi\ (I = 0)$</td>
<td>$\Sigma\pi\ (I = 1)$</td>
<td>$\Lambda\pi^0$</td>
</tr>
</tbody>
</table>

Table 5. Channel assignment with "charge basis" and "isospin basis".

### 3.2 The CBM Interaction for the $\bar{K}N$ System

In Chapter 2 we studied the basic interaction vertices of the $\bar{K}N$ interaction in the CBM. The potential between incoming channel $\alpha$ and outgoing channel $\beta$ can be written as a sum of 5 terms

$$v_{\beta\alpha}(k'\mu', k\mu) = v_{\beta\alpha}^{(a)}(k'\mu', k\mu) + v_{\beta\alpha}^{(b)}(k'\mu', k\mu) + v_{\beta\alpha}^{(c)}(k'\mu', k\mu) + v_{\beta\alpha}^{(d)}(k'\mu', k\mu) + v_{\beta\alpha}^{(e)}(k'\mu', k\mu)$$

(3.8)

Where $k$ is momentum and $\mu$ is spin. The Feynman diagram representation of these potentials are shown as Fig. 4.

The potential $v^{(a)}$ is composed of two $H_s$ vertices with a $\Lambda^{1/2}$ as an intermediate state:

$$v_{\beta\alpha}^{(a)}(k'\mu', k\mu) = \langle \beta|H_s|\Lambda^{1/2}\rangle \frac{1}{E - M^*_s} \langle \Lambda^{1/2}|H_s|\alpha\rangle$$

(3.9)

where the form factor $u_{\Lambda^{1/2}\alpha}$ is defined in Eq. (2.77). After we substitute the expression of the $BMA^{1/2}$ vertex, Eq. (2.76), we find the potential to be

$$v_{\beta\alpha}^{(a)}(k'\mu', k\mu) = \frac{\delta_{\mu\mu'}}{4f^2} \frac{\lambda^A_{\beta} \lambda^A_{\alpha}}{E - M^*_s} (I_Bi_B; I_M'i_M'|I_Bi_M'; 00)$$

$$\times (I_Bi_B; I_M'i_M'|I_Bi_M'; 00) \frac{u_{\Lambda^{1/2}\alpha}(k)u_{\Lambda^{1/2}\alpha}(k)}{(2\pi)^3 2\omega_k \sqrt{(2\pi)^3 2\omega_k}}$$

(3.10)
Figure 4. The full Feynman diagrams of 5 CBM potentials for the $S$, $P$, and $D$-wave $\bar{K}N$ system interactions.
The partial wave expansion of this potential is

\[
v_{\beta\alpha}^{(a),IJ}(k', k) = \sum_{m+\mu=M} \sum_{m'+\mu'=M} \int d\Omega_k d\Omega_{k'} \frac{\pi}{2} Y_{lm}^*(\hat{k}') Y_{lm}(\hat{k}) v_{\beta\alpha}^{(a)}(k', \mu', k, \mu) \\
\times \langle lm'; \frac{1}{2}\mu'; l_{\frac{1}{2}}; JM \rangle \langle lm; \frac{1}{2}\mu| l_{\frac{1}{2}}; JM \rangle \\
= \delta_{\mu'\mu} \delta_{J'J} \frac{1}{2} \frac{u_{\lambda_{lJ}}}{{\lambda}^2} \frac{1}{E - M_s^*} \frac{\lambda_{\lambda}}{2} \\
\times \langle I_B; i_B; I_M, i_M; | I_B; i_B; I_M, i_M; 00 \rangle \langle I_B; i_B; I_M, i_M; | I_B; i_B; I_M, i_M; 00 \rangle (3.11)
\]

The Kronecker symbol in Eq. (3.11) shows this diagram contributes to S-wave interaction only, while the Clebsch-Gordan coefficients show it is an isospin-0 interaction.

The potential \( v^{(b)} \) in (3.8) consists of the time derivative part of \( H_c \). It can be written as

\[
v_{\beta\alpha}^{(b)}(k', \mu', k, \mu) = \langle \beta \mu'| H_c | \alpha \mu \rangle \\
= \delta_{\mu'\mu} (\omega_k + \omega_{k'}) \sum_I \frac{\lambda_{\beta\alpha}^{I}}{2f^2} \langle I_B; i_B; I_M, i_M; | I_B; i_B; I_M, i_M; 0 \rangle \\
\times \sum_{lm} Y_{lm}^*(\hat{k}') Y_{lm}(\hat{k}) N_{\beta\alpha}^{2} \int_0^R dr r^2 \left[ j_0^2(\omega_s r) + j_1^2(\omega_s r) \right] j_l(kr) j_{l'}(k'r) (3.12)
\]

The partial wave expansion of potential \( v^{(b)} \) is

\[
v_{\beta\alpha}^{(b),IJ}(k', k) = \sum_{m+\mu=M} \sum_{m'+\mu'=M} \int d\Omega_k d\Omega_{k'} \frac{\pi}{2} Y_{lm}^*(\hat{k}') Y_{lm}(\hat{k}) v_{\beta\alpha}^{(b)}(k', \mu', k, \mu) \\
\times \langle lm'; \frac{1}{2}\mu'; l_{\frac{1}{2}}; JM \rangle \langle lm; \frac{1}{2}\mu| l_{\frac{1}{2}}; JM \rangle (3.13)
\]

The integration in (3.13) is quite straightforward. Using the orthogonality relationship of \( Y_{lm} \) and \( Y_{lm}^* \), we obtain:

\[
v_{\beta\alpha}^{(b),IJ}(k', k) = \frac{(\omega_k + \omega_{k'})}{4\pi \sqrt{2\omega_k 2\omega_{k'}}} N_{\beta\alpha}^{2} \int_0^R dr r^2 \left[ j_0^2(\omega_s r) + j_1^2(\omega_s r) \right] j_l(kr) j_{l'}(k'r)
\]
The potential $v^{(c)}$ is the spatial derivative part of $H_c$. It is

$$v^{(c)}_{\beta\alpha}(k', \mu', k\mu)$$

$$= \langle \beta\mu'|H_c\alpha\mu \rangle$$

$$= \frac{1}{2\pi^2\sqrt{2\omega_k}2\omega_{k'}} \sum_{I} \langle I_B'i_B'; I_M'i_M'|I_B'I_M'; I_i \rangle \chi_{\beta\alpha}^{cI} \frac{1}{2f^2} \langle I_B'i_B'; I_M'i_M'|I_B'I_M'; I_i \rangle$$

$$\times \sum_{JM'lm'm'} \langle \frac{1}{2}\mu'; \frac{1}{2}\mu' ; J'M' \rangle \langle \frac{1}{2}\mu' ; \frac{1}{2}\mu' ; J'M' \rangle Y_{lm'}^*(\hat{k})Y_{lm'}(\hat{k'})$$

$$\times (-2)\sqrt{6l(l+1)(2l+1)(-1)^{J'+l'+\frac{1}{2}}} \left\{ \begin{array}{c} \frac{1}{2} \ 1 \\ \frac{1}{2} \ l \ J \end{array} \right\}$$

$$\times \int_0^R dr r^2 \left[ 2N_s^2 \frac{1}{r} j_0^*(\omega_sr)j_1^*(\omega_sr) \right] j_l(kr)j_l(k'r)$$

Unlike the previous potentials $v^{(a)}$ and $v^{(b)}$, the partial wave expansion of $v^{(c)}$ is complicated. By definition,

$$v^{(c),IJ}_{\beta\alpha}(k', k) = \sum_{m+\mu=M, m'+\mu'=M} \int d\Omega_k d\Omega_{k'} \frac{\pi}{2} Y_{lm'}^*(\hat{k'})Y_{lm}(\hat{k})v^{(c)}_{\beta\alpha}(k', \mu', k\mu)$$

$$\times \langle \frac{1}{2}\mu' ; \frac{1}{2}\mu' ; J'M' \rangle \langle \frac{1}{2}\mu' ; \frac{1}{2}\mu' ; J'M' \rangle$$

Using the orthogonal relations of the spherical harmonics and the properties of the Clebsch-Gordan coefficients, after some lengthy manipulations, we obtain

$$v^{(c),IJ}_{\beta\alpha}(k', k) = \frac{-2}{4\pi\sqrt{2\omega_k}2\omega_k} \sqrt{6l(l+1)(2l+1)(-1)^{J'+l'+\frac{1}{2}}} \left\{ \begin{array}{c} \frac{1}{2} \ 1 \\ \frac{1}{2} \ l \ J \end{array} \right\}$$
Table 6. The values of quantity $A^{IJ}$ for $l \leq 2$.

<table>
<thead>
<tr>
<th>$l$</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J =</td>
<td>l - \frac{1}{2}</td>
<td>$</td>
<td>0</td>
</tr>
<tr>
<td>$J =</td>
<td>l + \frac{1}{2}</td>
<td>$</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ \times \sum_I \langle I_B; i_B; I_M; i_M; | J_B; J_M; I \rangle \frac{\lambda_{\alpha}^{*,I}}{2f^2} \langle I_B; i_B; I_M; i_M; I \rangle \]

\[ \times \int_0^R dr r^2 \left[ 2N^2 \frac{1}{r} j_0(\omega_s r) j_1(\omega_s r) \right] j_I(kr) j_I(k'r) \]  

(3.17)

We define $A^{IJ}$ as

\[ A^{IJ} = (-2)\sqrt{6l(l+1)(2l+1)}(-1)^{J+l+\frac{1}{2}} \left\{ \begin{array}{ccc} \frac{1}{2} & \frac{1}{2} & 1 \\ l & l & J \end{array} \right\} \]  

(3.18)

The values of $A^{IJ}$ for $l \leq 2$ are tabulated in Table 6 and they are summarized as

\[ A^{IJ} = \begin{cases} 2(l+1) & J = l - \frac{1}{2} \\ -2l & J = l + \frac{1}{2} \end{cases} \]  

(3.19)

The final form of partial wave expansion of $v^{(c)}$

\[ v_{\beta \alpha}^{(c),IJ}(k', k) = \frac{2A_{I}^{J}}{4\pi \sqrt{2\omega_k^2 \omega_k}} \int_0^R dr r^2 \left[ 2N^2 \frac{1}{r} j_0(\omega_s r) j_1(\omega_s r) \right] j_I(kr) j_I(k'r) \]

\[ \times \sum_I \langle I_B; i_B; I_M; i_M; | J_B; J_M; I \rangle \frac{\lambda_{\alpha}^{*,I}}{2f^2} \langle I_B; i_B; I_M; i_M; I \rangle \]  

(3.20)

The potential $v^{(d)}$ corresponds to the incoming baryon absorbing a meson, becoming a virtual $\Lambda_{3/2}$ and then the $\Lambda_{3/2}$ emitting a meson, and becoming
the outgoing baryon. The potential \( v^{(d)} \) has the form

\[
v^{(d)}_{\beta\alpha}(k', k) = \sum_{\nu} \langle \beta(k') | H_s | \Lambda_{3/2}^3(\nu) \rangle \frac{1}{E - M_{d}^*} \langle \Lambda_{3/2}^3(\nu) | H_s | \alpha(k) \rangle
\]

\[
= \frac{1}{2\pi^2} \langle I_{B_iB_i}^i; I_{M_iM_i}^i | I_{B_iB_i}^i; I_{M_iM_i}^i | 00 \rangle \frac{\lambda_{\beta}^A \lambda_{\alpha}^A}{(2f)^2} \langle I_{B_iB_i}^i; I_{M_iM_i}^i | I_{B_iB_i}^i; I_{M_iM_i}^i | 00 \rangle
\]

\[
\times \frac{u_{(k', k)}^{(2)} u_{(k', k)}^{(2)}}{\sqrt{2\omega_k' \omega_k}} \frac{1}{E - M_{d}^*} \sum_{\nu} Y_{2(\nu-\mu)}(\hat{k}) Y_{2(\nu-\nu')}(\hat{k}')
\]

\[
\times \left( \frac{1}{2} \mu'; 2\nu - mu | \frac{1}{2}; \frac{3}{2} \nu \right) \left( \frac{1}{2} \mu'; 2\nu - mu' | \frac{1}{2}; \frac{3}{2} \nu \right)
\]  

(3.21)

We define the partial wave expansion of \( v^{(d)} \) as

\[
v^{(d), ij}_{\beta\alpha}(k', k) = \sum_{m+\mu=M} \sum_{m'+\mu'=M} \int d\Omega_k d\Omega_{k'} \frac{\pi}{2} Y_{lm'}(\hat{k}') Y_{lm}(\hat{k}) v^{(d)}(k', k)
\]

\[
\times \langle \Omega_{m'}; \frac{1}{2} \mu' | \frac{1}{2}; J M \rangle \langle \Omega_{m}; \frac{1}{2} \mu | \frac{1}{2}; J M \rangle
\]  

(3.22)

The final form of \( v^{(d)} \), reached after a few pages of integration and Clebsch-Gordan coefficient re-coupling, is:

\[
v^{(d), ij}_{\beta\alpha}(k', k) = \delta_{ij} \delta_{\frac{k}{2} \frac{k'}{2}} \frac{u_{(k', k)}^{(2)} u_{(k', k)}^{(2)}}{4\pi \sqrt{2\omega_k' \omega_k}} \frac{1}{E - M_{d}^*} \frac{\lambda_{\beta}^A \lambda_{\alpha}^A}{4f^2}
\]

\[
\times \langle I_{B_iB_i}^i; I_{M_iM_i}^i | I_{B_iB_i}^i; I_{M_iM_i}^i | 00 \rangle \langle I_{B_iB_i}^i; I_{M_iM_i}^i | I_{B_iB_i}^i; I_{M_iM_i}^i | 00 \rangle
\]  

(3.23)

The potential \( v^{(e)} \) is similar to \( v^{(d)} \) except now the virtual particle is a \( \Sigma_{3/2}^* \) instead of a \( \Lambda_{3/2}^3 \), and for \( v^{(e)} \) the potential is in \( P \)-wave instead of \( D \)-wave for \( v^{(d)} \):

\[
v^{(e)}_{\beta\alpha}(k', k) = \sum_{\nu} \langle \beta(k') | H_s | \Sigma_{3/2}^*(\nu) \rangle \frac{1}{E - M_{p}^*} \langle \Sigma_{3/2}^*(\nu) | H_s | \alpha(k) \rangle
\]  

(3.24)
Recall the Eq. (2.96), we obtain

\[ v^{(e)}_{\beta \alpha} (k', k) = \frac{(2N^2 R^2)^2}{6\pi^2} \frac{(j_0(\omega R) j_1(\omega R))^2 j_1(k') j_1(k R)}{E - M_p^*} \frac{1}{\sqrt{2 \omega k' 2 \omega_k}} \]

\[ \times \sum_{\nu} Y_{1(\nu - \mu)}(\hat{k}) Y_{1(\nu - \nu')}(\hat{k}') \langle \frac{1}{2} \mu; 1 \nu - m \mu' | \frac{1}{2} \mu'; 1 \nu - m \mu' \rangle \]

\[ \times (I_B i_B; I_{M^* M'} I_B I_{M'}; 10) \frac{\lambda_{\beta'} \lambda_{\alpha}}{4f^2} (I_B i_B; I_{M^* M'} I_B I_{M'}; 10) \] (3.25)

In a similar manner, we carry out the partial wave expansion for \( v^{(e)} \):

\[ v^{(e)} (k', k) = \delta_{ll} \delta_{J_1 \frac{1}{2}} \frac{(N R j_0(\omega R))^4}{3\pi} \frac{1}{E - M_p^*} \frac{j_1(k') j_1(k R)}{\sqrt{2 \omega k' 2 \omega_k}} \]

\[ \times (I_B i_B; I_{M^* M'} I_B I_{M'}; 10) \frac{\lambda_{\beta'} \lambda_{\alpha}}{4f^2} (I_B i_B; I_{M^* M'} I_B I_{M'}; 10) \] (3.26)

where the relation \( j_1(\omega R) = j_0(\omega R) \) has been used in the derivation.

### 3.3 The Coupled-Channel Lippman-Schwinger Equation

In the previous section we discussed the potential describing \( KN \) system in the CBM. In this section, we show how to solve for \( KN \) scattering using the Lippman-Schwinger equation.

The operator form of the Lippman-Schwinger equation is

\[ T = V + VGT \] (3.27)

where \( V \) is the potential operator, \( T \) is the \( T \)-matrix operator and \( G \) is the Green’s function operator defined as

\[ G = \frac{1}{E(+) - H_0} \] (3.28)
The superscript (+) means that the energy $E$ approaches the real axis from above the above of the cut on the first $E$ sheet.

Taking the matrix element between states $|\beta, \kappa'\mu'\rangle$ and $|\alpha, \kappa\mu\rangle$, and using the completeness relations of the quantum states $|\gamma, p\nu\rangle$, we obtain

$$T_{\beta\alpha}(k'\mu', k\mu) = V_{\beta\alpha}(k'\mu', k\mu) + \sum_{\gamma, \nu} \int d^3 p \frac{V_{\beta\gamma}(k'\mu', p\nu)T_{\gamma\alpha}(p\nu, k\mu)}{E(+) - E_{\gamma}(p)}$$  \hspace{1cm} (3.29)

Here $\alpha$ and $\beta$ are the indices for incoming and outgoing channels, $k$ and $k'$ are the COM momenta, and $\mu$ and $\mu'$ are the spin quantum numbers for the incoming and outgoing channels. The energy of intermediate channel $\gamma$ at COM momentum $p$ is $E_{\gamma}(p)$. The matrix elements are defined as

$$T_{\beta\alpha}(k'\mu', k\mu) = \langle \beta, k'\mu'|T|\alpha, k\mu\rangle$$  \hspace{1cm} (3.30)

and

$$V_{\beta\alpha}(k'\mu', k\mu) = \langle \beta, k'\mu'|V|\alpha, k\mu\rangle$$  \hspace{1cm} (3.31)

Substituting the partial wave expansions of $T$ and $V$ into (3.29) enables us to reduce the Lippman-Schwinger equation to a one dimensional form instead of the original 3 dimensional form. We define the partial wave expansion form of the $T$ and $V$ as

$$T_{\beta\alpha}^{LM}(k', k) = \sum_{m+\mu=M} \sum_{m'+\mu'=M} \langle lm'; \frac{1}{2}\mu'|l\frac{1}{2}; JM \rangle \langle lm; \frac{1}{2}\mu|l\frac{1}{2}; JM \rangle$$

$$\times \left( \frac{\pi}{2} \right) \int d\Omega_{k'} d\Omega_{k} Y^{*}_{lm'}(\hat{k'}) Y_{lm}(\hat{k}) T_{\beta\alpha}(k'\mu', k\mu)$$  \hspace{1cm} (3.32)

$$V_{\beta\alpha}^{LM}(k', k) = \sum_{m+\mu=M} \sum_{m'+\mu'=M} \langle lm'; \frac{1}{2}\mu'|l\frac{1}{2}; JM \rangle \langle lm; \frac{1}{2}\mu|l\frac{1}{2}; JM \rangle$$

$$\times \left( \frac{\pi}{2} \right) \int d\Omega_{k'} d\Omega_{k} Y^{*}_{lm'}(\hat{k'}) Y_{lm}(\hat{k}) V_{\beta\alpha}(k'\mu', k\mu)$$  \hspace{1cm} (3.33)
where \( T^{\pm} (V^{\pm}) \) is sometimes used as a shorthand for \( J = l \pm \frac{1}{2} \).

Notice that we have carried out the partial wave expansion for all the potential terms in Section 3.2. Substituting Eq. (3.32) and Eq. (3.33) into the full space Lippman-Schwinger equation (3.29), we obtain the one-dimensional, coupled-channel integral equations:

\[
T_{\alpha}(k', k) = \sum_{\gamma} \int_0^\infty dp \frac{p^2 V_{\alpha\gamma}(k', p) T_{\alpha\gamma}(p, k)}{E(+) - E_{\gamma}(k)}
\]  

(3.34)

All of our scattering calculations are based on Eq. (3.34).

### 3.3.1 Scattering Equations

The one-dimensional Lippman-Schwinger Equation (3.34) can be solved analytically only for very limited cases—such as single-channel separable potential. We solve it numerically for the coupled-channel \( K^0N \) system in the CBM. The \( i\epsilon \) prescription in (3.34) is handled with the Haftel-Tabakin method[59] extended to coupled-channel case. The Haftel-Tabakin method uses a principle value subtraction to remove the singularity of the (3.34) at \( E = E_{\gamma}(p) \).

We let \( k_{\gamma} \) be the “on-shell” momentum of channel \( \gamma \), that is

\[
E_{\gamma}(k_{\gamma}) = E
\]

(3.35)

we thus write

\[
\frac{2}{\pi} \int_0^\infty dp \frac{p^2 V_{\gamma}(k', p) T_{\gamma}(p, k)}{E(+) - E_{\gamma}(p)} = \frac{2}{\pi} \int_0^\infty dp \left[ \frac{p^2 V_{\gamma}(k', p) T_{\gamma}(p, k)}{E(+) - E_{\gamma}(p)} - \frac{2 \rho_{\gamma} k_{\gamma}^2 V_{\gamma}(k', k_{\gamma}) T_{\gamma}(k_{\gamma}, k)}{k_{\gamma}^2 - p^2 + i\epsilon} \right] \\
+ \frac{2}{\pi} \times 2 \rho_{\gamma} k_{\gamma}^2 V_{\gamma}(k', k_{\gamma}) T_{\gamma}(k_{\gamma}, k) \int_0^\infty dp \frac{1}{k_{\gamma}^2 - p^2 + i\epsilon}
\]  

(3.36)
where \( \rho_\gamma \) is the “reduced mass” in a relativistic sense

\[
2\rho_\gamma = \frac{dp^2}{dE_\gamma} \bigg|_{E_\gamma = E} \tag{3.37}
\]

The second integral in Eq. (3.36) can be carried analytically

\[
\int_0^\infty dp \frac{1}{k_{0\gamma}^2 - p^2 + i\epsilon} = -\frac{i\pi}{2k_{0\gamma}} \tag{3.38}
\]

Since the integrand in the first integral in Eq. (3.36) now vanishes at the on shell point, it is no longer singular and the \( i\epsilon \) is not needed. We can now use the Gaussian quadrature method to approximate the integral by a summation over a set of grid points:

\[
\int_0^\infty dp \approx \sum_{i=1}^N \omega_i \tag{3.39}
\]

Applying Gaussian method to the first part of Eq. (3.36), and with Eq. (3.34), we obtain

\[
T_{\beta\alpha}(k', k)
= V_{\beta\alpha}(k', k)
+ \sum_{\gamma} \frac{2}{\pi} \int_0^\infty dp \left( \frac{p^2V_{\beta\gamma}(k', p)T_{\gamma\alpha}(p, k)}{E - E_\gamma(p)} - \frac{2\rho_\gamma k_{0\gamma}^2 V_{\beta\gamma}(k', k_{0\gamma})T_{\gamma\alpha}(k_{0\gamma}, k)}{k_{0\gamma}^2 - p^2} \right)
+ \sum_{\gamma} \frac{2}{\pi} \times 2\rho_\gamma k_{0\gamma}^2 V_{\beta\gamma}(k', k_{0\gamma})T_{\gamma\alpha}(k_{0\gamma}, k) \int_0^\infty dp \frac{1}{k_{0\gamma}^2 - p^2 + i\epsilon} \tag{3.40}
\]

\[
= V_{\beta\alpha}(k', k)
+ \sum_{\gamma} \frac{2}{\pi} \sum_{i=1}^N w_i \left( \frac{p_i^2V_{\beta\gamma}(k', p_i)T_{\gamma\alpha}(p_i, k)}{E - E_\gamma(p_i)} - \frac{2\rho_\gamma k_{0\gamma}^2 V_{\beta\gamma}(k', k_{0\gamma})T_{\gamma\alpha}(k_{0\gamma}, k)}{k_{0\gamma}^2 - p_i^2} \right)
- \sum_{\gamma} 2i\rho_\gamma k_{0\gamma} V_{\beta\gamma}(k', k_{0\gamma})T_{\gamma\alpha}(k_{0\gamma}, k) \tag{3.41}
\]

Here \( \{p_i|i = 1, N\} \) are the Gaussian grid points and \( \{w_i|i = 1, N\} \) are the corresponding weight factors.
We define

\[ V_{n\beta,\alpha} = \begin{cases} 
V_{\beta\alpha}(p_n, p_m) & \text{for } n = 1 \ldots N \text{ and } m = 1 \ldots N \\
V_{\beta\alpha}(k_0\beta, p_m) & \text{for } n = N + 1 \text{ and } m = 1 \ldots N \\
V_{\beta\alpha}(p_n, k_0\alpha) & \text{for } n = 1 \ldots N \text{ and } m = N + 1 \\
V_{\beta\alpha}(k_0\beta, k_0\alpha) & \text{for } n = N + 1 \text{ and } m = N + 1 
\end{cases} \]  
\tag{3.42}

\[ T_{n\beta,\alpha} = \begin{cases} 
T_{\beta\alpha}(p_n, p_m) & \text{for } n = 1 \ldots N \text{ and } m = 1 \ldots N \\
T_{\beta\alpha}(k_0\beta, p_m) & \text{for } n = N + 1 \text{ and } m = 1 \ldots N \\
T_{\beta\alpha}(p_n, k_0\alpha) & \text{for } n = 1 \ldots N \text{ and } m = N + 1 \\
T_{\beta\alpha}(k_0\beta, k_0\alpha) & \text{for } n = N + 1 \text{ and } m = N + 1 
\end{cases} \]  
\tag{3.43}

and

\[ G_{n\gamma} = \begin{cases} 
\frac{2}{\pi} \frac{w_{n\beta}}{E - E_{\gamma}(p_n)} & \text{for } n = 1 \ldots N \\
-\sum_{i=1}^{N} \frac{2}{\pi} \frac{w_i k_{\gamma}^2}{k_{\gamma}^2 - p_i^2} \frac{dp_i^2}{dB} \bigg|_{k_0\gamma} - i k_{0\gamma} \frac{dp_i^2}{dB} \bigg|_{k_0\gamma} & \text{for } n = N + 1 
\end{cases} \]  
\tag{3.44}

Now using Eq. (3.41) produces the set of linear equations

\[ T_{n\beta,\alpha} = V_{n\beta,\alpha} + \sum_{\gamma} \sum_{i=1}^{N+1} V_{n\beta,\gamma} G_{i\gamma} T_{i\gamma,\alpha} \]  
\tag{3.45}

where \( T_{n\beta,\alpha} \) are unknowns. We have now \( n^2(N + 1)^2 \) unknowns and \( n^2(N + 1)^2 \) equations (\( n \) is number of channels and \( N \) is the number of Gaussian grid points). We can therefore solve these equations for the \( T \)-matrix elements. We line up the elements of \( T \), \( V \), and \( G \) up an orderly fashion and obtain a matrix equation

\[ (1 - VG)T = V \]  
\tag{3.46}

The set of linear equations (3.46) can be solved using Gaussian elimination method (the inverse of the matrix \( (1 - VG) \) is not actually calculated). In
our case, the potential $V$ is taken as the sum of 5 individual terms (shown in Fig. 4). We thus solve for $\bar{K}N$ scattering as a 5 channel problem with 24 or 32 Gaussian grid points used in each channel.

### 3.3.2 Bound State and Resonance

If a physical system has a bound state or pole at some energy, the $T$-matrix must have a pole at the energy (although not all poles of $T$ will be bound state or resonances). From matrix version of Lippman-Schwinger Equation (3.46), we can see there are two occasions in which $T$-matrix can have poles. Either the potential matrix $V$ has a pole, or the matrix $(1 - VG)$ is singular. The first type of pole is called a "fixed, or potential pole" ("fixed" since it is independent of potential strength). We are not interested in this type of pole because it depends on details of the model as opposed to the dynamic characteristic of the model. The second type of pole, the so-called "dynamic pole", occurs where $(1 - VG)$ is singular. It depends on the potential's strength and what we are interested in. Mathematically, the equations for a dynamic pole, a singular $(1 - VG)$, is equivalent to equation

$$\det(1 - VG) = 0 \quad (3.47)$$

This type pole is called "moving pole" because its position varies with the strength of the coupling. The position of the pole on the complex energy plane directly reflects the character of the bound state or resonance of the system. We look for the position of the pole by searching for the solution of Eq. (3.47) on the complex energy plane[60, 61]. The search with the nuclear potential alone is quite straightforward. We will concentrate on the nuclear
plus Coulomb interaction. The nuclear case can be treated as a special case of that (with zero Coulomb potential).

3.3.3 Bound State With Coulomb Interaction

The bound state problem with the Coulomb interaction in addition to the hadronic interaction raises some special difficulty due to the singularity of the Coulomb potential at \( q = 0 \) in the momentum space:

\[
V^C(k'\mu', k\mu) = \frac{Z_1 Z_2 e^2}{2\pi^2} \frac{\delta_{\mu'\mu}}{|k' - k|^2}
\]

(3.48)

The Kwon-Tabakin-Lande method[62] is used to remove this singularity, along with Landau's extension to the couple channel problems[60, 61].

Due to the limitation of this method in the open channel, which we will show later, we assume that there is no Coulomb interaction in the open channels. This does not propose too big of a problem in our case because the \( \bar{K}^0 n \) has no Coulomb interaction at all and the \( \Sigma\pi \) and \( \Lambda\pi \) thresholds are far below the \( K^- p \) threshold, the particles in these channels are quite energetic therfore not affected much by Coulomb forces. This will however limit the applicability of the calculation when applied to branching ratios.

We start from the partial wave decomposition of the Coulomb potential

\[
V^C_{ij}(k', k) = \sum_{m+\mu=M} \sum_{m'\mu'=M} \int d\Omega_k d\Omega_{k'} \frac{\pi}{2} Y^*_{im'}(\hat{k}')Y_{im}(\hat{k}) V_C(k'\mu', k\mu)
\]

\[
\times \langle lm' \mid \frac{1}{2} \mu' \mid l_2 \mid JM \rangle \langle lm \mid \frac{1}{2} \mu \mid l_2 \mid JM \rangle
\]

(3.49)

\[
= \frac{Z_1 Z_2 e^2}{2k'k} Q_l(z_{k'k})
\]

(3.50)

where \( z_{k'k} = (k'^2 + k^2)/2k'k \) and \( Q_l(z_{k'k}) \) is the Legendre function of the
second kind

\[ Q_l(z) = \frac{1}{2} \int_{-1}^{1} \frac{P_n(t)}{z - t} dt \]  

(3.51)

As we see from the the first few \( l \) values,

\[
Q_0(z) = \frac{1}{2} \log \left| \frac{z + 1}{z - 1} \right| 
\]

(3.52)

\[
Q_1(z) = \frac{z}{2} \log \left| \frac{z + 1}{z - 1} \right| - 1
\]

(3.53)

\[
Q_2(z) = \frac{1}{4} \left( 3z^2 - 1 \right) \log \left| \frac{z + 1}{z - 1} \right| - \frac{3z}{2}
\]

(3.54)

all of them have singularities at \( z = 1 \).

We look back at the integral term in Eq. (3.34), and notice that the potential \( V \) is the sum of the nuclear potential \( V^N \) and the Coulomb potential \( V^C \) (we omit the indices \( lJ \) with the understanding that all the computation is done in the partial-wave basis). The explicit form of the integral term is

\[
\int_0^\infty dp \left\{ \frac{p^2 V^N_{\beta\tau}(k',p) T_{\gamma\alpha}(p,k)}{E^+(p) - E_{\gamma}(p)} + \frac{p^2 V^C_{\beta\tau}(k',p) T_{\gamma\alpha}(p,k)}{E^+(p) - E_{\gamma}(p)} \right\} = I^N + I^C
\]

(3.55)

The nuclear part \( I^N \) can be easily approximated by Gaussian quadrature method as we did in solving the \( T \) matrix case. The Coulomb part, however, has two possible singularities. One of the possibility is \( E_{\gamma}(p) = E \) and the other is \( p = k' \). The Kwon-Tabakin-Lande method[62] can only remove the second singularity. One way to avoid the first singularity is to deal with closed channel. That way, the energy \( E \) is below the threshold and the \( E_{\gamma}(p) \) is always above threshold therefore there is no singularity. That is why we assumed from very beginning that there is no Coulomb interaction in the open channels.
The Kwon-Tabakin-Lande method\cite{62} removes the \( p = k' \) singularity by subtracting the singular part out of the original integral

\[
I^C = \int_0^\infty dp \frac{p^2 V_{\beta\gamma}(k', p) T_{\gamma\alpha}(p, k)}{E - E_\gamma(p)}
\]

\[
= \int_0^\infty dp V_{\beta\gamma}^C(k', p) \left[ \frac{p^2 T_{\gamma\alpha}(p, k)}{E - E_\gamma(p)} - \frac{k'^2 T_{\gamma\alpha}(k', k)}{(E - E_\gamma(k')) P_1(z_{k'p})} \right]
+ \frac{k'^2 S_{\beta\gamma}^I(k') T_{\gamma\alpha}(k', k)}{E - E_\gamma(k')}
\]  

\[(3.56)\]

We understand that \( V_{\beta\gamma} \) and \( S_{\beta\gamma}^I \) vanish except when the channel \( \beta \) is the same as \( \gamma \) and there is a Coulomb interaction in that channel. The function \( S_{\beta\gamma}^I(k') \) is defined as\footnote{The definition of a non-vanishing \( S_{\gamma\gamma}^I \) here is different from the \( S_I \) in Ref. \cite{62} by a constant factor.}

\[
S_{\beta\gamma}^I(k') = \int_0^\infty dp \frac{V_{\beta\gamma}^C(k', p)}{P_1(z_{k'p})}
\]  

\[(3.57)\]

and for a closed channel

\[
S_{\gamma\gamma}^I(k') = \frac{\pi Z_1 Z_2 e^2}{2k'} \left[ \frac{\pi}{2} - \int_0^\infty dp \frac{W_{I-1}(z_{k'p})}{P_1(z_{k'p})} \right]
\]

\[
= \frac{\pi Z_1 Z_2 e^2}{2k'} \left[ \frac{\pi}{2} - I_I \right]
\]  

\[(3.58)\]

where

\[
W_I(z) = \sum_{l'=1}^{\infty} \frac{1}{l'} P_{l'-1}(z) P_{l'-I}(z)
\]  

\[(3.59)\]

We take \( W_{-1} = 0 \) and the Lande's subtraction integral \( I_I \) as

\[
I_I = \frac{1}{\pi} \int_0^\infty dp \frac{W_{I-1}(z_{k'p})}{P_1(z_{k'p})}
\]  

\[(3.60)\]

The values of \( I_I \) for the first few \( l \) has been calculated and tabulated in Ref. \cite{62}. We list their results in Table 7.
Table 7. The values of Lande’s subtraction integral $I_l$.

Notice that the integrand in the first term on the r.h.s of Eq. (3.56) has no singularity any more. We now can apply the Gaussian quadrature method to it along with the nuclear part $I_N$:

$$I^C + I^N = \sum_{i=1}^{N} w_i V_{B\gamma}^C (k', p_i) \left[ \frac{p_i^2 T_{\gamma\alpha} (p_i, k)}{E - E_\gamma (p_i)} - \frac{k'^2 T_{\gamma\alpha} (k', k)}{(E - E_\gamma (k')) P_i (z_{k'} p_i)} \right]$$

$$+ \sum_{i=1}^{N} w_i \left[ \frac{p_i^2 V_{B\gamma}^N (k', p_i) T_{\gamma\alpha} (p_i, k)}{E - E_\gamma (p_i)} - 2 \rho_\gamma k'^2 V_{B\gamma}^N (k', k_0) T_{\gamma\alpha} (k_0, k) \right]$$

$$+ \frac{k'^2 S_{B\gamma} (k') T_{\gamma\alpha} (k', k)}{E - E_\gamma (k')} - i \Theta_\gamma \pi \rho_\gamma k_0 V_{B\gamma}^N T_{\gamma\alpha} (k_0, k)$$  \hspace{1cm} (3.61)

The step-function $\Theta_\gamma$, which equals to 1 for the open channels and 0 for the close channels, is inserted because we do not make the principle value subtraction in the closed channels. The superscript $l$ of $S_{B\gamma}^l$ is suppressed with the understanding we always solve the Lippman-Schwinger Equation in the one-dimensional form.

With this subtraction method, Eq. (3.34) becomes

$$T_{\beta\alpha} (k', k) = V_{B\gamma}^C (k', k) + V_{B\gamma}^N (k', k) + \frac{2 k'^2 S_{B\gamma} (k') T_{\gamma\alpha} (k', k)}{\pi}$$

$$+ \frac{2}{\pi} \sum_{\gamma} \sum_{i=1}^{N} w_i V_{B\gamma}^C (k', p_i) \left[ \frac{p_i^2 T_{\gamma\alpha} (p_i, k)}{E - E_\gamma (p_i)} - \frac{k'^2 T_{\gamma\alpha} (k', k)}{(E - E_\gamma (k')) P_i (z_{k'} p_i)} \right]$$
Next we define the matrix elements of $V_C$ as

$$V_{n\gamma,m\gamma}^C = \begin{cases} \frac{V_{\gamma\gamma}(p_n, p_m)}{S_{\gamma\gamma}(p_n) - \sum_{i\neq n} \frac{w_i V_{\gamma\gamma}^C(p_n, p_i)}{p_i}}, & n = m = 1 \ldots N \\ 0, & n = N + 1 \text{ or } m = N + 1 \end{cases}$$

and use Eq. (3.42) as the definition of $V^N$, Eq. (3.43) as the definition of $T$, and Eq. (3.44) as the definition of $G$. We obtain

$$T_{n\beta,ma} = V_{n\beta,ma}^N + V_{n\beta,ma}^C + \sum_{\gamma} \sum_{i=1}^{N+1} \left( V_{n\beta,\gamma}^N + V_{n\beta,\gamma}^C \right) G_{i\gamma} T_{i\gamma,ma}$$

Eq. (3.64) can be expressed in the matrix form

$$(1 - VG)T = V$$

$$V = V^C + V^N$$

The condition for $T$ having a pole at energy $E$ is the complex equation

$$\det(1 - VG) = 0$$

In practice, the real part and the imaginary part of this equation are solved simultaneously for the position of the pole on the complex energy plane. We use the "charge basis" (see Table 5 for the meaning of each channel) for the Coulomb plus the CBM potential. The Coulomb potential only occurs in $K^-p$ channel, or channel 1.

For the case of nuclear potential only, we use the same procedure but without the Kwon-Tabakin-Lande subtraction in any of the channels.
3.4 Numerical Method

The computation for $T$-matrix elements or searching for the pole positions is very numerically intensive. Therefore, it is valuable to find a more economical method for the task. We have done that by noticing that the potential matrix $V$ is often symmetric due to the symmetry principle in the physics. Special methods are developed to take the advantage of the symmetry of the potential matrix. We will discuss the new methods in the rest of this section.

3.4.1 Searching for Pole Positions

When searching for pole positions, the computation time can be saved dramatically by utilizing the symmetric property of potential matrix $V[63]$. To start, we write Eq. (3.67) as

$$\det [\delta_{ij} - V_{ij}G_j]_{M \times M} = 0$$  \hspace{1cm} (3.68)

where $V$ and $G$ were defined before. We take $M = nch \times (N + 1)$ as the size of our "super" matrices. First we notice that the matrix $G$ is a diagonal matrix. If none of the elements of $G$ are zero, the reformulation is particularly simple. After we factor out all elements of $G$, Eq. (3.68) becomes

$$P \times D = 0$$  \hspace{1cm} (3.69)

where

$$P = \prod_j G_j$$  \hspace{1cm} (3.70)

and

$$D = \det [\delta_{ij}G_j^{-1} - V_{ij}]_{N \times N}$$  \hspace{1cm} (3.71)
If needed, the calculation of $P$ would be very easy. More important, the
calculation of $D$—which is all that is needed to determine the eigenenergies—
now requires only the evaluation of a symmetric complex matrix instead of
a general complex matrix.

If there are some elements of $G$ which vanish, the reformulation is more
complicated, but still possible. For example, consider the case in which the
$l$th element of $G$ vanishes while none of the others do. In this case the $l$th
column of the matrix in Eq. (3.68) looks like

\[
\begin{bmatrix}
0 \\
\vdots \\
1 \\
\vdots \\
0
\end{bmatrix}
\tag{3.72}
\]

We can thereby eliminate all other elements on the $l$th row without changing
the value of the determinant. Specifically, we define

\[
G'_j = \begin{cases} 
1 & \text{if } j = l \\
G_j & \text{otherwise}
\end{cases}
\tag{3.73}
\]

and

\[
V'_{ij} = \begin{cases} 
0 & \text{if } i = l \text{ or } j = l \\
V_{ij} & \text{otherwise}
\end{cases}
\tag{3.74}
\]

Eq. (3.68) is then equivalent to

\[
\det \left[ \delta_{ij} - V'_{ij} G'_j \right]_{N \times N} = 0
\tag{3.75}
\]
Since there are no elements of $G_j^\prime$ which vanish, and the potential is symmetric,

$$V_{ij}^\prime = V_{ji}^\prime$$  \hspace{1cm} (3.76)

Eq. (3.75) is equivalent to Eq. (3.68) and the symmetric Eq. (3.71) $D = 0$ can be used.

### 3.4.2 Solving for T-Matrix Elements

Following the same line of reasoning as used in searching for pole positions, the computation time for solving the Lippman-Schwinger equation for the $T$-matrix elements can also be dramatically reduced.

The numerical solution of Lippman-Schwinger Eq. starts from Eq. (3.46). In the simplest case, if none of the elements of $G$ is zero, everything is very easy. Eq. (3.46) can be reformulated as

$$(G^{-1} - V)(GT) = V$$  \hspace{1cm} (3.77)

Since $G^{-1} - V$ is a symmetric matrix, we can now solve a symmetric linear system of equations for $GT$ first, which is much faster than to solve a general system. From $GT$ we can easily obtain the value of $T$ since $G$ is a diagonal matrix and its inverse is very quick to calculate on the computer.

If there are some elements of $G$ which vanish, the reformulation is a little more complicated. For example, consider the case in which the last element of $G$ vanishes when none of the others do (if the vanishing one is not the last element, we can always rearrange the order of the column and row to make
it last one without changing the final answer). The linear system looks like

\[
\begin{bmatrix}
1 - vg & 0 \\
-v_r g & 1
\end{bmatrix}
\begin{bmatrix}
t \\
t_c
\end{bmatrix}
= 
\begin{bmatrix}
v & v_c \\
v_r & v_M
\end{bmatrix}
\] (3.78)

Here the matrix $v$ is an $(M - 1) \times (M - 1)$ symmetric matrix, the matrix $g$ is a $(M - 1) \times (M - 1)$ diagonal matrix, the matrix $t$ is a $(M - 1) \times (M - 1)$ matrix, $v_r$ and $t_r$ are $(M - 1) \times 1$ row matrices, $v_c$ and $t_c$ are $(M - 1) \times 1$ column matrices, and $v_M$ and $t_M$ are the lower right corner elements of $V$ and $T$. We now split the system (3.78) into the following:

\[
(1 - vg)t = v \quad (3.79)
\]
\[
(1 - vg)t_c = v_c \quad (3.80)
\]
\[
-v_r g t + t_r = v_r \quad (3.81)
\]
\[
-v_r g t_c + t_M = v_M \quad (3.82)
\]

We can now solve for $t$ and $t_c$ first with symmetric $v$ matrix first (which is also faster), and then come back to solve for $t_r$ and $t_M$ if needed.

If there are more than one elements in $G$ which vanish, we can follow the procedure recursively and finally solve a symmetric system instead of a general system.

### 3.4.3 Timing Benchmark

The computing time saved by this new method are considerable. For instance, for calculating the energy of the kaonic hydrogen $1S$ level, the new method took 1716 seconds of CPU time on a Ridge Turbo computer whereas the old one took 2988 seconds. In both methods, the final result is the same,
(-239.9, 1207.5) eV for shift and width. For the case of calculating T-matrix elements, the direct LU decomposition method took 1214 second on the RISC System/6000 Model-530 to calculate a set of scattering amplitudes while the new method took 493 seconds to give the same results.
Chapter 4

The Fitting Procedure

There are several parameters contained within the CBM description of the $\bar{K}N$ interactions. We determine these parameters by fitting the scattering and other observables predicted by this model to the experimental data. In this thesis work we studied different kinds of data including the $K^-p$ scattering sections [37, 38, 39, 40, 41, 42, 43, 44, 45, 46], the $K^-p$ threshold branching ratios, the $\pi\Sigma$ mass spectrum for $K^-p \rightarrow \pi^+\pi^- (\Sigma^-\pi^+)$, and the $\pi^0\Lambda$ mass spectrum for $K^-p \rightarrow \pi^+\pi^- (\pi^0\Lambda)$. In the rest of this chapter, we will first shown how to compute these experimental observables from the CBM theory. Then, we will introduce the procedures of fitting the model parameters against these data.
4.1 $K^-p$ Scattering Cross Sections

Even at low energy, the $K^-p$ scattering process has many different, coupled final states.

\[
K^-p \rightarrow \begin{cases} 
  K^-p \\
  \bar{K}^0n \\
  \pi^+\Sigma^- \\
  \pi^0\Sigma^0 \\
  \pi^-\Sigma^+ \\
  \pi^0\Lambda 
\end{cases} \tag{4.1}
\]

There are yet other channels, but their branching ratios are so small that we assume we can ignore their coupling without significantly change of the physics.

The low energy $K^-p$ scattering cross sections have been measured for several decades. The most common method of measuring the cross sections are the bubble chamber experiments. For a typical bubble chamber experiment, a beam of antikaons is introduced into a superheated liquid hydrogen chamber. The charged particles (including the $K^-$, $\Sigma$'s from the interaction) cause the liquid hydrogen to boil and forms bubble trails. The particles and accordingly the trails are bent in a magnetic field to assist particle identification. Tens of thousands of photographs of these trails are taken, and the path length of the antikaons are measured. The total cross section is calculated by the formula[38]

\[
I = I_0 e^{-\sigma p x} \tag{4.2}
\]
and

\[ \sigma_i^j = \frac{n_i^j}{l_i} \left( \frac{A}{\rho N_0} \right) \quad (4.3) \]

where \((\rho N_0/A)\) is the number of protons per unit volume, \(l_i\) is the observed 
\(K^-\) path length in the \(i\)th momentum bin, \(n_i^j\) is the number of interactions 
of the \(j\)th event type in the \(i\)th momentum bin, and finally, \(\sigma_i^j\) is the cross 
section for the production of event type \(j\) averaged over momentum bin \(i\).

Experimentally the small angle scattering is excluded since it is dominated 
by the Coulomb interaction. The cutoff angle varies from experiment to 
experiment with 10° a typical value.

Scattering with very low laboratory momentum is not included since the 
length of the final particles' trails are so small as to make them indistinguish-
able from "at rest" events.

We have extended the TRIUMF's CBM \(\bar{K}N\) interaction from \(S\)-wave 
only[35] to the \(S\), \(P\), and \(D\)-wave and analyzed data up to 520 MeV/c. 
Correspondingly we do not have to limit ourself to the very low energy as 
occurring with only \(S\)-wave. This is important since it has been reported 
that even at \(K^-\) lab momenta as low as 150 MeV/c, there are \(P\)-wave 
contributions in the reactions \(K^-p \rightarrow \pi^\pm \Sigma^\mp\)[45]. Also, at \(K^-\) momenta 
around 390 MeV/c, there is a clear signal of \(\Lambda(1520)\) which is a \(D\)-wave 
resonance[37]. The data (either read from tables or off graphs) are from 
references[37, 38, 39, 40, 41, 42, 43, 44, 45, 46] and are plotted in Fig. 5, 
6, 7, 8, 9, and 10. We see from these plot that there are considerable er-
rors, especially at low momenta where the tracks are short and the Coulomb 
correction large. This clearly indicates the need for a statistical fit.
Figure 5. The $K^-p \rightarrow K^-p$ elastic scattering cross sections with incident momentum below 520 MeV/c.
Figure 6. The $K^- p \rightarrow \bar{K}^0 n$ charge exchange scattering cross sections with incident momentum below 520 MeV/c.
Figure 7. The $K^{-}p \rightarrow \pi^{+}\Sigma^{-}$ reaction scattering cross sections with incident momentum below 520 MeV/c.
Figure 8. The $K^- p \rightarrow \pi^- \Sigma^+$ reaction scattering cross sections with incident momentum below 520 MeV/c.
Figure 9. The $K^-p \rightarrow \pi^0\Sigma^0$ reaction scattering cross sections with incident momentum below 520 MeV/c.
Figure 10. The $K^- p \to \Lambda^0 \pi^0$ reaction scattering cross sections with incident momentum below 520 MeV/c.
In Chapter 3, we have already described how we solved the coupled-channel Lippman-Schwinger equation (3.29) for the $T$-matrix elements. The differential cross sections are related to the $T$-matrix elements by

$$
\frac{d\sigma_{\beta\alpha}}{d\Omega} = 16\pi^4\rho_{\beta\rho_{\alpha}} \frac{k'}{k} \sum_{\kappa',\kappa} |T_{\beta\alpha}(k', k)|^2
$$

(4.4)

where the bar over the summation means that it is the sum over final spin states and average over the initial spin states. The $\rho$'s are the "reduced mass" defined in Eq. (3.37). The momentum for incoming channel $\alpha$ and outgoing channel $\beta$ are labeled as $k$ and $k'$. The total cross sections, defined as the integral of differential cross sections over the solid angle, are

$$
\sigma_{\beta\alpha} = \int d\Omega \frac{d\sigma}{d\Omega}
$$

(4.5)

Using the reverse transformation of Eq. (3.32), we have

$$
T_{\beta\alpha}(k', k') = \frac{1}{2\pi^2} \sum_{l} [(l + 1)T_{\beta\alpha}^{l+}(k', k) + lT_{\beta\alpha}^{l-}(k', k)] \delta_{\mu'\mu} P_l(\cos \theta)
$$

$$
+ \frac{1}{2\pi^2} \sum_{l} [T_{\beta\alpha}^{l+}(k', k) - T_{\beta\alpha}^{l-}(k', k)] \langle \mu' | i \sigma \cdot (\hat{k} \times \hat{k}') | \mu \rangle P_l'(\cos \theta).
$$

(4.6)

Substituting the above relation into the total cross sections yields

$$
\sigma_{\beta\alpha} = 16\pi^4\rho_{\beta\rho_{\alpha}} \frac{k'}{k} \sum_{l=0}^{\infty} [(l + 1)\left| T_{\beta\alpha}^{l+}(k', k) \right|^2 + l\left| T_{\beta\alpha}^{l-}(k', k) \right|^2]
$$

(4.7)

In practice, the computation is always carried out in the "charge basis" to permit a direct comparison to data (See Table 5 for the channel assignment). The incoming channel is always $K^-p$, or channel number 1. The outgoing channel varies depending on the reaction measured. For the $K^-p$ elastic
scattering and $K^- p \rightarrow \bar{K}^0 n$ charge exchange reaction, the outgoing channels are 1 and 2:

\[
\sigma(K^- p \leftarrow K^- p) = 16\pi\rho_2^2 \sum_{l=0}^{2} \left[ (l+1) \left| T_{11}^{I+}(k', k) \right|^2 + l \left| T_{11}^{I-}(k', k) \right|^2 \right] (4.8)
\]

\[
\sigma(\bar{K}^0 n \leftarrow K^- p) = 16\pi\rho_1\rho_2 \frac{k'}{k} \sum_{l=0}^{2} \left[ (l+1) \left| T_{21}^{I+}(k', k) \right|^2 + l \left| T_{21}^{I-}(k', k) \right|^2 \right] (4.9)
\]

The $\pi \Sigma$ channels require a few more steps. Even though we solve the Lippman-Schwinger equation (3.34) in the "charge basis", the $T$-matrix elements related to $\pi \Sigma$ channels are always formulated in the isospin basis. To calculate the scattering cross section, we need first to add the amplitudes coherently, and then take the sum of the square of the moduli. With the explicit form of the Clebsch-Gordan coefficients, we have

\[
\sigma(\Sigma^+ \pi^- \leftarrow K^- p)
= 16\pi\rho_3 \rho_1 \frac{k'}{k} \sum_{l=0}^{2} \left[ (l+1) \left| \frac{1}{\sqrt{3}} T_{31}^{I+}(k', k) + \frac{1}{\sqrt{2}} T_{41}^{I+}(k', k) \right|^2 \\
+ l \left| \frac{1}{\sqrt{3}} T_{31}^{I-}(k', k) + \frac{1}{\sqrt{2}} T_{41}^{I-}(k', k) \right|^2 \right] (4.10)
\]

\[
\sigma(\Sigma^0 \pi^0 \leftarrow K^- p)
= 16\pi\rho_3 \rho_1 \frac{k'}{k} \sum_{l=0}^{2} \left[ (l+1) \left| \frac{1}{\sqrt{3}} T_{31}^{I+}(k', k) \right|^2 + l \left| \frac{1}{\sqrt{3}} T_{31}^{I-}(k', k) \right|^2 \right] (4.11)
\]

\[
\sigma(\Sigma^- \pi^+ \leftarrow K^- p)
= 16\pi\rho_3 \rho_1 \frac{k'}{k} \sum_{l=0}^{2} \left[ (l+1) \left| \frac{1}{\sqrt{3}} T_{31}^{I+}(k', k) - \frac{1}{\sqrt{2}} T_{41}^{I+}(k', k) \right|^2 \\
+ l \left| \frac{1}{\sqrt{3}} T_{31}^{I-}(k', k) - \frac{1}{\sqrt{2}} T_{41}^{I-}(k', k) \right|^2 \right] (4.12)
\]
The $\pi^0\Lambda$ T-matrix elements are computed in the charge basis with $\pi^0\Lambda$ being the channel number 5. Accordingly, the cross section for $K^-p \rightarrow \pi^0\Lambda$ is

$$\sigma(\pi^0\Lambda \leftarrow K^-p) = 16\pi\rho_3\rho_1 \frac{k'}{k} \sum_{l=0}^{2} \left[ (l + 1) \left| T_{51}^{l+}(k', k) \right|^2 + l \left| T_{51}^{l-}(k', k) \right|^2 \right]$$

(4.13)

4.2 The $\Lambda(1405)$ Resonance

Strongly coupled to ($\pi\Sigma)^0$ channels and lying about 30 MeV below the $\bar{K}N$ threshold, lies the $\Lambda(1405)$ resonance, an $I = 0$ state of the $S = -1$, and $J^P = \frac{1}{2}^-$[64]. Since $\pi\Sigma$ scattering is not directly accessible to experiment, this resonance can be observed directly only in the ($\pi\Sigma)^0$ system of the final states of production experiments. It was first reported by Alston in the reaction $K^-p \rightarrow \Sigma\pi\pi\pi$ at 1.15 GeV/c[65]. By now this resonance has been seen in many other experiments. Thomas[51] reported a respectable signal for $\Lambda(1405)$ in the reaction $\pi^-p \rightarrow (\Sigma^\pm\pi^\mp)K^0$ at 1.69 GeV/c. However, the cleanest and highest statistics sample of $\Lambda(1405)$ was obtained from the reaction $K^-p \rightarrow \pi^-\pi^+(\pi\Sigma)^0$ at 4.2 GeV/c by Hemingway[52]. In Hemingway's experiment, the $K^-$ beam of 4.2 GeV/c is introduced to the CERN 2m hydrogen bubble chamber and the reactions $K^-p \rightarrow \Sigma^+(1660)\pi^-$, $\Sigma^+(1660) \rightarrow \Lambda(1405)\pi^+$, and $\Lambda(1405) \rightarrow (\pi\Sigma)^0$ are used to isolate the $\Lambda(1405)$ signal. The $\Sigma^+\pi^-$ mass distribution is read off the Fig. 4 of Ref. [52] and plotted in as Fig. 11 in this thesis. Notice that we did not plot the error bar in Fig. 11. In the original paper, only 7 error bars were given for the total of 14 energy bins. Only those data with error bar are used in the
fitting procedure. The rest of data are used for determine the total number of events (therefore the normalization of the theoretical curve).

Although the experimental signal of \( \Lambda(1405) \) is clear, the theoretical interpretation of its nature is not totally clear. Due to its strong coupling to \( \pi \Sigma \) channels and close proximity to the \( \bar{K}N \) threshold, the \( \Lambda(1405) \) resonance dominates the low energy \( \bar{K}N \) system. Over the years, much theoretical works has been done on the description of \( \Lambda(1405) \)[66, 67, 68, 35, 69, 70, 71, 72]. The following are some of the possible interpretations of the nature of the \( \Lambda(1405) \): The \( \Lambda(1405) \) is (a) a three-quark s-channel resonance, (b) a quasi-bound-state of the \( \bar{K}N \) system, (c) some kind combination of case (a) and (b). In this thesis, we follow the method used in Ref. [35]. We let the \( \bar{K}N \) system couple to a three-quark bag with the correct quantum number of \( \Lambda(1405) \), then fit the \( \pi \Sigma \) mass spectrum for \( K^- p \to \Sigma \pi \pi \) at 4.2 GeV/c[52] within the model, and finally use the deduced fit to determine the nature of \( \Lambda(1405) \).

In Chapter 3, we have already described how the bare three-quark state couples to the \( \bar{K}N \) system via the interaction \( v^{(a)}(k' \mu', k \mu) \) (the Feynman diagram is shown in Fig. 4). To calculate the \( \pi \Sigma \) mass spectrum, we use the impulse approximation together with a Watson final-state-interaction model[37, 72] to obtain the necessary matrix elements. There are accordingly a good number of assumptions in this model and a detailed reproduction of the data is not expected.

In the final state interaction model, the relative \( S \)-wave two-particle subsystem of a multi-particle final state is assumed to have the asymptotic wave
Figure 11. Hemingway's data of invariant mass distribution of the $\Sigma^+\pi^-$ system from the reaction $K^-p \rightarrow \Sigma^+\pi^-\pi^+\pi^-$ at 4.2 GeV/c.
function

\[
\psi(r_1, r_2) \propto \exp[iQ \cdot (r_1 + r_2)/2] \phi_s(r) = \exp[iQ \cdot (r_1 + r_2)/2] \sin (kr + \delta) e^{i\delta} \tag{4.14}
\]

where \( r = |r_1 - r_2| \) is the separation of the two particles, \( k \) is the relative momentum of the two particles in their COM system, and \( \delta \) is the scattering phase shift. Inserting this wave function into the impulse approximation matrix element describing the reaction amplitude produces the matrix element

\[
M = \int d^3r_1 d^3r_2 \prod_a d^3r_a F(1,2;a) \psi(r_1, r_2)
\]

\[
= \int d^3r_1 d^3r_2 \prod_a d^3r_a F(1,2;a) \exp[iQ \cdot (r_1 + r_2)/2] \times \left( \frac{\sin kr}{kr} \cos \delta + \frac{\cos kr}{kr} \sin \delta \right) e^{i\delta} \tag{4.15}
\]

where \( a \) includes all degrees of freedom other than particle pair \((1,2)\). The function \( F(1,2;a) \) is a product of initial and final state wave functions for all particles except \((1,2)\).

If the \((1,2)\) interaction range is small relative to the size parameters in the wavefunction product \( F(1,2;a) \), the momentum dependence of the integral \((4.15)\) will be dominated by the second term. This means

\[
M \propto \frac{\sin \delta e^{i\delta}}{k} \tag{4.16}
\]

This should be a good approximation to the \( k \) dependence of the matrix element if a resonance peaks in a narrow range of momentum.

Replacing the slowly-varying integral over \( F \) in the matrix element \((4.15)\) by a constant, the rate of the \( \pi \Sigma \) events, which is proportion to the square
of the matrix element, at energy $E$, is given by

$$\frac{dN}{dE} = C \frac{\sin^2 \delta}{k^2} \rho(k, Q)$$

(4.17)

Here $C$ is a factor independent to the momentum $k$, $\rho(k, Q)$ is the density of final states for particle (1, 2) with total momentum $Q$ and it can be approximated by

$$\rho(k, Q) = kQ$$

(4.18)

Finally then, we have the number of events per unit energy interval as

$$\frac{dN}{dE} \propto \frac{\sin^2 \delta}{k}$$

$$\propto k \sigma_{\pi \Sigma^0 \pi\Sigma^0}$$

(4.19)

$$\propto k \rho_{\pi \Sigma}^2 |T_{33}^{0}(k, k)|^2$$

(4.20)

The overall normalization is not determined since, at best, the model gives the shape of the mass spectrum. In the practice, we fix the overall normalization by setting equal the area under the theoretical mass spectrum curve to the total event number in the experiment.

### 4.3 The $\Sigma(1385)$ Resonance

Discovered by Alston in 1960[73, 74], the $\Sigma(1385)$ is a $P$-wave resonance strongly coupled to the $\pi\Lambda$ channel. Similar to the $\Lambda(1405)$ resonance, the $\Sigma(1385)$ is below the $KN$ threshold, and is best observed in the $\pi\Lambda$ system within the final states of production experiments. Aguilar-Benitez fitted the $\pi^0\Lambda$ mass spectrum for the reaction $K^-p \rightarrow \Lambda\pi^0\pi^+\pi^-$ at 4.2 GeV/c and gave five different fits to the $\Sigma(1385)$ resonance parameters[53]. In this thesis, we
are only interested in the neutral member of the Σ(1385) triplet for the obvious reason that only it is reached by the \( K^- p \) scattering. The experimental \( \pi^0 \Lambda \) mass spectrum for the reaction \( K^- p \rightarrow \Lambda \pi^0 \pi^+ \pi^- \) at 4.2 GeV/c is read off from the Fig. 10 of Ref. [53] and plotted as Fig. 12 in this thesis.

The theoretical calculation of the \( \pi^0 \Lambda \) mass spectrum is similar to the \( \pi \Sigma \) mass spectrum of the \( \Lambda(1405) \) resonance. We use again the Watson's final state interaction theorem. For the case of \( P \)-wave resonance, Eq. (4.16) becomes[37]

\[
M \propto \frac{\sin \delta_l e^{i \delta_l}}{k^{l+1}}
\]

(4.21)

where \( l = 1 \) for a \( P \)-wave resonance. The rate of production for \( \pi^0 \Lambda \) events now is

\[
\frac{dN}{dE} = C \frac{\sin^2 \delta_l}{k^{2(l+1)}} \rho(k, Q)
\]

(4.22)

Replacing the density of states by \( kQ \) and letting \( l = 1 \), we obtain

\[
\frac{dN}{dE} \propto \frac{\sin^2 \delta_1}{k^3}
\]

\[
\propto \frac{\sigma_{\pi^+ \pi^- \rightarrow \pi^0 \Lambda}}{k}
\]

\[
\propto \frac{\rho_{\pi^0 \Lambda}}{k^2} |T_{55}^{1+}(k, k)|^2
\]

(4.23)

(4.24)

One problem using the data from Ref. [53] is the large background. In the reference, the authors fitted the data with a polynomial background term and a resonance term, but they did not give the parameters of the background. We assumed a polynomial background as

\[
f_{bk}(M) = a_0 + a_1 \left( \frac{M}{M_0} \right) + a_2 \left( \frac{M}{M_0} \right)^2
\]

(4.25)
Figure 12. Aguilar-Benitez's data of invariant mass distribution of the $\pi^0\Lambda$ system from the reaction $K^-p \rightarrow \Lambda\pi^0\pi^+\pi^-$ at 4.2 GeV/c. The solid line is our polynomial fit to the background.
where $M_0$ is the mass of the resonance. To determine the background, a Breit-Wigner resonance form is added to it and the whole sum is used to fit the mass spectrum.

$$\frac{dN}{dM} = f_{bk}(M) + \frac{bM_0^2 \Gamma_0^2}{(M - M_0)^2 + M_0^2 \Gamma_0^2}$$ (4.26)

The mass and width of this Breit-Wigner form is given by the best fit of Ref. [53] with $M = 1384.1$ MeV and $\Gamma = 34.8$ MeV. The parameters are

$$a_0 = -7754.73$$
$$a_1 = 15303.0$$
$$a_2 = -7402.42$$
$$b = 158.648$$

The background is subtracted from the original data and the output is used as the pure $\pi^0\Lambda$ spectrum for our final fitting program.

4.4 The $K^{-}p$ Threshold Branching Ratios

Even at the zero momentum, the $K^{-}p$ system is strongly coupled to the open channels, $\Sigma^{\pm,0}\pi^{\mp,0}$, $\pi^0\Lambda$, and $K^{-}p$ itself. The threshold decay branching ratios of the $K^{-}p$ atom are defined as

$$\gamma = \frac{\text{rate}(K^{-}p \to \Sigma^{-}\pi^+)}{\text{rate}(K^{-}p \to \Sigma^{+}\pi^-)}$$ (4.27)
$$R_c = \frac{\text{rate}(K^{-}p \to \text{charged particles})}{\text{rate}(K^{-}p \to \text{all final states})}$$ (4.28)
$$R_n = \frac{\text{rate}(K^{-}p \to \pi^0\Lambda)}{\text{rate}(K^{-}p \to \text{all neutral states})}$$ (4.29)
Table 8. The $K^{-}p$ zero momentum branching ratio data.

These branching ratios have been reported by different groups [47, 48, 49, 50]. Some of the data are tabulated in Table 8.

Numerically, it is not possible to calculate the decay rate of the $K^{-}p$ system at zero energy. The method we used is to calculate the $K^{-}p$ scattering cross section at very low energies $E$ to find a set of branching ratio at finite energies. And then decreasing the absolute value of $E$ until the the branching ratios stabilized on their limit, which is used as the theoretical values of the branching ratios.

The threshold branching ratios are very sensitive to the method for including isospin symmetry breaking. In our CBM, we assume isospin is good and only break it by using physical masses for the antikaons and nucleons at calculation stage. We thus do not expect our model to give the branching ratio close to the experimental data.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma$</th>
<th>$R_c$</th>
<th>$R_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humphrey</td>
<td></td>
<td>0.655 ± 0.011</td>
<td>0.186 ± 0.017</td>
</tr>
<tr>
<td>Tovee</td>
<td>2.34 ± 0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nowak</td>
<td>2.35 ± 0.07</td>
<td>0.664 ± 0.011</td>
<td></td>
</tr>
<tr>
<td>Goossens</td>
<td></td>
<td></td>
<td>0.206 ± 0.015</td>
</tr>
</tbody>
</table>
4.5 Fitting The Experimental Data

Earlier in this chapter, we discussed the experiments which studied the low energy $\bar{K}N$ interactions and how we would calculate these physical observables measured in the experiments. In this thesis, we tested how well the CBM could reproduce these data by actually searching for the best fit to the data.

There are four groups of experimental data included in our fitting. The first is $K^-p$ scattering cross sections up to 520 MeV/c of $K^-$ laboratory momentum, including elastic scattering, charge exchange, and reactions to $\pi\Sigma$, $\pi\Lambda$ channels [37, 45, 46, 41, 42, 43, 44, 38, 40]. This group contributes the largest number of data points to the fit.

The second data group is the $\Sigma^+\pi^-$ mass spectrum for the reaction $K^-p \to \Sigma^+\pi^-\pi^+\pi^-$ at 4.2 GeV/c[52]. These are the data which signal the existence of $\Lambda^*(1405)$.

The third group is the zero-energy decay branching ratios of the $K^-p$ atom[47, 49, 50]. And the last group of data is the mass spectrum of $\pi^0\Lambda$ in the reaction $K^-p \to \Lambda\pi^0\pi^+\pi^-[53]$. These data indicate the $\Sigma^0(1385)$ resonance.

There are 7 different independent parameters in the CBM. They are the radius of the bag $R$, the bare masses of the 3 resonances, $m_{\Lambda}^*$ for $\Lambda(\frac{1}{2}^-)$, $m_{\Sigma}^*$ for $\Sigma(\frac{3}{2}^+)$, and $m_{\Lambda}^*$ for $\Lambda(\frac{3}{2}^-)$, and finally, the 3 coupling constants, $f_{I=0}$ for all isospin 0 channels, $f_{I=1}^k$ for all isospin 1 channels with kaons, and $f_{I=1}^\pi$ for isospin 1 channels with pions. It is quite a challenge to fit all these data well with only 7 parameters. The goodness of the fitting is a measure of how
Table 9. A list of different data type and number of data points in each of them.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Number of Data Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scattering</td>
<td>300</td>
</tr>
<tr>
<td>(\pi\Sigma) Spectrum</td>
<td>7</td>
</tr>
<tr>
<td>Branching Ratios</td>
<td>3</td>
</tr>
<tr>
<td>(\pi\Lambda) Spectrum</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 9. A list of different data type and number of data points in each of them.

good we understand the \(\bar{K}N\) interaction and the CBM. Since we must solve coupled integral equation to calculate observables, it is also numerically very intensive to run these fit on a computer.

The chi-square is defined as

\[
\chi^2 = \sum_g \sum_i \left( \frac{f_{g,i}^{th} - f_{g,i}^{exp}}{\sigma_{g,i}} \right)^2
\]

where \(g\) is the index for different data groups, \(f_{g,i}^{exp}\) is the experimental value of \(i\)th point in data group \(g\), \(\sigma_{g,i}\) is the experimental error of this observable, and \(f_{g,i}^{th}\) is the corresponding theoretical calculation of this observable from the CBM. We minimize the \(\chi^2\) by searching in a multidimensional parameter hyperspace using the ‘snls1’ subroutine of the Core Math Library (CMLIB) from National Institute of Standards and Technology.

Because of the large difference between the number of data points of different type of data, (7 points for \(\pi\Sigma\) mass spectrum and 300 points for \(K^{-}p\) scattering data), and apparent inconsistency in the estimates of error
of different groups, we often find one type of data overwhelmed by others. To give a fair chance to different data types, we did some variations to the standard $\chi^2$ fit. Basically, we manual adjusted the weight factors for various data groups and then repeated the chi-square minimization. The new chi-square, we call it $\chi^2_v$ is defined as

$$\chi^2_v = \sum_g \sum_i \left( \frac{f_{th,g,i} - f_{exp,g,i}}{w_g \sigma_{g,i}} \right)^2$$

We can see that Eq. (4.30) is a special case of Eq. (4.31) with all $w_g = 1$.

### 4.5.1 Fit 1

First, we fit the low energy $K^-p$ scattering cross sections with only the $S$-wave CBM. By “low energy”, we mean the laboratory momentum for scattering below 250 MeV/c. This set of data has been used by most other groups in their study of the $S$-wave $K^-p$ interactions. The center-of-momentum energies of the scattering system range from the $K^-p$ threshold of 1432 MeV up to 1470 MeV. This set of data should not have much influence on the resonances such as $\Lambda^*(1405)$, $\Lambda^*(1520)$, and $\Sigma^*(1385)$. The parameters from this fit is listed in Table 11. The theoretical calculation of the different scattering cross sections and mass spectra are shown in Figures 13-19, and the branching ratios are listed in Table 10.

### 4.5.2 Fit 2

This is a straight $\chi^2$ fit to the low energy scattering data and the $\pi \Sigma$ mass spectrum data of $K^-p \rightarrow \Sigma \pi \pi[52]$, all within the $S$-wave only Cloudy Bag
Figure 13. The $K^−p \rightarrow K^−p$ elastic scattering cross sections calculated by the CBM with the parameter sets from the low energy fits.
Figure 14. The $K^-p \rightarrow \bar{K}^0 n$ charge exchange cross sections calculated by the CBM with the parameter sets from the low energy fits.
Figure 15. The $K^- p \rightarrow \pi^+ \Sigma^-$ reaction cross sections calculated by the CBM with the parameter sets from the low energy fits.
Figure 16. The $K^- p \rightarrow \pi^- \Sigma^+$ reaction cross sections calculated by the CBM with the parameter sets from the low energy fits.
Figure 17. The $K^- p \rightarrow \Sigma^0 \pi^0$ reaction cross sections calculated by the CBM with the parameter sets from the low energy fits.
Figure 18. The $K^- p \rightarrow \Lambda^0 \pi^0$ reaction cross sections calculated by the CBM with the parameter sets from the low energy fits.
Figure 19. The $\pi\Sigma$ mass spectrum calculated by the CBM with parameter sets from the low energy fits. The histogram is Hemingway's data.
Table 10. The $K^{-}p$ threshold branching ratios calculated by the CBM with different parameter sets.

Model. These are basically the same data used by the TRIUMF group[35]. The parameters of this fit, however, are different from the ones listed in the reference. This is no surprise because the numerical fitting procedures are not the same. And the experiment data used in two fits are not necessarily the same either. The parameters from this fit are listed in Table 11. The theoretical calculation of the different scattering cross sections and mass spectra are shown in Figures 13-19, and the branching ratios are listed in Table 10.

4.5.3 Fit 3

The major extension of this thesis beyond the TRIUMF's CBM is the $P$- and $D$-wave interactions. With the $S$-, $P$-, and $D$-wave interactions, it is possible for us to include the scattering cross sections with higher incident momentum and the $\Sigma(1385)$ resonance data. In this fit we include all of the four data groups (scattering cross sections, branching ratios, $\pi\Sigma$ mass...
spectrum, and $\pi \Lambda$ mass spectrum) and run a straight $\chi^2$ fit. The parameters are listed in Table 11, the theoretical curves are shown in Figures 20-27, and the branching ratios from this set of parameter are listed Table 10.

4.5.4 Fit 4

As we mentioned at the beginning of this chapter, due to the large difference of the number of data points in different data group, it is often to see one type of data overwhelmed by others if we simply do the standard $\chi^2$ fit. To give a fair chance to all the data, we designed a fit with manually adjustable weighted $\chi^2$ (4.31). After adjusting the weight manually and examining dozens of fitting results, we picked the one we thought to be the best representing all the experimental constraints. The weight factors are

\[
\begin{align*}
\omega_{\text{scattering}} &= 6 \\
\omega_{\pi \Sigma} &= 1 \\
\omega_{\text{branching ratio}} &= \infty \\
\omega_{\pi \Lambda} &= 6
\end{align*}
\]

We do not include the branching ratio data. This model does not produce reasonable branching ratio value for the reason we mentioned previously.
Figure 20. The $K^- p \rightarrow K^- p$ elastic scattering cross sections calculated by
the CBM with the parameter sets from fitting all of the data.
Figure 21. The $K^-p \rightarrow \bar{K}^0n$ charge exchange cross sections calculated by the CBM with the parameter sets from fitting all of the data.
Figure 22. The $K^- p \rightarrow \pi^+ \Sigma^-$ reaction cross sections calculated by the CBM with the parameter sets from fitting all of the data.
Figure 23. The $K^-p \rightarrow \pi^-\Sigma^+$ reaction cross sections calculated by the CBM with the parameter sets from fitting all of the data.
Figure 24. The $K^- p \rightarrow \Sigma^0 \pi^0$ reaction cross sections calculated by the CBM with the parameter sets from fitting all of the data.
Figure 25. The $K^-p \rightarrow \Lambda^0\pi^0$ reaction cross sections calculated by the CBM with the parameter sets from fitting all of the data.
Figure 26. The $\pi\Sigma$ mass spectrum calculated by the CBM with parameter sets from fitting all of the data.
Figure 27. The $\pi\Lambda$ mass spectrum calculated by the CBM with the parameters from fitting all of data. The "data" points shown in the plot is Aguilar-Benitez's data after background subtraction.
<table>
<thead>
<tr>
<th></th>
<th>( R )</th>
<th>( M^*_r )</th>
<th>( M^*_p )</th>
<th>( M^*_d )</th>
<th>( f_I=0 )</th>
<th>( f_I=1 )</th>
<th>( f^*_I=1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRIUMF (A)</td>
<td>1.00</td>
<td>1630</td>
<td>N/A</td>
<td>N/A</td>
<td>120</td>
<td>100</td>
<td>110</td>
</tr>
<tr>
<td>Fit 1</td>
<td>1.29</td>
<td>1554</td>
<td>N/A</td>
<td>N/A</td>
<td>87</td>
<td>80</td>
<td>75</td>
</tr>
<tr>
<td>Fit 2</td>
<td>0.95</td>
<td>1588</td>
<td>N/A</td>
<td>N/A</td>
<td>126</td>
<td>82</td>
<td>146</td>
</tr>
<tr>
<td>Fit 3</td>
<td>1.23</td>
<td>1577</td>
<td>1421</td>
<td>1558</td>
<td>96</td>
<td>100</td>
<td>79</td>
</tr>
<tr>
<td>Fit 4</td>
<td>1.32</td>
<td>1542</td>
<td>1417</td>
<td>1546</td>
<td>103</td>
<td>96</td>
<td>78</td>
</tr>
</tbody>
</table>

Table 11. Final parameters of different fits. The radius \( R \) is in fm. Others parameters are in MeV.
Chapter 5

Applications of the Cloudy Bag Model

5.1 The $T$-matrix Elements on the Complex Energy Plane

In Chapter 4, we have shown the numerical methods used for solving the coupled-channel Lippmann-Schwinger Equation (3.29) for $T$-matrix elements. We study the detail of CBM $T$-matrix behavior in this section. The $I = 0, S$-wave $KN$ $T$-matrix elements of 4 different fits are plotted in Fig. 28 and Fig. 29.

Fit 1 fits only low energy $K^-p$ scattering cross sections. It does not match the $\pi\Sigma$ mass spectrum at all. We do not expect it having any resonance structure in the $I = 0, S$-wave channels. The real part of its $T$-matrix element changes sign once at near above the $\pi\Sigma$ threshold and once at near below the $\bar{K}N$ threshold. The imaginary part shows a sharp peak near the $\pi\Sigma$ threshold and a big 'shoulder'. The big 'shoulder' peaks slightly at some place between 1400 MeV and the $\bar{K}N$ threshold. It does not show any sign of having a resonance at 1405 MeV. However, from Fig. 30, the 3D plot of the
Figure 28. The $\bar{K}N$ $S_{01}$ T-matrix elements of low energy fits. The TRIUMF's T-matrix elements are shown for comparison. The arrows show the $\pi\Sigma$ and $\bar{K}N$ thresholds.
Figure 29. The $\bar{K}N S_{01}$ $T$-matrix elements of full fits. The TRIUMF's $T$-matrix elements are shown for comparison. The arrows show the $\pi\Sigma$ and $\bar{K}N$ thresholds.
$T$-matrix elements on the complex plane, it shows that there are two poles of the $T$-matrix elements. One is very close to the $\pi \Sigma$ threshold and the other is very near $\bar{K}N$ threshold (the search routine shows that the position is above the threshold). The first pole causes the rapid change of the $T$-matrix elements near $\pi \Sigma$ threshold. But the second pole is too far away from the real energy axis and too weak to cause a big peak on the real energy axis. It, however, causes the sign change of the real part $T$-matrix elements below $\bar{K}N$ threshold.

Fit 2 fits low energy scattering and the $\pi \Sigma$ mass spectrum. Just as we mentioned in Chapter 4, it behaves very much like TRIUMF's fit. The real part changes sign below $\bar{K}N$ threshold and the imaginary part peaks (with an asymmetric shape) at the same position. The 3D plot (Fig. 31) shows that it also has a pole above $\bar{K}N$ threshold.

Fit 3 fits all the data. But due to the large number of scattering and $\pi \Lambda$ data points, the constraint of $\pi \Sigma$ mass spectrum is not very significant. Actually, the fit does not give a good mass spectrum shape, as we saw in Chapter 4. The real part of the $T$-matrix elements also changes sign below $\bar{K}N$ threshold. But, the imaginary part shows two broad, asymmetric peaks, one below $\bar{K}N$ threshold and the other above the $\pi \Sigma$ threshold. The 3D plot (Fig. 32) shows that there are two poles on the complex energy plane. One near $\bar{K}N$ threshold and the other near $\pi \Sigma$ threshold. Both of them are very close to the real energy axis.

Fit 4 is our "best" fit of the new CBM. It gives good scattering cross sections, good $\pi \Sigma$ mass spectrum, and good $\pi \Lambda$ mass spectrum. The shape of the $T$-matrix curves on the real energy axis are very similar to the one of
Figure 30. The $\bar{K}N S_{01}$ $T$-matrix elements of fit 1 on complex energy plane.
Figure 31. The $\bar{K}N S_{01}$ $T$-matrix elements of fit 2 on complex energy plane.
Figure 32. The $\bar{K}N S_{01}$ $T$-matrix elements of fit 3 on complex energy plane.
fit 2 and the one of TRIUMF's. The magnitude are about 30% larger. But since we only calculate the shape of \( \pi \Sigma \) mass spectrum, not the magnitude, this fit is also very good on the \( \pi \Sigma \) mass spectrum.

There are other resonances in the coupled \( \bar{K}N, \pi \Sigma, \) and \( \pi \Lambda \) system. The \( \Sigma(1385) \) is in the channel \( I = 1, L = 1, J = 3/2 \) and the \( \Lambda(1520) \) is in the channel \( I = 0, L = 2, J = 3/2 \). The plots of \( T \)-matrix elements of these channels (Fig. 34 and Fig. 35) show clearly the resonance shape at the energies we expected.

5.2 The Pole Positions in the CBM

In the energy range from 1300 to 1550 MeV, the \( \bar{K}N \) system couples to several resonances, including \( \Lambda(1405) \) in \( S \), \( \Sigma(1385) \) in \( P_{3/2} \), and \( \Lambda(1520) \) in \( D_{3/2} \). In this thesis, we extended the original \( \bar{K}N \) CBM interaction from \( S \)-wave to \( P \) - and \( D \)-wave. In this section, we apply the extended Cloudy Bag Model to explore the classic question of the relation between the properties of a resonance and the poles of the corresponding \( T \)-matrix\^[75, 76]. Experimentally, physics is conducted along the real energy axis, and it is there that a resonance produces a characteristic signature in \( T \). Conventionally, (for theory), physical values of energy are those obtained by approaching the real axis of the first (physical) energy sheet from above, with bound state and resonance poles appearing as poles of \( T \) off the positive energy axis\^[75, 76]. Convention and experiment concur that a pole in \( T \) on the second (unphysical) energy sheet near the real positive axis produces a narrow resonance along the positive real axis. And from a theoretical point of view, one of
Figure 33. The $\bar{K}N S_{01}$ T-matrix elements of fit 4 on complex energy plane.
\[ f^{\pi\Lambda \rightarrow \pi\Lambda} [L=1, J=3/2] \]

Figure 34. The \( P_{13} \pi\Lambda \) T-matrix elements of fit 4.
\[ f_{\bar{K}N \rightarrow \bar{K}N} [I=0, L=2, J=3/2] \]

**Figure 35.** The \( D_{03} \bar{K}N \) T-matrix elements of fit 4.
the best ways to characterize a model of $\bar{K}N$ scattering is by knowing the singularities, poles, and branch cuts of $T$ in the complex energy plane. As a matter of convention[75, 76], we consider poles of $T$ to be either resonant poles (on the second energy sheet) or bound state poles (on the first energy sheet)—even if they are not near the real energy axis. The conditions for which a pole on the second energy sheet may actually cause a resonance depend on a number of factors, such as the existence and proximity of other poles, different channel openings, etc. Nevertheless, we search for poles even far from the real energy axis in an effort to understand better the sometimes puzzling behavior of $T$ along the real axis.

In Chapter 3, we already studied the numerical methods for searching the pole positions. In this case, it is nuclear interactions only (the CBM interactions). The pole positions are determined by

$$\det(1 - VG) = 0$$

(5.1)

with $V$ being the CBM potential.

### 5.2.1 $S_{1/2}$ Resonances

In the $S_{1/2}$ channel, the $\bar{K}N$ system couples to the $\Lambda(1405) \ J = 0$ resonance. The plots of $T$-matrix elements on the complex plane in last section clearly shows there are poles in this channel. However, there are two poles in this channel, the position of both poles are listed in Table 12. As a comparison, we list the resonance parameters deduced from real axis $T$-matrix behavior. Results from other models are also listed as a comparison.
<table>
<thead>
<tr>
<th>Parameter set</th>
<th>$(E_r, E_i)$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit 1</td>
<td>$(+2, -27)$</td>
</tr>
<tr>
<td>Fit 1</td>
<td>$(-104, -0.6 \times 10^{-4})$</td>
</tr>
<tr>
<td>Fit 2</td>
<td>$(+17, -31)$</td>
</tr>
<tr>
<td>Fit 2</td>
<td>$(-80, -76)$</td>
</tr>
<tr>
<td>Fit 3</td>
<td>$(+5, -21)$</td>
</tr>
<tr>
<td>Fit 3</td>
<td>$(-129, -4)$</td>
</tr>
<tr>
<td>Fit 4</td>
<td>$(1.2, -13)$</td>
</tr>
<tr>
<td>Fit 4</td>
<td>$(-114, -74)$</td>
</tr>
<tr>
<td>TRIUMF (A)</td>
<td>$(+13, -12)$</td>
</tr>
<tr>
<td>TRIUMF (A)</td>
<td>$(-95, -76)$</td>
</tr>
<tr>
<td>r1[77]</td>
<td>$(-58, -32)$</td>
</tr>
<tr>
<td>nr1[77]</td>
<td>$(-8, -14)$</td>
</tr>
<tr>
<td>AHW[68]</td>
<td>$(-14, -25)$</td>
</tr>
</tbody>
</table>

Table 12. The S-wave resonance pole positions in complex energy plane.

The numerical uncertainty is approximately ±2 MeV.
Table 13. The \( P_{3/2} \) resonance pole positions in complex energy plane. The energy given in the table is relative to the \( KN \) threshold which is at 1435 MeV.

### 5.2.2 \( P_{3/2} \) Resonance

The \( \Sigma(1385) \) is a \( P_{3/2} \) resonance. The positions of the pole is listed in Table 13. The published result of mass and width for \( \Sigma^0(1385) \) is \((1383.7 \pm 1.0, 36 \pm 5) \) MeV[64].

### 5.2.3 \( D_{3/2} \) Resonance

The \( \Lambda(1520) \) is a \( D_{3/2} \) resonance. The pole positions are listed in the Table 14. The published result of the resonance mass and width is \((1519.5 \pm 1.0, 15.6 \pm 1.0) \) MeV[64].

### 5.3 Kaonic Hydrogen

With its negative charge and heavy mass, the \( K^- \) can slip inside of the electron orbit in a ordinary hydrogen and form a "kaonic hydrogen" with the Coulomb interaction between the negative charged \( K^- \) and the positive charged proton. A hydrogen-like atom can be described semi-classically by
Table 14. The $D_{3/2}$ resonance pole positions in complex energy plane. The energy is the relative to the $KN$ threshold which is at 1435 MeV.

the Bohr model and its Bohr radius are

$$R_n = \frac{n^2}{me^2}$$

(5.2)

where $m$ is the reduced mass and $n$ is the principle quantum number of the state. The mass of the $K^-$ (493.646 MeV) is about 1000 times the mass of the electron and the reduced mass of the kaonic hydrogen is about 650 times the reduced mass of the ordinary hydrogen. From Eq. (5.2), the Bohr radius of the kaonic hydrogen is about 650 times smaller than the hydrogen for the same principle quantum number. For the 1s level, the Bohr radius of the kaonic hydrogen is about 83 fm. At such a short range, the strong interaction causes a significant shift to the energy level from its value of the Bohr energy level. Also the coupling to other channels gives the energy level a significant width. However, the shift and width of the 2p level is negligible because the Bohr radius of the level is too large for the strong interaction to have a significant effect to this state. Therefore, the shift and width of the 1s level can be effectively measured by measuring the X-ray emitted from the kaonic hydrogen transition from 2p to 1s level.

Experimentally, antikaons from the beam are stopped in the liquid hy-
drogen and the X-ray lines from kaonic hydrogen atoms are identified. The results of the shift and width measured by three different groups[78, 79, 80] are shown in Fig. 36.

Theoretically, the Coulomb plus nuclear bound state problem is solved for different parameter sets. With the bound state energy (relative to $\bar{K}N$ threshold) as $(E_R, E_I)$, the shift and width are defined as

$$\epsilon = -E_R - E_B$$  \hspace{1cm} (5.3)

$$\Gamma = -2E_I$$  \hspace{1cm} (5.4)

where $E_B$ is the Bohr energy for the kaonic hydrogen with pure Coulomb interaction. The shift and width are plot in Fig 36 alone with experimental data.

We note that in all cases the calculated shift $\epsilon$ is toward the less bound (negative) while the experimental shifts are toward the more bound (positive).
Figure 36. The experimental values and theoretical prediction of the CBM of the 1s kaonic hydrogen shifts and widths.
6.1 Summary

We have extended the Cloudy quark Bag Model (CBM) from S- to S-D-waves for the coupled ($\bar{K}N$, $\pi\Sigma$, $\pi\Lambda$) system. The parameters of this extended CBM are determined by fitting to the $K^-p$ scattering cross section (6 different channels of a total of 300 data points), the $\pi\Sigma$ mass spectrum from the $K^-p \rightarrow \Sigma\pi\pi\pi$ reaction (7 data points), the $K^-p$ threshold branching ratio (3 data points), and the $\pi\Lambda$ mass spectrum from the $K^-p \rightarrow \Lambda\pi\pi\pi$ reaction (200 data points). Four sets of CBM parameters are obtained by fitting different combinations of data. The low-energy fits, 1 and 2, show a small $\chi^2$ per degree of freedom (1.5 for fit 1 and 2.0 for fit 2). Actually, if we compare our fit 2 (Fig. 13 and Fig. 14) to Schnick's potential model[81], (Fig. 37) we can see they are equally good at momenta less than 250 MeV/c. This is because the error bars of the scattering data are very large at low energy. The data are derived from the photographic pictures of the particle trails of bubble chamber experiments, and at low momenta, the trails are very short,
order of millimeters, and are very hard to measure accurately. While tens of thousands of photographs are analyzed but only hundreds of events are used to determine the cross sections.

The overall quality of the fit differs when higher momentum scattering data are included. Fit 3, which include higher energy scattering data as well as all other data, shows a large $\chi^2$ per degree of freedom. Mixing the low and higher momenta data together tends to make the higher momenta data dominate the fit. This is because at higher energy, the $\Lambda(1520)$ resonance data are very well determined, in fact the error bars look tiny compared to low energy ones. Other data ($\pi\Sigma$ mass spectrum, branching ratio) are overwhelmed by them as well. A weighted $\chi^2_v$ fit (4) is designed to give a more balanced fit by giving less emphasis to the $\Lambda(1520)$ data.

As described in the thesis, our model was not constructed to provide an accurate description of isospin-breaking effects. Therefore it is not surprising to see it fail to produce the $K-p$ threshold branching ratio. In fact, in fit 4, which we considered to be our best fit, was not fit to branching ratio data at all. And yet even when the branching ratio data are included in the fit 3, it does not have much influence on the fit due to the large number and small error of scattering data. From our experience with a weighted $\chi^2_v$ fit, the fit to the scattering data turns out bad if we try to increase the importance of the branching ratio.

We have used the extended CBM to study resonances to which the $KN$ system couple, specifically, the $\Lambda(1405)$, $\Sigma(1385)$ and $\Lambda(1520)$. In fit 4's description of the $\Lambda(1405)$, the scattering amplitudes show an asymmetric peak in the imaginary part and a sign change in the real part between 1400
Figure 37. Scattering cross sections of Schnick's potential model.
MeV and the $\bar{K}N$ threshold 1435 MeV. However, the position of the pole in the complex energy plane found by the search routine is above the $\bar{K}N$ threshold. The asymmetry peak and sign change are a consequence of the interference between the pole and the threshold itself. This is a unique feature of the coupled-channel system.

For the other two resonances, $\Sigma(1395)$ and $\Lambda(1520)$, the scattering amplitudes show standard resonance shape. The poles in these cases are at the locations consistent with the energies deduced from the study of the $T$-matrices.

The kaonic hydrogen shift and width calculation are consistent with those found by others. While all the experiment shows the shift towards more bound, $\epsilon > 0$, all conventional theoretical calculations show shift towards the less bound, $\epsilon < 0$. The accepted view now is that experiment might well be in error.

### 6.2 Future Directions

To obtain better understanding of the low energy $\bar{K}N$ system, more high quality data are needed. Perhaps the commissioning of the KAON accelerator will provide more experimental results in near future. Also, a definitive X-ray experiment of kaonic hydrogen transition would go a long way in supporting or ruling out the CBM prediction. On the other hand, it is important to investigate how to incorporate isospin symmetry breaking effect in to the CBM. It may be the last piece of the puzzle of the branching ratio and the kaonic hydrogen.
Another direction is to apply this extended CBM in the nuclear environment, that is, to study the $K^- - A$ system. Since the nuclear environment tests the off-energy shell (small $r$) part of the $T$-matrix, this would be a valuable adjoint to the present work.
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Appendices
Appendix A

The Quark Wave Functions of the MIT Bag Model

For a static spherical MIT bag with radius $R$, the massless quark wave function is governed by the Dirac equation inside the bag

$$i \partial q(x) = 0 \quad r < R,$$

(A.1)

and the linear boundary condition

$$i \not{n} q(x) = q(x) \quad r = R,$$

(A.2)

where $\not{n} = -\gamma \cdot \hat{r}$.

The Dirac equation (A.1) can be rearranged as

$$i \partial_t q = H q$$

(A.3)

where the Hamiltonian $H$ is defined as

$$H = \alpha \cdot p = -i\alpha \cdot \nabla$$

(A.4)
and the $4 \times 4$ matrices $\alpha$ are defined as

$$\alpha = \begin{pmatrix} 0 & \sigma \\ \sigma & 0 \end{pmatrix} \quad \text{(A.5)}$$

with $\sigma$ as the Pauli matrices.

The total angular momentum $J$ is defined as the sum of the orbital angular momentum $I$ and the spin $\Sigma/2$

$$J = I + \frac{\Sigma}{2} \quad \text{(A.6)}$$

where $\Sigma$ is defined as

$$\Sigma = \begin{pmatrix} \sigma & 0 \\ 0 & \sigma \end{pmatrix} \quad \text{(A.7)}$$

The total angular momentum $J$ is conserved because it commutes with the Hamiltonian $H$

$$[J, H] = [I + \Sigma/2, H] = [r \times p + \Sigma/2, \alpha \cdot p] = i\alpha \times p - i\alpha \times p = 0 \quad \text{(A.8)}$$

If we define the operator $K$ as

$$K = \beta(\Sigma \cdot I + 1) \quad \text{(A.9)}$$

we find that it commutes with both $H$, and $J$.

$$[K, H] = [\beta \Sigma \cdot I, \alpha \cdot p] + [\beta, \alpha \cdot p] = -2\beta\alpha \cdot p + 2\beta\alpha \cdot p = 0 \quad \text{(A.10)}$$
and similarly

\[ [K, J] = 0 \]  \hspace{1cm} (A.11)

Notice that we have the relation

\[ K^2 = (\Sigma \cdot l + 1)^2 = l^2 + \Sigma \cdot l + 1 = J^2 + \frac{1}{4} \]  \hspace{1cm} (A.12)

So the eigenvalue of \( K \) is related to eigenvalue of \( J \) by the relation

\[ \kappa^2 = J(J + 1) + \frac{1}{4} = \left( J + \frac{1}{2} \right)^2 \]  \hspace{1cm} (A.13)

or

\[ \kappa = \pm \left( J + \frac{1}{2} \right) \]  \hspace{1cm} (A.14)

With all these help, we can now solve the Dirac equation for the eigenstate of \( H, J^2, J_z \) and \( K \). In spherical coordinates, we have

\[ (\alpha \cdot r)(\alpha \cdot \mathbf{p}) = -ir \frac{\partial}{\partial r} + i\Sigma \cdot l = -ir \frac{\partial}{\partial r} + i(\beta K - 1) \]  \hspace{1cm} (A.15)

and

\[ (\alpha \cdot r)(\alpha \cdot r)(\alpha \cdot \mathbf{p}) = r^2(\alpha \cdot \mathbf{p}) \]  \hspace{1cm} (A.16)

So we get the identity

\[ (\alpha \cdot \mathbf{p}) = -i(\alpha \cdot \hat{r})\partial_r + \frac{i}{r}(\alpha \cdot \hat{r})(\beta K - 1) \]  \hspace{1cm} (A.17)

Notice that \( \alpha = \gamma_5 \Sigma \), then for a stationary solution \( q \), we can write the Dirac equation (A.3) as

\[ Hq = -i\gamma_5(\Sigma \cdot \hat{r}) \left( \frac{\partial}{\partial r} + \frac{1}{r} - \frac{\beta K}{r} \right) q = Eq \]  \hspace{1cm} (A.18)
and \( q \) is also eigenfunction of \( J^2 \), \( J_z \) and \( K \), as we mentioned before.

\[
\begin{align*}
J^2 q^M_J &= J(J + 1)q^M_J \\ J_z q^M_J &= Mq^M_J \\ K q^M_J &= -\kappa q^M_J
\end{align*}
\]

For the convenience, we write \( q \) as

\[
q^M_J = \begin{pmatrix} \phi^{M,\kappa}_{J,U} \\ \phi^{M,\kappa}_{J,L} \end{pmatrix}
\]

where \( \phi^{M,\kappa}_{J,U} \) and \( \phi^{M,\kappa}_{J,L} \) are Pauli spinors with total angular momentum \( jm \), and

\[
\begin{align*}
(\sigma \cdot 1 + 1)\phi^{M,\kappa}_{J,U} &= -\kappa \phi^{M,\kappa}_{J,U} \\ (\sigma \cdot 1 + 1)\phi^{M,\kappa}_{J,L} &= \kappa \phi^{M,\kappa}_{J,L}
\end{align*}
\]

We know that the spin-angle functions \( \mathcal{Y}^M_{IJ} \) has the property

\[
(\sigma \cdot 1)\mathcal{Y}^M_{IJ} = \left( J(J + 1) - l(l + 1) - \frac{3}{4} \right) \mathcal{Y}^M_{IJ}
\]

Then we can write \( \phi_U \) and \( \phi_L \) as

\[
\begin{align*}
\phi^{M,\kappa}_{J,U} &= g(r)\mathcal{Y}^M_{IJ} \\ \phi^{M,\kappa}_{J,L} &= if(r)\mathcal{Y}^M_{IJ}
\end{align*}
\]

the \( l \) and \( l' \) are related to \( J \) and \( \kappa \) by the relation

\[
\begin{align*}
-\kappa &= J(J + 1) - l(l + 1) + \frac{1}{4} \\ \kappa &= J(J + 1) - l'(l' + 1) + \frac{1}{4}
\end{align*}
\]
For the spin-angle function $Y_i^{jm}$, we know that $J = l \pm 1/2$. For the case $J = l - 1/2$, we have

\begin{align}
    l &= \kappa \quad \text{(A.30)} \\
    l' &= \kappa - 1 \quad \text{(A.31)}
\end{align}

and for the case $J = l + 1/2$, we have

\begin{align}
    l &= -\kappa - 1 \quad \text{(A.32)} \\
    l' &= -\kappa \quad \text{(A.33)}
\end{align}

Now let us go back to Eq. (A.18), using the identity

\[(\sigma \cdot \hat{r})Y_i^{M} = -Y_{l'}^{M} \quad \text{(A.34)}\]

we have

\begin{align}
    \left( \frac{d}{dr} + \frac{1 + \kappa}{r} \right) g(r) &= Ef(r) \quad \text{(A.35)} \\
    \left( \frac{d}{dr} + \frac{1 - \kappa}{r} \right) f(r) &= -Eg(r) \quad \text{(A.36)}
\end{align}

These set of equations can be rewritten as

\begin{align}
    \frac{d^2 g}{dr^2} + \frac{2}{r} \frac{dg}{dr} + \left( E^2 - \frac{\kappa(\kappa + 1)}{r^2} \right) g &= 0 \quad \text{(A.37)} \\
    \frac{d^2 f}{dr^2} + \frac{2}{r} \frac{df}{dr} + \left( E^2 - \frac{\kappa(\kappa - 1)}{r^2} \right) f &= 0 \quad \text{(A.38)}
\end{align}

and these are the differential equations for the spherical Bessel and Hankel functions. The spherical Hankel function is not related in this case because it diverges at $r = 0$. For the case of $J = l - 1/2$, $\kappa = l$ and $l' = l - 1$, the solution for $g$ is (up to a constant)

\[ g(r) = j_l(\kappa r) \quad \text{(A.39)} \]
Using the identity
\[
j_i'(x) = j_{i-1} - \frac{l+1}{x} j_i(x)
\] (A.40)
we can find that
\[
f(r) = \frac{1}{E} \left( \frac{dg}{dr} + \frac{1 + \kappa}{r} g \right) = j_{i-1}(Er) = j_{i'}(Er)
\] (A.41)

Therefore the 4-component quark wave function is
\[
q_j^{M,\kappa} = N \begin{pmatrix} j_i(Err) Y_j^{M} \\ i j_{i'}(Err) Y_{i'}^{M} \end{pmatrix} = N \begin{pmatrix} j_i(Err) \\ -i(\sigma \cdot \tau) j_{i'}(Err) \end{pmatrix} Y_j^{M}
\] (A.42)

For the case of \( J = l + 1/2, \kappa = -(l+1), \) and \( l' = l + 1, \) the solution for \( g \) is
\[
g(r) = j_i(Err)
\] (A.43)

Using the identity
\[
j_i'(x) = \frac{l}{x} j_i(x) - j_{i+1}(x)
\] (A.44)
we can find
\[
f(r) = \frac{1}{E} \left( \frac{dg}{dr} + \frac{1 + \kappa}{r} g \right) = -j_{i+1}(Er) = -j_{i'}(Err)
\] (A.45)

Therefore the 4-component quark wave function is
\[
q_j^{M,\kappa} = N \begin{pmatrix} j_i(Err) Y_j^{M} \\ -i j_{i'}(Err) Y_{i'}^{M} \end{pmatrix} = N \begin{pmatrix} j_i(Err) \\ i(\sigma \cdot \tau) j_{i'}(Err) \end{pmatrix} Y_j^{M}
\] (A.46)

The normalization constant \( N \) is determined by the condition
\[
\int d^3x q_i^* q = 1
\] (A.47)

and the energy level \( E \) is determined by the boundary condition (A.2). Also please notice that all above derivation is done inside the bag, so the wave function is only valid inside the bag. Outside the bag, the wave functions vanish.
$S_{1/2}$ Quark Wave Function

For $S_{1/2}$ quark wave function, $l = 0$, $J = 1/2$, $l' = 1$ and $\kappa = -1$. So we have

$$q_s^M = N \begin{pmatrix} j_0(\omega_s r) \\ i(\sigma \cdot \hat{r}) j_1(\omega_s r) \end{pmatrix} \chi^M$$  \tag{A.48}

The boundary condition (A.2) implies that

$$j_0(\omega_s R) = j_1(\omega_s R)$$  \tag{A.49}

and the lowest solution is

$$\omega_s = \frac{2.04}{R}$$  \tag{A.50}

$P_{1/2}$ Quark Wave Function

For $P_{1/2}$ quark wave function, $l = 1$, $J = 1/2$, $l' = 0$ and $\kappa = 1$. We have

$$q_{p_{1/2}}^M = N \begin{pmatrix} j_1(\omega_{p_1} r) \\ -i(\sigma \cdot \hat{r}) j_0(\omega_{p_1} r) \end{pmatrix} \chi_{1,1/2}^M = N' \begin{pmatrix} -j_1(\omega_{p_1} \tau) (\sigma \cdot \hat{r}) \\ ij_0(\omega_{p_1} r) \end{pmatrix} \chi^M$$  \tag{A.51}

The boundary condition (A.2) implies that

$$j_0(\omega_{p_1} R) = -j_1(\omega_{p_1} R)$$  \tag{A.52}

and the lowest solution is

$$\omega_{p_1} = \frac{3.81}{R}$$  \tag{A.53}
$P_{3/2}$ Quark Wave Function

For $P_{3/2}$ quark wave function, $l = 1$, $J = 3/2$, $l' = 2$ and $\kappa = -2$. We now have

$$q_{p_{3/2}}^{M} = N \left( \begin{array}{c} j_{1}(\omega_{p_{3}r}) \\ i(\sigma \cdot \tau)j_{2}(\omega_{p_{3}r}) \end{array} \right) \mathcal{Y}_{1,3/2}^{M} \quad (A.54)$$

The boundary condition (A.2) implies that

$$j_{2}(\omega_{p_{3}R}) = -j_{1}(\omega_{p_{3}R}) \quad (A.55)$$

and the solution is

$$\omega_{p_{3}} = \frac{3.20}{R} \quad (A.56)$$
Appendix B

Additional Fits

We give more fits in this appendix. Fc2.n.n.n.7 is a fit which fits only to the scattering data and fc2.n.n.n.c1 is a fit which fits to the scattering data with manually assigned equal error bars. The final parameters of these two fits are listed in Table 15. And the theoretical curves are shown in Figures 38-44. The curves labeled as tc2.n.n.n.7 corresponding to the fit fc2.n.n.n.7 and tc2.n.n.n.c1 corresponding to fit fc2.n.n.n.c1.

<table>
<thead>
<tr>
<th></th>
<th>$R$</th>
<th>$M_s^*$</th>
<th>$M_p^*$</th>
<th>$M_d^*$</th>
<th>$f_{I=0}^1$</th>
<th>$f_{K}^1$</th>
<th>$f_{\pi}^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>fc2.n.n.n.7</td>
<td>1.34</td>
<td>1564</td>
<td>-1249</td>
<td>1553</td>
<td>92</td>
<td>80</td>
<td>88</td>
</tr>
<tr>
<td>fc2.n.n.n.c1</td>
<td>1.19</td>
<td>1623</td>
<td>-12682</td>
<td>1568</td>
<td>90</td>
<td>87</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 15. Final parameters of the additional fits. The radius $R$ is in fm, and other parameters are in MeV.
Figure 38. The $K^- p \rightarrow K^- p$ elastic scattering cross sections calculated by the CBM with the parameter sets from the additional fits.
Figure 39. The $K^- p \rightarrow \bar{K}^0 n$ charge exchange cross sections calculated by the CBM with the parameter sets from the additional fits.
Figure 40. The $K^-p \rightarrow \Sigma^-\pi^+$ reaction cross sections calculated by the CBM with the parameter sets from the additional fits.
Figure 41. The $K^- p \rightarrow \pi^- \Sigma^+$ reaction cross sections calculated by the CBM with the parameter sets from the additional fits.
Figure 42. The $K^- p \rightarrow \Sigma^0 \pi^0$ reaction cross sections calculated by the CBM with the parameter sets from the additional fits.
Figure 43. The $K^- p \rightarrow \Lambda^0 \pi^0$ reaction cross sections calculated by the CBM with the parameter sets from the additional fits.
Figure 44. The $\pi\Sigma$ mass spectrum calculated by the CBM with parameter sets from the additional fits.